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Abstra
tIn this paper a dynami
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 pro-bit spe
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 lag sele
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ession probabilities and in
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1 Introdu
tionDue to its great relevan
e for the proper design and 
ondu
t of an anti
y
li
al e
onomi
poli
y, the a

urate predi
tion of turning points in the business 
y
le under real time isone of the most important aspe
ts of ma
roe
onomi
 fore
asting. This task is, however,also one of the most 
hallenging, not only due to the many potential nonlinearities at workat the onset of a turning point in e
onomi
 a
tivity, but also due to the signi�
ant degreeof un
ertainty of ma
roe
onomi
 data at the end-point, among other things.In order to better understand the determinants of the o

urren
e of up- and downturnsin the level of e
onomi
 a
tivity, sin
e the seminal 
ontribution by Burns and Mit
hell(1946) the ability of numerous ma
roe
onomi
 and �nan
ial variables to predi
t futurebusiness 
y
le developments has been investigated by means of a variety of parametri
 andnonparametri
 e
onometri
 te
hniques over the years. Following espe
ially the work byHarvey (1989), Sto
k and Watson (1989), Estrella and Hardouvelis (1991), and Bernanke(1990) a great amount of this resear
h has fo
used on the role of �nan
ial variables, andespe
ially of the yield 
urve, i.e. the spread between long- and short-term yield of publi
se
urities, in the predi
tion of prospe
tive e
onomi
 re
essions (e
onomi
 turning points),see e.g. Estrella and Mishkin (1998), Bernand and Gerla
h (1998), Estrella, Rodriguez andS
hi
h (2003), and Moneta (2005), Wright (2006), Haltmeier (2008), and Rudebus
h andWilliams (2009), among others.On pra
ti
al grounds and more parti
ularly with regard to the real time fore
asting ofbusiness 
y
les developments, the use of �nan
ial variables � provided they have at least apredi
tive power as good as that of other alternative ma
roe
onomi
 variables � is more ad-vantageous, as �nan
ial time series are more timely available and are normally not subje
tto ex-post revisions. These 
onsiderations are not trivial: Sin
e real e
onomy indi
ators aresubje
t to signi�
ant information lags and revisions (Rudebus
h and Williams (2009) e.g.point out that the �nal estimates of U.S. quarterly GDP �gures are only available aboutthree months after the end of ea
h quarter), when developers of e
onometri
 fore
astingmodels evaluate them on the basis of the latest available vintage, they do not a
knowledgethe fa
t that their models may generate mu
h worse fore
asts in real time than with thelatest available data, as re
ently stressed by Stark and Croushore (2002).The main 
ontribution of this paper to the literature on real time re
ession fore
astingis the development of a dynami
 probit indi
ator along the lines of re
ent studies on1



re
ession fore
asting using binary response models su
h as Kauppi and Saikonnen (2008)and Nyberg (2009) based (primarily) on �nan
ial time series, as well as on ma
roe
onomi
time series less prone to data revisions, for re
ession fore
asting under real time 
onditionson a monthly basis. As it will be dis
ussed in this paper, through the estimation of a varietyof alternative dynami
 probit regressions underlying yield spreads of di�erent maturitiesand the averaging of the resulting re
ession probability estimates not only a great deal ofinformation of the term stru
ture is taken into 
onsideration, but also a lower volatility ofthe re
ession fore
ast is a
hieved.The remainder of this paper is organized as follows. In se
tion 2 the re
ent literatureon business 
y
le turning point sele
tion and re
ession fore
asting is overviewed. Previousresear
h on re
ession fore
asting using binary response models is dis
ussed in se
tion 3 witha spe
ial fo
us on their real time implementability. The spe
i�
 modeling of an e
onometri
fore
asting tool based on the dynami
 binary response approa
h for re
ession fore
astingin Germany is dis
ussed in se
tion 4. Finally, se
tion 5 draws some 
on
lusions from thisstudy and points out possible extensions left for future resear
h.2 Business Cy
le Turning Points Dete
tion and Re
ession Fore
asting:A Brief and Sele
tive Overview of the LiteratureIn one of the earliest a

ounts of the 
hara
teristi
s of business 
y
les, Burns and Mit
hell(1946, p.3) de�ned an e
onomi
 re
ession as �a substantial prolonged de
line in e
onomya
tivity that o

urs broadly a
ross various se
tors of the e
onomy�, see also Lu
as (1977).This de�nition, though somewhat vague, summarizes in a good manner three fundamentalaspe
ts of an e
onomi
 re
ession: the severity of the e
onomi
 downturn, its non-trivialminimum duration and its broad impa
t a
ross the e
onomy.Ever sin
e, this general notion of the main 
hara
teristi
s of a re
ession has 
oinedthe following resear
h: For instan
e, the probably most widely a

epted de�nition of are
ession, namely the one delivered by the NBER Business Cy
le Dating Committee, is alsooriented to a largely syn
hronized 
omovement of a sele
ted set of ma
roe
onomi
 variableswhi
h are supposed to deliver a broad a

ount of the whole e
onomy's development, or, inthe NBER's own words:11For a a detailed 
hronology of the U.S. business 
y
les by the NBER Business Cy
le Dating Committee,see http://www.nber.org/
y
les.html. 2



A re
ession is a signi�
ant de
line in e
onomi
 a
tivity spread a
ross the e
onomy,lasting more than a few months, normally visible in real GDP, real in
ome, employ-ment, industrial produ
tion, and wholesale-retail sales. A re
ession begins just afterthe e
onomy rea
hes a peak of a
tivity and ends as the e
onomy rea
hes its trough.Between trough and peak, the e
onomy is in an expansion.Based on the Burns and Mit
hell (1946) 
hara
terization of re
essions, a great amount ofresear
h on the a

urate dete
tion and predi
tion of turning points in the business 
y
lehas been undertaken along the years using a variety of statisti
al and rather des
riptivemethods, as well as parametri
 and non-parametri
 e
onometri
 tools. A possible, but byno means ex
lusive, way to 
lassify the di�erent dete
tion approa
hes is through the dif-ferentiation between observational and impli
it dete
tion of business 
y
le turning points.The observational approa
h � pioneered by the seminal 
ontribution of Bry and Bos
han(1971) and further extended to a multivariate approa
h by Harding and Pagan (2002), 
har-a
terizes the o

urren
e of business 
y
le turning points on the basis of 
ertain observablepatterns of one or more business 
y
le referen
e series.2 In 
ontrast, the underlying notionof impli
it approa
h pioneered � from di�erent perspe
tives � by the work of Neft
i (1982)and Hamilton (1989) is that e
onomi
 expansions and re
essions are generated by di�erentunobservable variables or states whi
h 
an only be identi�ed in an indire
t manner. Morespe
i�
ally, for instan
e in Hamilton's (1989) original 
ontribution, the underlying datagenerating pro
ess (DGP) of the business 
y
le is modeled as being driven by sto
hasti
and unobservable regimes or �states� linked by a Markov-Chain whi
h jointly generate thegrowth rate of real output ∆yt:
∆yt − µ(st) = α1(∆yt−1 − µ(st−1)) + . . . + α4(∆yt−4 − µ(st−4)) + ut, (1)where µ is the mean growth rate of output in the �regime� st (with µ1 < 0 in the `re
ession'regime and 0 < µ2 in the `expansion' regime), and ut ∼ NID(0, σ2), assumed to be thesame in both regimes. Be
ause both regimes are unobservable, only the estimation of theprobability of the e
onomy of being in a determined regime s in a period t 
an be a
hieved.Furthermore, another resear
h strain whi
h gathers both the observational and the im-pli
it approa
h to business 
y
le dating is the literature on dynami
 fa
tor models basedon the work by Sargent and Sims (1977), Geweke (1977), and Sto
k and Watson (1989).A

ording to this literature, the 
omovements of all leads and lags among 
oin
ident busi-2See Anas, Billio, Ferrara and Mazzi (2008) for a more re
ent 
ontribution along this line of resear
h.3



ness 
y
le referen
e series gathered in a ve
tor yt are modeled as arising from a single
ommon sour
e ct, whi
h is an unobservable time series whi
h 
an be thought of as theoverall state of the e
onomy. In Sto
k and Watson (1993), for example, analogously to theBry and Bos
han (1971) approa
h a re
ession is identi�ed if ∆ct falls below a threshold Ttfor a 
ertain number of 
onse
utive months.However, while most of these dating approa
hes � as well as many other not mentionedhere � seem to perform quite well in the ex-post dete
tion of business 
y
les turning points,see e.g. Chauvet and Piger (2005), the great majority of these methods is not appli
ablein the 
ontext of real-time fore
asting. Con
erning most non-parametri
 approa
hes alongthe lines of Bry and Bos
han (1971) and Harding and Pagan (2002), for example, theidenti�
ation of a turning point in the business 
y
le 
an only o

ur with a signi�
ant delay,as in most of these pro
edures both lags and leads of the referen
e variables are needed.So while the assessment of business 
y
les 
an be unproblemati
ally undertaken ex-post,at the a
tual end-point su
h an assessment is not possible to undertake. Analogously, theNBER de�nition has signi�
ant disadvantages related to the re
ognition of business 
y
lesturning points in real time, sin
e real GDP �gures are only available on a quarterly basisand are subje
t to non-trivial revisions, the re
ognition of turning points 
an only o

urex-post and with a signi�
ant delay. These issues, however, do not imply that su
h non-parametri
 approa
hes are not useful for the out-of-sample fore
asting of business 
y
lesand their turning points under real-time 
onditions. Through the identi�
ation of thedi�erent business 
y
le phases on the basis of 
learly de�ned and e
onomi
s-based rules,these non-parametri
 approa
hes 
an generate for instan
e e
onomi
ally meaningful binaryseries whi
h 
an in turn be used as left-hand side variables in binary 
hoi
e models. Thisis the dire
tion pursued in the remainder of this paper.3 Dynami
 Probit Models and Real-Time Fore
astingAs previously mentioned, following the work by Estrella and Hardouvelis (1991), binaryresponse models have been widely used for the estimation and fore
asting of re
essionaryperiods during the last twenty years, with Moneta (2005), Wright (2006), Haltmeier (2008),Kauppi and Saikonnen (2008), Rudebus
h and Williams (2009) and Nyberg (2009) beingamong the most re
ent studies using this methodology. In this strain of the literature,binary re
ession indi
ator series representing the state of the e
onomy within the business4




y
le bt is set su
h that
bt =

{

1, if the e
onomy goes through a re
essionary phase at time t

0, if the e
onomy experien
es an expansion at time t.Let Ωt−h be the information set available at t − h, where h represents the fore
astinghorizon. Assuming for starters a one-period ahead fore
ast horizon h = 1, if Et−1 and
Prob t−1( · ) represent the 
onditional expe
tation and the 
onditional probability given theinformation set Ωt−1, respe
tively, under the assumption that bt has a Bernoulli distribution

bt| Ωt−1 ∼ B(pt),the 
onditional probability pt that bt takes the value 1 in t is then given by
Et−1(bt) = Prob t−1( bt = 1) = pt = Φ(ϕt).where ϕt represents the linear model equation of the variables 
ontained in the informa-tion set Ωt−1 and Φ( · ) the linking fun
tion between ϕt and the 
onditional probability

Prob t−1( bt = 1) a

ording to the Bernoulli distribution, whi
h in probit models is givenby a standard normal distribution fun
tion.Let us now fo
us in more detail on the elements 
ontained in the information set Ωt−1under real time 
onditions. For this, it is useful to de�ne two further (lower bound) lagtypes relative to the end-point: the re
ession re
ognition lag r, i.e. the lag length requiredby the underlying turning points dating algorithm, and the data availability lag s, where
r > s normally holds. Using this lag length restri
tion, the information set underlying a
h−period ahead fore
ast 
an be further spe
i�ed as

Ωt−h = {bt−j , bt−j−1, . . . ,xt−k,xt−k−1, . . .}, with j ≥ h + r, k ≥ h + s (2)where bt−j is a s
alar 
ontaining the values of the binary re
ession indi
ator, and xt−k ave
tor 
ontaining the set of additional explanatory variables available at t�h. The expli
itspe
i�
ation of these two lag lower bounds 
onstraints is by no means trivial: In 
ontrastto an e
onometri
 analysis based on ex-post data, the 
on
eption of an e
onometri
 toolmeant to fore
ast the o

urren
e of re
ession under real-time 
onditions has to take intoa

ount not only the re
ession re
ognition lag determined by the spe
i�
 re
ession dete
tionor dating algorithm used to 
reate the binary re
ession indi
ator b � as the majority ofsu
h algorithms need both lags and leads of the business 
y
le referen
e series to determine5



the o

urren
e of e
onomi
 turning points �, but also the data availability lag underlyingmost ma
roe
onomi
 time series.3Taking into a

ount these real-time 
onditioned lag length 
onstraints, the linear modelequation of so-
alled �stati
� probit models used in early empiri
al studies on the fore
astingof U.S. re
essions su
h as Estrella and Hardouvelis (1991) and Estrella and Mishkin (1998)for the h−period ahead fore
ast of a re
ession in t is4
ϕt = c + x

′
t−k β with k ≥ h + s (3)The value-added of this spe
i�
 formulation of these real-time 
onditioned lower-boundlag 
onstraints turns out 
lear in the 
ase of the �dynami
� probit spe
i�
ation proposedby Dueker (1997), where lagged values of the binary re
ession variable are in
luded asan additional explanatory variable in order to address a possible auto
orrelation of there
ession binary series. Indeed, from the real-time perspe
tive of this paper, due there
ognition lag of the binary re
ession variable r (and the data availability lag s), only thefollowing spe
i�
ation of the linear fun
tion underlying the probit model Et−h(bt) = Φ(ϕt)is feasible at the end-point:

ϕt =

q
∑

j=h+r

δj bt−j + x
′
t−k β, k ≥ h + s (4)As this equation 
learly shows, the latent misspe
i�
ation problem to whi
h the stati
spe
i�
ation � whi
h impli
itly rules out a priori any type of auto
orrelation of the binaryseries b � is subje
t to 
an only be addressed for an auto
orrelation order of higher than

h + r (a

ordingly, the longer the re
ession re
ognition lag is, the lower the ability of themodel will be to a

ount for an eventual low order auto
orrelation of the binary series b).Impli
itly, Dueker (1997, p.45) points out this issue as follows: �Three months is probably aminimum re
ognition lag time for re
essions. It would 
learly not be reasonable to in
ludelast month's value of the re
ession binary variable as an explanatory variable, be
ause ittakes more time to re
ognize that the e
onomy has entered a re
ession. [. . . ℄ If threemonths seems less than the minimum re
ognition lag time for re
essions, then one 
an
on
entrate on the results for 6, 9 and 12 months.� A

ordingly, only the lagged value
bt−h−r 
an be in
luded in Ωt−h due to the binding re
ession re
ognition lag r.3As it will be dis
ussed below, the variables used in this study stemming from the Bundesbank databaseare available with an average lag of three months.4In a stri
t sense, both the re
ession re
ognition and the data availability lags, as well as the veryspe
i�
ation of a probit model in the sense of h−period ahead fore
asting6



More re
ently, Kauppi and Saikonnen (2008) have proposed a �dynami
 autoregressive�spe
i�
ation, whereafter not only lagged values of the binary series b, but also those ofthe linear fun
tion ϕt are in
luded in the model's spe
i�
ation, whi
h for the one−periodahead fore
ast reads
ϕt =

p
∑

i=1

αi ϕt−i +

q
∑

j=1

δj bt−j + x
′
t−1 β. (5)As dis
ussed in Nyberg (2009), it 
an be shown by re
ursive substitution of the spe
ial
ase ϕt = α1ϕt−1 + xt−kβ

′ that the dynami
 autoregressive model des
ribed by eq.(5) is
ϕt = δ1

∞
∑

i=1

αi−1
1

bt−i +
∞
∑

i=1

αi−1
1

x
′
t−i β, (6)an �in�nite� order extension of the dynami
 probit model ϕt = δ1bt−1 + x

′
t−1 β.It should be noted, however, that under the expli
it 
onsideration of the re
essionre
ognition and data availability lower-bound lag 
onstraints, the dynami
 autoregressiveprobit spe
i�
ation (assuming again h = p = 1 and q = 0 for notational simpli
ity) feasibleunder real-time 
onditions is

ϕt = δ1

∞
∑

i=1+r

αi−1−r
1

bt−i +
∞
∑

i=1+s

αi−1−s
1

x
′
t−i β, (7)or, for the more general and h−period ahead fore
ast 
ase

ϕt =

p
∑

i=1

αi ϕt−i +

q
∑

j=h+r

δj bt−j + x
′
t−k β, k ≥ h + s. (8)From eq.(7) it is 
lear that the ability of the dynami
 autoregressive spe
i�
ation to ad-ddress a potential low-order auto
orrelation of bt (as well as of ϕt) strongly depends onthe lag lower-bound 
onstraints r and s.Alternatively, as normally the informational lag s is mu
h shorter than the re
essionre
ognition lag r, a possible way to a

ount for low-order auto
orrelation of the binaryre
ession series bt 
ould be to in
lude in the model's linear equation, and thus in theinformation Ωt−h, the ve
tor of the underlying business 
y
le referen
e series y � whi
hin the 
ase of the NBER 
hronologi
al business 
y
le de�nition 
omprises real GDP, realin
ome, employment, industrial produ
tion, and wholesale-retail sales. For the 
ase of a

h−period ahead fore
ast, we then have
ϕt =

q
∑

j=h+r

δj bt−j +

q
∑

i=h+s

y
′
t−i αi +

q
∑

j=h+s

x
′
t−j βj . (9)7



This alternative spe
i�
ation 
an be motivated by the fa
t that the binary re
ession seriesis generated by a nonlinear transformation � determined by the employed turning pointsdating algorithm � of the business 
y
le referen
e series 
omprised in the ve
tor y.It should be 
lear that the value-added of the in
lusion of the ve
tor y in ϕt( · ) in
reasesthe larger is the di�eren
e between r and s, as the number of observations 
lose to theend-point potentially able to explain the autoregressive stru
ture of bt additional to thelagged values of βt−j , j ≥ h + r is
r−1
∑

i=r−s

y
′
t−i αi.To the best of our knowledge, however, while the ve
tor of business 
y
le referen
e series

y 
an of 
ourse be in
luded in x, this has not been done in the majority of related studiespreviously mentioned. This is, among other things, one of the ways through whi
h thispaper 
ontributes to the literature.The following se
tions des
ribe the appli
ation of alternative dynami
 probit models forre
ession fore
asting using German ma
roe
onomi
 data.4 Fore
asting German Re
essions under Real Time Conditions4.1 The DatasetFor the following exer
ise of re
ession fore
asting, a wide dataset of ma
roe
onomi
 indi
a-tors of the German e
onomy was employed. All �nan
ial and real e
onomy variables stemfrom the Bundesbank database (www.bundesbank.de/statistik/), with the ex
eption ofthe orders, whi
h stem from the GENESIS-Online database from the German Statisti
alO�
e (https://www-genesis.destatis.de/genesis/online), and the ifo business 
y
le
limate index (http://www.
esifo-group.de) The estimation sample 
omprises monthlyobservations from 1991:1 to 2010:5.4.1.1 The Binary Re
ession SeriesAs previously dis
ussed, as already pointed out by Burns and Mit
hell (1946), an e
onomi
re
ession is 
hara
terized by a widespread and syn
hronized downturn in overall e
onomi
8



a
tivity observable on a broad set of e
onomi
 variables. The proper dating of e
onomi
expansions and re
essions should therefore result from a multivariate approa
h whi
h takesinto a

ount this fa
t. For the sake of expositional simpli
ity and in order to assess ona monthly basis and in a more timely fashion the o

urren
e of turning points in theGerman e
onomy, however, in this paper a univariate business 
y
le dating approa
h ispreferred, with the index of industrial produ
tion as the business 
y
le referen
e series, asalso done in a large number of previous studies, see e.g. Anas et al. (2008) and Darné andFerrara (2009). Indeed, as dis
ussed in Frits
he and Stephan (2002, p.291), the use of theindex of industrial produ
tion as a proxy for business 
y
le movements 
an be justi�edby the fa
t that industrial produ
tion is �mu
h 
loser to the `volatile' aggregates of GDPlike investment and exports � whi
h are at the heart of most business 
y
le theories�.Furthermore, besides the fa
t that the index of industrial produ
tion is published on amonthly basis, what, as mentioned before, greatly enhan
es the timely a

ount of thebusiness 
y
le, this series is also mu
h less prone to revisions than the (quarterly) GDP�gures.Spe
i�
ally, in this paper the Bry and Bos
han (1971) algorithm was employed, a

ord-ing to whi
h a peak in the business 
y
le is identi�ed when
{yt−k < yt > yt+k, k = 1, . . . , 5}while, analogously, a trough is assumed to take pla
e when
{yt−k > yt < yt+k, k = 1, . . . , 5}.where yt is the two-month moving average of the German index of industrial produ
tion� the business 
y
le referen
e series.5 Furthermore, as an additional 
ensoring rule for theidenti�
ation of re
essionary periods and thus for the generation of the binary re
essionindi
ator series bt, following Harding and Pagan (2002) a triangle approximation to the
umulative movements approa
h was pursued in order to measure the �severity� of ane
onomi
 downturn j � and by extension the eventual o

urren
e of a re
ession �, whi
his spe
i�
ally de�ned as

Sj = 0.5 × Deepnessj × Durationj,5Given the high volatility of monthly data, it is usual in the turning points dating literature to �smooth�the underlying business 
y
le referen
e series among other things to avoid potential outliers biases.9



where the duration are the number of months between peak and trough of the e
onomi
downturn 
onsidered (a

ording to the NBER de�nition of a re
ession as a signi�
antde
line in e
onomi
 a
tivity [ of ℄ more than a few months), and
Deepnessj = |yp − yt|/yp,with yp and yt are the respe
tive values of the index of industrial produ
tion at the 
or-responding peak and trough, see Anas et al. (2008). A re
essionary period was identi�edwhen Sj < 0.005, as there is no 
onsensus on the referen
e minimum duration and deepnessof re
essions (Darné and Ferrara, 2009, p.5).
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IPIDX RECES_INDFigure 1: German industrial produ
tion, business 
y
le peaks and troughs 
al
ulated onthe basis of the BB algorithm and related binary re
ession indi
ator.Figure 1 illustrates the relationship between the underlying industrial produ
tion seriesand the resulting binary re
ession indi
ator series generated by the Bry and Bos
han (1971)algorithm.4.1.2 Ma
roe
onomi
 Indi
atorsFor the empiri
al analysis of this paper a variety of ma
roe
onomi
 and �nan
ial variableswere 
onsidered. Con
erning the subset of variables whi
h are supposed to re�e
t thedevelopment of the real side of the e
onomy, besides the index of industrial produ
tion,the following indi
ators 
hara
terized by not being subje
t to data revisions were 
hosen:the open va
an
ies in the produ
tive se
tor, the domesti
 and foreign orders re
eived bythe industrial se
tor, as well as the ifo business sentiment indi
ator (all variables as month-to-month % 
hanges). 10
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roe
onomi
 Indi
ators: Industrial produ
tion index, job va
an
ies, foreignand domesti
 orders re
eived by the produ
tive se
tor, and ifo business sentiment index.Sour
es: Deuts
he Bundesbank, DESTATIS, ifo Institute.4.1.3 Finan
ial Indi
atorsCon
erning the �nan
ial indi
ators employed in this paper, these were sele
ted as to rep-resent a broad dimension of the �nan
ial markets. On the one hand, following Bernanke(1990) and Friedman and Kuttner (1992) the spread between average 
orporate bond yieldsof all maturities traded and the average yield of publi
 se
urities was used, as well as thethe growth rate of the CDAX pri
e index in order to in
orporate the German sto
k marketsdevelopments.Furthermore, along the lines of Sto
k and Watson (1989), Estrella and Hardouvelis(1991), Estrella and Mishkin (1998), and more re
ently Kauppi and Saikonnen (2008) andNyberg (2009), the yield spread between the long-term and the short-term interest rate �was in
luded in the general set of regressors. More spe
i�
ally, alternative dynami
 probitspe
i�
ations using the 1-, 2-, 3-, 5- and 10-year yield (
al
ulated by the Svensson's method)spreads to the three-month EURIBOR were estimated in order to address the un
ertaintyabout whi
h yield spread has the �best� predi
tion power, among other reasons whi
h willbe dis
ussed in detail below. Furthermore, the short-term interest rate was also in
luded in11
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ial Indi
ators: CDAX, Corporate Spread, Three-Month Euribor and yieldspreads of di�erent maturities. Sour
e: Deuts
he Bundesbankthe set of regressors. In this respe
t, Ang, Piazzesi and Wei (2006) show, using a dynami
fa
tor model, that the two prin
ipal fa
tors of the term stru
ture at all traded maturities,whi
h in their study a

ount for 90% of the variation of the whole term stru
ture, are highly
orrelated with the short-term interest rate, and the 10-year yield spread. Additionally,Wright (2006) shows that probit models with the yield spread of the 10-year T-bond tothe three-month T-bill and the short-term three-month T-bill interest rate outperformsprobit spe
i�
ations using only the yield spread in the MSE sense. Table 1 summarizesthe des
riptive statisti
s of the whole set of explanatory variables.In order to avoid eventual multi
ollinearity problems whi
h may arise due to the strong
orrelation between the yield spreads of di�erent maturities, as previously mentioned alter-12



Table 1: Des
riptive Statisti
s of Ma
roe
onomi
 Indi
atorsSample: 1991m1 � 2010m2, Obs: 217Mean Median Max. Min. Std. Dev. Skewness Kurtosis Jarque-Bera Prob.DEIPIDX 92.38 92 115.3 76.4 9.74 0.69 2.75 17.89 0.00JOBVAC 418.82 415 659 259 107.75 0.35 2.03 13.04 0.00DOM. ORDERS 84.55 83.6 135.5 53.6 18.84 0.65 2.72 16.11 0.00FOR. ORDERS 84.55 83.6 135.5 53.6 18.84 0.65 2.72 16.11 0.00YC1Y 3.87 3.61 9.47 0.72 1.77 1.06 4.52 61.31 0.00YC2Y 4.05 3.89 9.11 1.27 1.65 1.03 4.39 56.20 0.00YC3Y 4.26 4.15 8.88 1.66 1.56 0.94 3.97 40.78 0.00YC5Y 4.63 4.48 8.47 2.29 1.44 0.74 3.07 19.65 0.00YC10Y 5.21 4.96 7.96 3.21 1.33 0.51 2.09 16.92 0.00CDAX 84.06 75.69 06.08 31.29 98.53 0.33 2.06 11.89 0.00CRP_SPRD 0.84 0.6 3.9 -0.1 0.76 1.91 7.12 285.24 0.00native dynami
 probit models underlying the (invariant) set of explaining variables givenby the industrial produ
tion index, the job va
an
ies, the ifo business sentiment index,the CDAX pri
e index (all in % month-to-month 
hanges), the 
orporate spread and thethree-month EURIBOR, and alternatively the 1-, 2-, 3-, 5- and 10-year yield spreads (to thethree-month EURIBOR) were spe
i�ed and estimated. In the following the automatizedmodel spe
i�
ation pro
edure is dis
ussed.4.2 Model Spe
i�
ationAs widely a
knowledged, in any regression analysis the e
onometri
ian fa
es a trade-o�between the 
ost of sear
hing for the best spe
i�
ation in terms of statisti
al signi�
an
e� or overall �t or predi
tion power � and the inferen
e 
ost resulting from statisti
allyinsigni�
ant variables. In order to avoid the latent problem of 
hoosing an arbitrary modelspe
i�
ation based on an ad-ho
 sele
tion of lagged values � and of the explaining variablesin general � ea
h alternative dynami
 probit spe
i�
ation was estimated using on the onehand a general-to-spe
i�
, as well as a spe
i�
-to-general approa
h.In the general-to-spe
i�
 sele
tion pro
edure (see Campos, Eri
sson and Hendry (2005)),the explanatory 
ontribution of ea
h lag of ea
h explanatory variable was tested using aredundant variables Likelihood Ratio (LR) test, with the LR statisti
 
omputed as
LR = −2(LR − LU )where LR and LU are the maximized values of the (Gaussian) log likelihood fun
tion13



of the unrestri
ted and restri
ted regressions.6 In the spe
i�
-to-general model sele
tionpro
edure, in 
ontrast, the added explanatory value of an additional lag of ea
h explainingvariable was tested using an omitted variables Likelihood Ratio test, where under the Hothe 
oe�
ient of the additionally added variable (lag) is not signi�
ant.In a se
ond step, using the estimated re
ession probabilities resulting from the di�erentdynami
 probit regressions, following Timmermann (2006), an equal-weighted average ofthese individual estimates (and fore
asts) was 
omputed in order to obtain a single re-
ession probability series. Indeed, as re
ently pointed out also by Aiol�, Capistrán andTimmermann (2010), the use of a 
ombination of di�erent fore
asts is superior to the useof single fore
asts as it may help to redu
e the negative e�e
ts of model instability andin
rease the robustness of the estimation results.4.3 Estimation Results4.3.1 In-Sample EvaluationIn the following the in-sample �t of the dynami
 probit regressions estimated over theentire sample period, i.e. 1991:1 � 2010:5 is dis
ussed. To start let us fo
us on thedynami
 probit spe
i�
ations obtained by the general-to-spe
i�
 (denoted by a G), and thespe
i�
-to-general (denoted by a S) approa
hes previously dis
ussed for 1-, 2- and 3-monthahead fore
asting summarized in Tables 2 � 4.A variety of issues are worth to be highlighted. In the �rst pla
e, at a more general level,the heterogeneity of the dynami
 probit model estimations at all three analyzed fore
asthorizons 
orroborate the 
ombinatorial approa
h pursued in this paper. Indeed, as it 
anbe 
learly observed in Tables 2 � 4, the signi�
an
e level of the majority of variables (lags)is signi�
antly a�e
ted by the spe
i�
 yield spread in
luded in the respe
tive regressionsets, on the one hand, as well as by the lag sele
tion pro
edure (general-to-spe
i�
 orspe
i�
-to-general) employed. There is, however, a 
ertain �
onstan
y� in the signi�
an
elevel of some variables (lags), whi
h depends however on the underlying fore
ast horizonof the respe
tive regressions. At the one-month-ahead fore
ast horizon, for example, the6Under the Ho of this asymptoti
ally χ2 distributed test with one degree of freedom, the 
oe�
ient ofa redundant variable (lag) is zero. A reje
tion of this test results in the 
onservation of the tested variable(lag) in the model spe
i�
ation. 14



third lag (relative to the end-point) of the job va
an
ies series and of the foreign ordersre
eived by the industrial se
tor, as well as the seventh lag of the CDAX monthly growthrate are signi�
ant a
ross all probit spe
i�
ations.In the same sense, the ifo business sentiment index does not seem to have any statisti
alsigni�
an
e at the one-month ahead horizon when in
luded among the sets of indi
atorsemployed in this paper, as well as the binary re
ession indi
ator series and the short-term interest rate. Furthermore, the in
lusion of the (growth rate of the) business 
y
lereferen
e series (the index of industrial produ
tion) seems to be valid from the statisti
alpoint of view, at least in some probit spe
i�
ations. Also worth highlighting is the fa
tthat the statisti
al signi�
an
e of the di�erent yield 
urves seems also to be a�e
ted by thevariables (lag) sele
tion pro
edures, as well as the 
orporate spread series and the series ofthe domesti
 orders re
eived by the industrial se
tor.In 
ontrast to the one-month-ahead fore
ast spe
i�
ations, in the two-month-aheadfore
ast regressions the binary re
ession indi
ator series (at the ninth lag) is statisti
allysigni�
ant in all spe
i�
ations, as well as (various lags of) the CDAX pri
e index. In 
on-trast, while both job va
an
ies and foreign orders (the variables with the highest statisti
al�
onstan
y� in the previous 
ase) does not seem to have any predi
tive power at the two-month-ahead fore
ast horizon, the opposite seems to hold for the 
orporate spread, whi
h
oe�
ients are statisti
ally signi�
ant in eight of ten spe
i�
ations. Also interesting is thefa
t that, in 
ontrast to the previous 
ase summarized in Table 2, in the two-month-aheadfore
ast regressions the ifo business sentiment index is statisti
ally signi�
ant on four outof ten spe
i�
ations.Finally, the most remarkable fa
t 
on
erning the estimation results of the three-month-ahead fore
ast spe
i�
ations is the fa
t that in only one out of ten spe
i�
ations theyield spread (spe
i�
ally, the spread of the 5-year federal se
urity rate to the 3-monthEURIBOR) seems to have a statisti
ally signi�
ant predi
tive power for re
essions.

15



Table 2: Summary of Dynami
 Probit Regressions, One-Month Fore
ast HorizonSample: 1991:1 � 2010:5EQ_YC1G EQ_YC1S EQ_YC2G EQ_YC2S EQ_YC3G EQ_YC3S EQ_YC5G EQ_YC5S EQ_YC10G EQ_YC10SRe
es_Ind - - - - - - - - - -Ipdix - 3, 4, 5 - 3, 4 - 3, 4 - - - 3, 4, 5, 6Dom.Orders - 3, 4, 5 - 7 - - - - - 3, 4, 5For.Orders 3, 4 3 3 3, 4, 5 3 3, 4 3 3, 4 3 3, 4Job.Va
. 3 3 3 3 3 3 3 3 3 3ifoidx - - - - - - - - - -Crp_sprd - - 3 - 3 7 3 - - -CDax 7 4, 6, 7 3, 4, 6, 7 7 3, 4, 6, 7 3, 6, 7 3, 4,6 3, 6, 7 4, 6, 7 4, 6, 7, 8Euribor 3M - - - - - - - - - -YC1Y 3, 4 - n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a.YC2Y n.a. n.a. 3 - n.a. n.a. n.a. n.a. n.a. n.a.YC3Y n.a. n.a. n.a. n.a. 3 3 n.a. n.a. n.a. n.a.YC5Y n.a. n.a. n.a. n.a. n.a. n.a. 3 - n.a. n.a.YC10Y n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. 3 8Pseudo-R2 0.291 0.345 0.304 0.284 0.308 0.309 0.3148 0.279 0.303 0.399SSR 30.993 28.750 29.716 30.274 29.571 29.834 29.345 30.701 30.390 26.085Avg. Log-Likelihood -0.441 -0.407 -0.432 -0.444 -0.430 -0.429 -0.426 -0.448 -0.432 -0.373AIC 0.945 0.924 0.946 0.971 0.942 0.958 0.934 0.960 0.929 0.892SC 1.054 1.109 1.085 1.110 1.081 1.128 1.072 1.068 1.037 1.139HQC 0.989 0.999 1.002 1.027 0.998 1.027 0.990 1.004 0.973 0.992
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Table 3: Summary of Dynami
 Probit Regressions, Two-Month Fore
ast HorizonSample: 1991:1 � 2010:5EQ_YC1G EQ_YC1S EQ_YC2G EQ_YC2S EQ_YC3G EQ_YC3S EQ_YC5G EQ_YC5S EQ_YC10G EQ_YC10SRe
es_Ind 9 9 9 9 9 9 9 9 9 9IPIDX - - - - - - - - - -Dom.Orders 4, 5 - 4, 5 - 4, 5 - 4, 5 - - 7For.Orders - - - - - - - - - -Job Va
. - - - - - - - - - -IFOIDX - 4, 5 - 5 - - - - 4, 5 4, 5CRP_SPRD 4 7, 9 - 9 4 9 7, 9 9 7, 9 -CDAX 4,. . . ,9 4, 6,. . . ,9 6,. . . ,9 4,. . . ,9 4,. . . ,9 6,. . . ,9 4, 6,. . . ,9 4, 6, 7 4, 6,. . . ,9 4, 7, 9Euribor 3M - - 4 - - - - 9 - 9YC1Y 4 - n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a.YC2Y n.a. n.a. - - n.a. n.a. n.a. n.a. n.a. n.a.YC3Y n.a. n.a. n.a. n.a. - 8 n.a. n.a. n.a. n.a.YC5Y n.a. n.a. n.a. n.a. n.a. n.a. 4 8, 9 n.a. n.a.YC10Y n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. 4 -Pseudo-R2 0.296 0.301 0.343 0.284 0.298 0.348 0.311 0.358 0.335 0.348SSR 30.559 31.645 29.253 30.274 30.650 28.314 30.425 28.938 29.654 28.670Avg. Log-Likelihood -0.433 -0.429 -0.403 -0.444 -0.431 -0.398 -0.423 -0.393 -0.408 -0.400AIC 0.972 0.955 0.887 0.971 0.969 0.876 0.953 0.865 0.921 0.879SC 1.153 1.121 1.023 1.110 1.151 1.011 1.135 1.000 1.103 1.015HQC 1.045 1.022 0.942 1.027 1.043 0.930 1.027 0.920 0.995 0.934
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Table 4: Summary of Dynami
 Probit Regressions, Three-Month Fore
ast HorizonSample: 1991:1 � 2010:5EQ_YC1G EQ_YC1S EQ_YC2G EQ_YC2S EQ_YC3G EQ_YC3S EQ_YC5G EQ_YC5S EQ_YC10G EQ_YC10SRe
es_Ind 8 9 8 10 8 10 8 10 8 10IPIDX - - - - - - - - - -Dom.Orders 9, 10 - 7,. . . ,10 - 7,. . . ,10 - 7,. . . ,10 - 7,. . . ,10 -For.Orders - - 7,. . . ,10 - 7,. . . ,10 - 7,. . . ,10 - 7,. . . ,10 -Job Va
. - - - - - - - - - -IFOIDX - 5 - 5 - 5 - 5 - 5CRP_SPRD 7, 9 7, 10 9 - 9 7 9 10 9 10CDAX 5,. . . ,10 6,. . . ,10 5,. . . ,8 6, 7, 10 5,. . . ,8 6, 7, 10 5,. . . ,8 10 5,. . . ,8 10Euribor 3M 5 10 5 10 5 10 5 10 5 10YC1Y - - n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a.YC2Y n.a. n.a. - - n.a. n.a. n.a. n.a. n.a. n.a.YC3Y n.a. n.a. n.a. n.a. - - n.a. n.a. n.a. n.a.YC5Y n.a. n.a. n.a. n.a. n.a. n.a. - 8 n.a. n.a.YC10Y n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. - -Pseudo-R2 0.356 0.366 0.362 0.328 0.362 0.328 0.362 0.351 0.362 0.327SSR 26.757 26.996 28.783 29.314 28.783 29.314 29.345 28.160 28.783 29.530Avg. Log-Likelihood -0.395 -0.388 -0.391 -0.412 -0.391 -0.412 -0.391 -0.398 -0.391 -0.412AIC 0.905 0.874 0.923 0.886 0.923 0.886 0.923 0.858 0.923 0.878SC 1.101 1.040 1.165 0.991 1.165 0.991 1.165 0.964 1.165 0.968HQC 0.984 0.941 1.021 0.928 1.021 0.928 1.021 0.901 1.021 0.914
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When 
ompared with the out
omes of previous related empiri
al studies, among the justdis
ussed estimation results a parti
ularly interesting one is not only the 
orroborationof the predi
tive power of sto
k pri
e developments respe
ting future e
onomi
 a
tivityalready do
umented by Harvey (1989), Sto
k andWatson (1999), and re
ently by Haltmeier(2008), but also that in 
ontrast the predi
tive power of the yield spread (irrespe
tive theunderlying maturity) does not seem to be as statisti
ally signi�
ant as 
ommonly thought.Let us know fo
us on the advantage of the 
ombination of the di�erent estimated prob-abilities at the one- two- and three-month-ahead fore
ast horizon illustrated in Figure 4.As it is 
learly observable, while by and large the estimated re
ession probabilities of allOne-Month-Ahead Two-Month-Ahead Three-Month-Ahead
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94 96 98 00 02 04 06 08 10Figure 4: In-Sample Fit of Estimated and Average Re
ession Probabilities, One- Two- andThree-Month Fore
ast Horizonprobit spe
i�
ations feature a similar pattern, there are some periods where the range ofestimated probabilities be
omes parti
ularly high. This is parti
ularly important in middleranges of the interval [0 � 1℄, where the signal threshold of a re
ession might be set.In order to assess in a more formal manner the 
apability of the probit regression, aswell as of the averaging approa
h also pursued here, to deliver a

urate signals for theo

urren
e of a re
ession, the per
entage of Type I and Type II errors for a su

ess 
ut-o�value of 0.5 are 
omputed. 19



Table 5 highlights the value-added of 
ombinating the estimated probabilities of thealternative probit spe
i�
ations resulting from the important fore
ast a

ura
y range ofthe di�erent probit spe
i�
ations.Table 5: Expe
tation-Predi
tion Evaluations of Probit Regressions, Sample: 1991:1�2010:5One-Month-Ahead Fore
ast HorizonDep=0 Corre
t % Corre
t % In
orre
t Dep=1 Corre
t % Corre
t % In
orre
tEQ_YC1G 151 138 91.39 8.61 69 36 52.17 47.83EQ_YC1S 151 139 92.05 7.95 69 45 65.22 34.78EQ_YC2G 151 141 93.38 6.62 69 43 62.32 37.68EQ_YC2S 151 139 92.05 7.95 69 38 55.07 44.93EQ_YC3G 151 141 93.38 6.62 69 45 65.22 34.78EQ_YC3S 151 139 92.05 7.95 69 42 60.87 39.13EQ_YC5G 151 138 91.39 8.61 69 47 68.12 31.88EQ_YC5S 151 141 93.38 6.62 69 36 52.47 47.83EQ_YC10G 151 136 90.07 9.93 69 45 65.22 34.78EQ_YC10S 151 135 89.40 10.60 69 46 66.67 33.33Two-Month-Ahead Fore
ast HorizonDep=0 Corre
t % Corre
t % In
orre
t Dep=1 Corre
t % Corre
t % In
orre
tEQ_YC1G 157 145 92.36 7.64 69 40 57.97 42.03EQ_YC1S 158 143 90.51 9.49 69 36 52.17 47.83EQ_YC2G 157 144 91.72 8.28 69 42 60.87 39.13EQ_YC2S 158 143 90.51 9.49 69 40 57.97 42.03EQ_YC3G 157 144 91.72 8.28 69 41 59.42 40.58EQ_YC3S 160 144 90.00 10.00 69 47 68.12 83.41EQ_YC5G 157 143 91.08 8.92 69 39 56.52 43.48EQ_YC5S 159 141 88.68 11.32 69 45 65.22 34.78EQ_YC10G 158 144 91.14 8.86 69 41 59.42 40.58EQ_YC10S 158 144 91.14 8.86 69 42 60.87 39.13Three-Month-Ahead Fore
ast HorizonDep=0 Corre
t % Corre
t % In
orre
t Dep=1 Corre
t % Corre
t % In
orre
tEQ_YC1G 158 145 91.77 8.23 69 50 72.46 27.54EQ_YC1S 158 149 94.30 5.70 69 50 72.46 27.54EQ_YC2G 158 141 89.24 10.76 69 45 65.22 34.78EQ_YC2S 158 146 92.41 7.59 69 43 62.32 37.68EQ_YC3G 158 141 89.24 10.76 69 45 65.22 34.78EQ_YC3S 158 146 92.41 7.59 69 43 62.32 37.68EQ_YC5G 158 141 89.24 10.76 69 45 65.22 34.78EQ_YC5S 158 141 89.24 10.76 69 44 63.77 36.23EQ_YC10G 158 141 89.24 10.76 69 45 65.22 34.78EQ_YC10S 158 146 92.41 7.59 69 40 57.97 42.0320



Indeed, as the summary statisti
s in Table 5 
learly show, the a

ura
y in predi
tingespe
ially the re
essionary periods vary from 
orre
tly predi
ting 36 out of 69 re
essionaryperiods (52.17 %) by EQ_YC1G to 47 out of 69 (68.12 %) by EQ_YC5G. Furthermore, itis also interesting to note that the fore
ast a

ura
y in predi
ting re
essions of the di�erentprobit spe
i�
ations varies a
ross the fore
ast horizon: At the one-month fore
ast horizonEQ_YC5G has the highest fore
ast a

ura
y, at the two-month the spe
i�
ation withthe best performan
e is EQ_YC3S, and at the three-month horizon are EQ_YC1G andEQ_YC1S.4.3.2 Out-of-Sample EvaluationIn order to assess the out-of-sample fore
asting performan
e of the estimated probit models,following Moneta (2005), the out-of-sample re
ession probability fore
asts were 
omputingunder pseudo real-time 
onditions by performing the following steps: First, the di�erentprobit regressions were estimated over the 1991:1 to 2008:4 period in order to have agood starting estimation of the parameters. Then, the probability of re
ession at a givenmonth ahead was estimated and its value re
orded. After adding one more month to theestimation period and dynami
ally re-estimating ea
h time the di�erent probit regressions,the pro
edure was repeated. At the end a series of out-of-sample estimated probabilitiesover the period 2008:5 to 2015:5 was obtained.To evaluate the out-of-sample fore
asting performan
e of an estimated probit model M,three 
ommon measures of fore
ast a

ura
y (see e.g. Rudebus
h and Williams (2009))were employed: the mean absolute error (MAE)
MAE(M, h) =

1

T

T
∑

t=1

|PM
t|t−h − bt|,the root mean squared error (RMSE)

RMSE(M, h) =

√

√

√

√

1

T

T
∑

t=1

(

PM
t|t−h

− bt

)2

,and the Theil Inequality Coe�
ient
Theil =

√

∑T+h
t=T+1

(PM
t|t−h

− bt)2/h
√

∑T+h
t=T+1

(PM
t|t−h

)2/h +
√

∑T+h
t=T+1

b2
t /h

,21



whi
h, as it is widely known, lies in the interval [0, 1℄, where 0 represents a perfe
t �t and1 no explanation whatsoever.Table 6: Out-of-Sample Fore
ast Evaluation under Pseudo-Real-Time Conditions(Starting In-Sample: 1991:1 � 2008:4, End of Out-of-Sample Fore
ast Sample: 2010:5)One-Month-Ahead Fore
ast HorizonRMSE MAE Theil Coe�. Bias-Prop. Var-Prop. Cov-PropPBJYC1G 0.383772 0.255278 0.299297 0.022444 0.101335 0.876221PBJYC1S 0.411707 0.261427 0.324788 0.006079 0.060161 0.933760PBJYC2G 0.358714 0.241156 0.280374 0.028134 0.127961 0.843906PBJYC2S 0.408974 0.253033 0.316078 0.010942 0.052036 0.937022PBJYC3G 0.358571 0.237072 0.274341 0.042636 0.119664 0.837700PBJYC3S 0.373911 0.233910 0.290208 0.016187 0.077039 0.906774PBJYC5G 0.350216 0.227172 0.281616 0.007150 0.111999 0.880851PBJYC5S 0.386357 0.236175 0.286534 0.042764 0.062769 0.894467PBJYC10G 0.381184 0.259424 0.319729 0.000432 0.118414 0.881154PBJYC10S 0.382520 0.229142 0.297668 0.007958 0.054946 0.937096PBJ_AVGPRB 0.366629 0.243379 0.290155 0.016135 0.112654 0.871211Two-Month-Ahead Fore
ast HorizonRMSE MAE Theil Coe�. Bias-Prop. Var-Prop. Cov-PropPBJYC1G 0.384110 0.241515 0.272958 0.110177 0.087597 0.802226PBJYC1S 0.434622 0.308749 0.308748 0.125084 0.129933 0.744983PBJYC2G 0.409514 0.241466 0.316326 0.005812 0.037005 0.957182PBJYC2S 0.494657 0.365132 0.379818 0.028112 0.081645 0.890242PBJYC3G 0.366069 0.203961 0.264960 0.054707 0.044049 0.901244PBJYC3S 0.549586 0.448528 0.412291 0.055240 0.119305 0.825455PBJYC5G 0.380490 0.241352 0.295324 0.017283 0.079082 0.903635PBJYC5S 0.489915 0.409061 0.391167 0.041380 0.202847 0.755773PBJYC10G 0.389032 0.230161 0.302403 0.006360 0.047559 0.946081PBJYC10S 0.389032 0.230161 0.301026 0.057612 0.185249 0.895407PBJ_AVGPRB 0.396237 0.307629 0.313513 0.049801 0.223362 0.726837Three-Month-Ahead Fore
ast HorizonRMSE MAE Theil Coe�. Bias-Prop. Var-Prop. Cov-PropPBJYC1G 0.445173 0.308718 0.337620 0.035310 0.082437 0.882253PBJYC1S 0.478278 0.314176 0.346346 0.044266 0.041671 0.914063PBJYC2G 0.462682 0.320099 0.331114 0.082176 0.080101 0.837724PBJYC2S 0.443074 0.289889 0.318688 0.067686 0.062245 0.870069PBJYC3G 0.422619 0.277716 0.306185 0.072581 0.077246 0.850173PBJYC3S 0.415345 0.252762 0.278480 0.177193 0.069804 0.753003PBJYC5G 0.424416 0.263994 0.329951 0.007183 0.045901 0.946916PBJYC5S 0.451451 0.333082 0.359826 0.018417 0.113081 0.868503PBJYC10G 0.431982 0.259346 0.320943 0.022028 0.032833 0.945139PBJYC10S 0.431982 0.259346 0.322512 0.082527 0.161568 0.915474PBJ_AVGPRB 0.421642 0.300249 0.317931 0.056963 0.121307 0.82173122



As Table 6 
learly summarizes, the spe
i�ed dynami
 probit models, as well as theestimated probability series resulting from their 
ombination seem to deliver not onlystatisti
ally meaningful results and signi�
ant predi
tive power, but also feature good out-of-sample properties.5 Con
luding RemarksAs previously pointed out, the timely and a

urate re
ognition of turning points in thebusiness 
y
le is one of the most important, but also one of the most di�
ult tasks inma
roe
onomi
 fore
asting. As a 
ontribution along these lines of resear
h, in this paper apra
ti
al e
onometri
 approa
h to the fore
asting of re
essions under real time 
onditionsbased on the 
ombination of alternative dynami
 probit regressions was presented.The resulting dynami
 probit regressions delivered a variety of important and interest-ing insights on the power of several ma
roe
onomi
 and �nan
ial variables in predi
tingre
essionary periods at di�erent fore
ast horizons. Espe
ially worthwhile to be highlightedagain was in parti
ular the predi
tive power of sto
k pri
e 
hanges at all analyzed horizons,on the one hand, as well as the 
ontrasting result 
on
erning the yield spreads of federalse
urities at di�erent maturities.There is, however, mu
h more work to be undertaken. A

ounting for nonlinearities, forexample in the sense of a state-dependent predi
tive power of the explanatory variables,as well as the statisti
al 
omparison of the present approa
h with the performan
e of othere
onometri
 te
hniques seem promising resear
h �elds. We intend to pursue these andother issues in further work.
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