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Abstract

We analyze the relationship between institutional quality and firm efficiency. Using rich data
on firms in the European Union between 2005 and 2012, we show that high institutional quality
lowers the share of persistently inefficiently used assets. The adverse effect of low institutional
quality may be one of the narrow channels through which institutions affect income per capita
in the long-run. Our approach combines institutional economics and Schumpeterian creative
destruction. In addition, we observe similarities between inefficiently used assets in Europe and
the phenomenon of zombie lending in Japan during the last decades.
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Institutions and Creative Destruction in CEECs

1 Introduction

Our empirical analysis confirms that more efficient institutions ensure a more efficient use of as-
sets in the economy. We define more efficient institutions by their ability to resolve insolvency.
In general, weak institutions may reduce the ability as well as incentives to clean up the econ-
omy from unproductively used assets and are less successful in assuring necessary competition.
We propose that this adverse effect of weak institutions is one of the many but narrow channels
through which institutions potentially affect income per capita in the long-run. We observe that
institutions are comparably weak in Central and Eastern European countries (CEECs) compared
to mature economies like Germany, Austria, and Sweden. Our benchmark for efficiency at the
firm-level is provided by the interest coverage ratio, as firms should be able to serve at least
their interest payments from their current earnings. Firms which fall below a specific threshold
for one year or even longer are potentially wasting the entrepreneurs’ resources and suffer from
severe inefficiency, since they have to provide interest payments from internal sources. The
existence of such firms is facilitated by institutional weaknesses.

Institutional quality is generally believed to be an important precondition for long-term growth
and per capita income, respectively (Acemoglu and Robinson, 2012). Nonetheless, there are
numerous examples that also countries with low institutional quality can grow fast. The most
prominent examples include Soviet Union in the 1950s and 1960s (Acemoglu and Robinson,
2012) or China more recently. However, the former example illustrates that growth in countries
with low institutional quality may stop suddenly and that it is difficult for these countries to
return to previous high growth dynamics. The recent literature has been putting more emphasis
on the role of institutions related to economic growth and income per capita. Yet institutions
are manifold and remain often vague despite the intensive discussion on this topic in the re-
cent literature. Thus, even though there is a rich literature on the role of institutions, a precise
definition of institutions and the corresponding channels via which institutions impact long-run
growth is mostly agnostic.

Motivated by this puzzle in institutional economics, we analyze the relationship between in-
stitutional quality and the efficient use of assets at firm-level. Thereby, we analyze a narrow
channel through which institutions potentially affect income per capita in the long-run. In par-
ticular, we investigate whether more efficient institutions, which are able to recover a higher
share of assets in the case of a firm insolvency, lower the share of unproductively used assets
in the economy. Thus, a better resolving insolvency framework facilitates the re-allocation of
resources. In other words, an economy with more efficient institutions is more open to the
Schumpeterian creative destruction. Institutions, which assure that firms tying up unproductive
assets can be resolved efficiently, contribute to income and productivity growth. We test the hy-
pothesis whether more efficient institutions lead to a more efficient use of assets in an economy.
Indeed, our results confirm that institutional quality is important.

The issue of firm efficiency received a lot of attention at the beginning of the economic
transition, especially regarding the importance of privatization (Estrin et al., 2009; Djankov and
Murrell, 2002; Campos and Coricelli, 2002).
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In contrast, the issue of severe firm inefficiency due to financing conditions has not been in-
tensively analyzed in the more recent literature. In addition, the triangular relationship between
domestic institutional quality, financing conditions, and firm inefficiency has been omitted from
the discussion as well to our best knowledge. Thus, our contribution closes this gap in the recent
literature. Through the analysis of this severe form of firm inefficiency, our paper contributes in-
directly to the growth literature. We aim to address the relationship between institutional ability
to resolve insolvency and the use of assets at firm-level. Moreover, our study contributes to the
discussion regarding European integration since there are substantial differences in institutional
quality between EU countries. This study contributes also to our understanding of a potentially
narrow channel through which institutions potentially affect wealth in the long-run. Our results
provide empirical insight into the determination of the existence of inefficiently used assets at
the firm-level. Finally, by addressing basically macroeconomic issues with the use of micro
data, our approach is closely related to a current trend in economics (Buera et al., 2014; Gollin
et al., 2014; Kaboski et al., 2014).

2
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2 Literature Review

2.1 Institutions, Competition and Growth

2.1.1 Competition and Growth

Nickell (1996) finds that competition, measured by the number of competitors, is associated
with a significantly higher growth rate of total factor productivity. Since innovations matter with
respect to productivity, another relevant finding is that less competitive industries generate fewer
aggregate innovations but at the firm-level those firms with a higher market share tend to be
more innovative (Blundell et al., 1999). Again at the firm level, Aghion et al. (2005) show that
the relationship between competition and innovation follows a hump-shaped pattern. In addition
to empirical analyses at firm or industry level, Dutz and Hayri (2000) provide a cross-country
study which indicates that the effectiveness of antitrust and competition policy enforcement is
positively associated with long-run growth. Aghion et al. (2008) find that high mark-ups or
low-level product competition, respectively, have a large negative effect on productivity growth
in the South African manufacturing industry.

To sum it up, the relationship of competition and growth differs when considered at firm- or
aggregated-level. The narrow channel, we propose here, through which the resolving insolvency
institution potentially affects growth in the long-run relies on the connection of competition and
growth at the aggregated-level.

2.1.2 Institutions and Growth

Following seminal empirical contributions on growth (Mankiw et al., 1992; Levine and Renelt,
1992; Sala-i-Martin, 1997; Hall and Jones, 1999), Acemoglu et al. (2001) established the role
of institutions in the empirical literature. Acemoglu et al. (2001) show, using European settler
mortality rates as an instrument for current institutions in African countries, the large effect
of institutions on income per capita. This initial contribution paved the way for an intense
discussion of the relationship between institutions and income. Since then a lot of literature fol-
lowed. Yet this initial contribution is not exempt of criticism, see in particular Albouy (2012).
However, Acemoglu et al. (2012) address the critique using an alternative formulation of their
instrument providing additional robust evidence for the long-run effect of institutions on income
per capita. In additon, Glaeser et al. (2004) criticized the omission of human capital in Ace-
moglu et al. (2001). As a response to this point, Acemoglu et al. (2014) show that the impact
of institutions on long-run development is robust with respect to historically-determined differ-
ences in human capital. Moreover, Alesina and Giuliano (2013) find that culture matters for a
variety of economic outcomes based on one specific aspect of culture through its relationship
with institutions. In addition, Acemoglu and Jackson (2014) emphasize the interplay between
social norms and the enforcement of law.

3



IOS Working Paper No. 353

However, institutions themselves remained a broad concept in the recent literature. The lit-
erature distinguishes between de jure and de facto institutions, which reflects the distinction
between the legal rules as well as their enforcement. And even though institutions received a
lot of attention in recent literature, there is still little understanding about the specific channels
through which institutions are influencing growth. Acemoglu et al. (2014) describe institutions
as fundamental determinants in a causal chain working through channels but argue as well that
(p. 28): “Most empirical literature on this topic is agnostic about channels via which institutions
impact long-run development [...]”.

2.2 Institutional Quality

The empirical literature witnesses many attempts to measure the “quality of institutions” in
order employ a numerical variable empirically. The Political Risk Services report an index
reflecting protection against expropriation. This index is commonly used, for example by Ace-
moglu et al. (2001). However, Glaeser et al. (2004) critisize that a country under dictatorship
can achieve the same level of protection against expropriation as a democratic country. The
Polity IV dataset provides a measure of democracy and the World Bank’s Worldwide Gover-
nance Indicator reports on six dimensions of governance of more than 200 countries. Besides
the most well-known measures, many different measures are constructed for example to gauge
the “quality of government” related to the functioning of the public sector, efficiency of bureau-
cracy, corruption etc. La Porta et al. (1998) emphasize the role of legal origins with respect to
current investor protection.

In our empirical analysis we will employ an index provided by the World Bank which con-
ceptually grounds on Djankov et al. (2008). Using data on time, cost, and the likely disposition
of assets, Djankov et al. (2008) construct a measure of the efficiency of debt enforcement for
88 countries. In order to construct the index, they confront insolvency practitioners with a
standardized case of an insolvent firm. This example assumes a midsize firm that has limited
liability legal form. It has one major shareholder and one large secured creditor. Hence, the
firm will default on straight debt and there is no financial complexity which could help to cir-
cumvent formal default. It is assumed that the firm could be able to serve bank debt for the next
two years but then it will turn into trouble due its long-term inability to repay the debt. Em-
ployees want the firm to continue in business and tax administration will follow the procedure
that maximizes its expected recovery rate. There are three possible procedures in place, namely
foreclosure, reorganization, and liquidation. The liquidation can be followed by two possible
outcomes: going concern or piecemeal sale. The major benefit compared to other measures
of the World Bank’s methodology is to provide recurrent and comparable measure that differs
regarding country-specific design of institutions.

Based on this example, Djankov et al. (2008) provide a measure of efficiency which is defined
as the present value of the terminal value of the firm after bankruptcy costs, referred to as
recovery rate. This measure does not only reflect the institutional quality.

4
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We understand this measure to create incentives for different parties at stake when consid-
ering whether to enter formal bankruptcy. Thus, a higher recovery rate means that different
parties at stake may initiate a formal bankruptcy procedure rather sooner than later. In addition,
the design of such an institution related to formal bankruptcy has ex ante effects on firms’ per-
formance due to its influence of firms’ capital structure (Stiglitz, 1974). Finally, institutional
quality proxied by the institutional ability to resolve insolvency is neither perfectly related to
institutions-as-equilibria nor institutions-as-rules.1

2.3 Hypothesis

IMF (2013) proposes an intuitive measure to identify firms facing debt-servicing difficulties
and describes such firms as (p. 32): “These firms would be unable to service their debts in the
medium term unless they make adjustments such as reducing debt, operating costs, or capital
expenditures.” Correspondingly, such firms cannot use their assets efficiently, which in turn
causes severe inefficiency at the firm-level and negatively affects potential growth for the whole
economy.

We hypothesize that economies with more efficient institutions in terms of resolving insol-
vency suffer less from unproductive assets tied up in firms with debt-servicing difficulties. A
lower recovery rate creates an incentive to keep a firm operating even if its assets cannot be
employed most productively anymore. Thereby, market entry of new firms is prevented, which
is economically not desirable since it prevents the re-allocation of resources. More efficient
institutions regarding their ability to resolve insolvency ensure that such firms will not be kept
artificially operating and that the share of assets employed in inefficient firms will be lower. This
makes the economy more Schumpeterian since it facilitates market entry and the corresponding
re-allocation of resource. According to Schumpeterian growth theory2, market entry is desir-
able since the reallocation of resources from incumbents to new entrants is one major source of
productivity growth (Aghion et al., 2013). In other words, a better resolving insolvency frame-
work is proposed to enhance creative destruction. In turn, one could argue that Schumpeterian
theory of creative destruction implies a harmful effect of high competition on growth. However,
recent empirical analyses3 confirm this relationship at firm level but reveal a positive correlation
between productivity growth and competition at industry level and the corresponding theoreti-
cal modification is provided by Bento (2014). In addition, Chun et al. (2008) provide a positive
empirical link of creative destruction and industry-specific productivity. Our interpretation of
weak resolving insolvency frameworks as a subsidy to incumbents matches with the arguments
presented by Acemoglu et al. (2013).

To sum it up, the narrow channel through which institutional quality is proposed to work here
are assets tied up in firms which are restricted employ their assets efficiently. Hence, we address
the question of how the existence of assets tied up in such firms is influenced by institutional
ability to resolve insolvency.

1 See Alesina and Giuliano (2013) for a discussion of both definitions.
2 See Aghion et al. (2015) for a summary and predictions.
3 See our discussion of subsection 2.1.1 above.
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Although differently determined, we see many similarities of such firms in terms economic
consequences and so called “zombie firms”. A zombie firm is defined as a firm which would be-
come insolvent if banks do not continue lending, referred to as “evergreening”. Caballero et al.
(2008) find that misdirected bank lending played a substantial role in extending the macroeco-
nomic stagnation in Japan beginning in the 1990s. Their findings summarize that the existence
of zombie firms causes the following economic consequences: first, they document a reduction
of profits of healthy firms, which discourages entry and investment. Second, sectors dominated
by zombie firms are often characterized by a more depressed job creation and low productiv-
ity growth. Finally, they find that even healthy firms generate depressed employment growth.
These stylized facts indicate that zombie firms have significant negative spillovers on the re-
maining firms in the same sector and the overall economy. Giannetti and Simonov (2013)
conclude from the Japanese phenomenon that bank bail-outs characterized by too small capital
injections during a banking crisis have encouraged the evergreening of nonperforming loans
which differs from our definition of firms which are restricted employ their assets efficiently.

6
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3 Data and Descriptive Statistics

3.1 Country Selection

We collect detailed firm data for twelve member states of the European Union - namely Aus-
tria, Bulgaria, Czech Republic, France, Germany, Hungary, Latvia, Poland, Romania, Slovenia,
Slovak Republic, and Sweden. We selected these countries because they show large differences
in institutional quality. Moreover, institutions in central eastern European countries have im-
proved mainly stepwise as a part to the accession to the EU, which included the adoption of the
acquis communautaire. Thus, institutional quality can be viewed as exogenous.

For those central European countries that are not included this is due to limited data avail-
ability. Moreover, we include Austria, France, Germany, and Sweden as examples of mature
developed economies in the European Union which represent different origins of law (La Porta
et al., 1998). Relatively detailed firm data are available from 2005 to 2012 for all countries
except Latvia which is only availabe from 2008 to 2012.

We forgo to include other mature developed economies in the European Union in order to
avoid biased results by firms suffering from inefficiency due to a domestic banking crisis. We
consider the existence of “zombie firms” as more likely in the European periphery than in those
mature developed economies included here. Bank loans subject to “evergreening” provide a
misleading identification of firms with debt-servicing difficulties and, thus, would finally bias
our results.

3.2 Institutional Indices

The World Bank provides various indices of governance and institutional quality. Among them,
the efficiency of insolvency frameworks across economies is chosen for our analysis. It is
measured by the recovery rate of creditors in case of insolvency. A higher recovery rate of
creditors in case of insolvency reflects more efficient institutions (Djankov et al., 2008). The
recovery rate of creditors naturally ranges between 0 and 1 which equals 0 to 100 per cent.4

4 The World Bank describes the relevance of its indicator as: “When a weak insolvency framework does not
provide for effective formal and out-of-court mechanisms to address financial distress, more debts remain unsolved
and more companies languish, unprofitable but with their assets unavailable to their creditors and little chance of
turnaround.”
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Table 1 provides an overview of the World Bank index. The arithmetic average of the recov-
ery rate across countries and years is roughly 0.47 and the median is 0.42; the minimum recov-
ery rate on average is 0.23 (Romania) and the maximum is 0.82 (Germany). Taking into account
the development over time, among the central eastern European economies, even though still
having weak institutional quality, Romania and the Czech Republic improved considerably be-
tween 2005 and 2012. Slovenia and Slovak Republic made progress as well. Bulgaria, Hungary,
Latvia, and Poland seem to be stuck at an institutional quality level below the median. However,
on average more than half of the value of a resolved firm is lost in CEECs. The fact that French
institutional quality is below that of Germany, Sweden, and Austria is supposed to be due to
different origins of law (La Porta et al., 1998).

3.3 Firm-Level Data

We focus on non-listed companies. In order to avoid financial complexity, we additionally re-
strict our analysis to companies whose debt is bank financed. On the one hand, this corresponds
closely to the example of the insolvent firm discussed by Djankov et al. (2008). On the other
hand, this group of firms represents also the most important domestic firms in the CEECs where
domestic capital markets are generally underdeveloped and whose access to international capi-
tal markets is limited. In general, data collection is as closely as possible related to standardized
case of an insolvent firm by Djankov et al. (2008). We use the Amadeus databank of Bureau
van Dijk, which provides detailed data including balance sheets, profit and loss accounts, the
legal form for European firms, and the industrial code (Nace, Rev. 2). Industrial codes are used
for sectoral aggregation. We use the following information for each firm: cash flow (CF), total
assets (TA), long-term debt (LTD), short-term debt (STD), interest expenses (IE), depreciation
(DP), and earnings before interest, taxes, depreciation and amortization (EBITDA). Using these
inputs for each firm, i, in period t, we define the interest coverage ratio (ICRit) which equals

ICRit =
EBITit
IEit

, (1)

where EBITit equals EBITDAit minus DPit. Brealey et al. (2008) call this ratio time-
interest-earned and describe it as a measure of “how much clear air there is between hurdle
and hurdler”. This means that the current earnings should cover at least interest expenses, oth-
erwise the internal sources of the firm have to be used for the repayment. Therefore, this will
be the key variable for further analysis. We will use it for our definition of firms which are
inefficient and have to exploit internal source in order to serve their interest payments. The
explanatory variables at firm-level, that is cash flow divided by total assets and debt5 divided
by total assets, follow the findings of the previous literature (Benito and Whitley, 2003; Mojon
et al., 2002). In total, we collect roughly 1.5 million observations across countries between
2005 and 2012. Table 2 illustrates pairwise correlation coefficients of the analyzed variables
using individual data.

5 Debt equals long-term debt plus short-term debt.
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Table 2: Pairwise Correlation

ICR CF/A D/A INST

ICR 1.000
CF/A 0.024* 1.000
D/A -0.019* -0.280* 1.000
INST 0.022* -0.001 0.013* 1.000

* denotes significance at 5%-level.

The ratio of cash flow to total assets is positively and statistically significantly correlated with
the interest coverage ratio. Debt to total assets ratio is negatively and significantly correlated
with the interest coverage ratio. Hence, both variables are correlated as expected with the
interest coverage ratio. The recovery rate of creditors, which is employed in order to proxy
institutional quality, is positively correlated with corporate financial health, which confirms
also our expectations.

Table 3 illustrates differences between healthy firms and firms with an ICR below one. Com-
paring such firms with healthy firms, t-tests reveal intuitive results. However, comparing firms
facing debt-servicing difficulties one period with those facing debt-servicing difficulties for
more than one period provides some interesting findings. Firstly, firms facing debt-servicing
difficulties for more than one period are larger, more indebted, but not significantly less liq-
uid. Secondly, and that is surprising, they do not face much tougher financing conditions even
though they are more indebted. The implicit lending rate, which equals interest expenses di-
vided by outstanding bank debt, does not differ between those two groups of weak firms. In
case our hypothesis holds, this can be interpreted as a lower recovery rate of creditors facilitates
“evergreening”.6 The puzzling fact that firms which face financial distress but are still operating
are larger than healty firms might be attributed to the political willingness to keep large firms
operating. However, another reason could be loss aversion by stakeholders (Kahneman and
Tversky, 1979; Odean, 1998).

6 This is where we see once again similarities to the lines of arguments presented by Caballero et al. (2008) but
also a major difference since there is no reason that our results reflect evergreening of nonperforming loans due to
insufficient bank bail-outs like in Japan (Giannetti and Simonov, 2013).
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3.4 Macroeconomic Data and Cross-Sectional Relationship

Figure 1: Institutional Quality, GDP per Capita, and Saving Gap

Our analysis is motivated and completed by the comparison of microeconomic and macroeco-
nomic data. The macroeconomic data are taken from the World Economic Outlook Database
of the International Monetary Fund (real growth rate of GDP, total investment as share of GDP,
and gross national savings as share of GDP) and from the Ameco Database provided by the
European Commision (GDP at current market prices per person employed).

The long-run correlation between institutions and GDP per capita is relatively well under-
stood in the literature. As far as we proxy institutional quality by the recovery rate of creditors,
we first have to check whether our measure satisfies this long-run relationship in the cross-
section of analyzed countries. We take GDP at current market prices per person employed as a
productivity indicator. In a Schumpeterian sense, productivity ought to be higher in countries
with higher competition. In addition, we include a “saving gap” which equals gross national
saving (as share of GDP) less total investment (as share of GDP).
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Figure 1 illustrates the following stylized facts7: first, the mean and/or median of GDP per
capita is higher for countries whose institutional quality is above the mean and/or median. Sec-
ond, the mean and/or median of the saving gap is negative for countries whose institutional
quality is below the mean and/or median.

3.5 Sectoral Agregation

In general, there are several channels through which institutional quality may affect economic
performance in the long-run. We focus on the inefficient use of assets by firms facing debt-
servicing difficulties. If a firm faces financial distress, defined by an interest coverage ratio
below one, it will use internal sources to repay credits. In the long run, such firms will starve
slowly to death and its assets will eventually be fully wasted. Moreover, we distinguish between
firms which face financial distress for only one period and those which do so two consecutive
observations, thus, we try to distinguish between firms with some and no long-term prospects,
respectively.8

Using individual firm data, we define one sectoral variable of interest. Sectors are defined
according to the industrial code (Nace, Rev. 2). The variable Asset Ratio is defined as the ratio
of assets tied up in firms facing financial distress aggregated for sectors within countries. The
lower the share of assets tied up unproductively in an industry, the more open this industry is to
the benefits of Schumpeterian creative destruction such as market entry and the corresponding
re-allocation of resources.

This variable is constructed based on firms which face debt-servicing difficulties for either
one period or two consecutive observations.

7 Notes: Institutional quality is proxied by the resolving insolvency measure provided by the World Bank. Saving
gap equals gross national saving (in % of GDP) minus total investment (in % of GDP). GDP per capita equals
gross domestic product at current market prices per person employed. Sources: Ameco, IMF, World Bank.

8 According to Djankov et al. (2008) firm in the standardized case is able to serve bank debt for the next two
years but then it will turn into trouble due its long-term inability to repay the debt.
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Figure 2: Share of Assets Tied Up in Weak Firms, GDP per Capita, and Saving Gap

The measure of main interest is the Asset Ratio for two consecutive observations. Our
intuition is that the longer the inefficient use of assets persists the lower the lower the growth
potential of the economy which ought to be reflected in GDP per capita. Thus, this measure
is required to reflect the characteristics observed in Figure 1. Actually, Figure 2 illustrates that
the Asset Ratio for two consecutive observations shares – even though less pronounced – the
long-run characteristics of our proxy for institutional quality.9

The amount of indiviudal data is impressive, but its use does not address the hypothesis rep-
resenting our research question, because we are interested in the determinants of the share of
assets tied up in firms facing debt-servicing difficulties. As discussed above, competition has
a different impact at firm-level than at sector-level. With respect to formal bankruptcy, Mak-
simovic and Phillips (1998) for example show that industry effects are important determinants
of the frequency of bankruptcy and of economic decisions in bankruptcy. Thus, we construct
sectoral aggregates and run analyses for sectors within countries. Moreover, this approach gives
us additional deeper information about country-specific sectoral effects.

9 Notes: AR2 measures the share of assets tied up for two consecutive observations in weak firms. Saving gap
equals gross national saving (in % of GDP) minus total investment (in % of GDP). GDP per capita equals gross
domestic product at current market prices per person employed. Sources: Ameco, IMF, World, Bank, Amadeus.
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Firms facing unsustainable debt-servicing difficulties, that is firms which are not able to em-
ploy assets efficiently, are defined by an interest coverage ratio of below one. We distinguish
between firms which face debt-servicing difficulties for one period and those which face debt-
servicing difficulties for two consecutive observations. As dependent variable we calculate the
share of assets tied up in these firms for each sector in each country each year, labelled as Asset
Ratio, ARp;s;t. p is either 1 or 2 representing whether we use firms facing debt-servicing diffi-
culties for one period or at least two consecutive observations. s represents a specific sector in
a country and t the year of observation. The measure for two consecutive observations, AR2;s;t,
will be our preferred indicator at the sectoral level. The sectors are defined according to Nace
(Rev. 2) classification. We drop sectors including less than 20 firms. Similarly, we aggregate
cash flow and debt for sectors and divide them by sectoral total assets. Table 4 illustrates pair-
wise correlation coefficients of major variables employed. However, only the aggregated micro
variables reveal a correlation coefficient as expected consistently. However, the lower part of
the table reveals an interesting finding which is that the more efficient institutions are the less
persistently assets are tied up in entrepreneurial artifacts.

Table 4: Pairwise Correlation, Sectoral Aggregation

AR1 AR2 CF/A D/A INST

AR1 1.000
AR2 0.912* 1.000
CF/A -0.343* -0.298* 1.000
D/A 0.190* 0.141* -0.187* 1.000
INST -0.003 0.057* -0.130* -0.038 1.000

(AR1−AR2) INST
(AR1−AR2) 1.000
INST -0.133* 1.000

* denotes significance at 5%-level.
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4 Estimation and Results

In order to identify the determinants of the share of assets tied up unproductively in sectors
within countries empirically, we have take into account the dynamic proporties of the analyzed
panel data. However, fixed effects panel estimations do not take into account the dynamic
properties of the analyzed panel. Moreover, we need to consider possible reverse causality and
endogeneity problems. In our baseline regression we employ cash flow and debt both divided
by total assets and the institutional quality proxied by the by the recovery rate of creditors as
independent variables. All may be endogenous in our estimations, e.g. due to reverse causality.
For example facing debt-servicing difficulties constraints cash flow. Another important concern
is that financial distress is often highly persistent. Therefore, we control for dynamic properties
of our data by estimating a dynamic panel model:

∆ARp;s;t = αp;s +
L∑
l=1

δpARp;s;t−l +
K∑
k=1

βkXs;t + Zs;tγ + εp;s;t. (2)

The dependent variable in equation (2) is specific to a sector within a country, s, and year t,
where p is either 1 or 2 and reflects the respective ratio for either firms which face debt-servicing
difficulties for one period or two consecutive observations. δ are autoregressive parameters for
L lags of the share of assets tied up unproductively in sectors within countries. X includes three
potentially endogenous independent variables of our baseline regression, which are cash flow
and debt both divided by total assets and the recovery rate of creditors. Z includes additional
control variables. We control for recessions using a binary variable. A recession is defined as a
negative annual growth rate.10 We control for different institutional indices other than the recov-
ery rate of creditors.11 Since different measures of institutional quality are normally correlated
within countries, it is important to show that our results are not driven by the “general” level of
institutional quality. Therefore, we control for measures of getting credit and the enforcement
of contracts: first, Strength of Legal Index which measures the degree to which collateral
and bankruptcy laws protect the rights of borrowers and lenders and thus facilitate lending;
second, Depth of Credit Information Index which measures rules affecting the scope, ac-
cessibility, and quality of credit information available through public or private credit registries;
third, Enforcing Contracts assesses the efficiency of the judicial system by following the
evolution of a commercial sale dispute over the quality of goods by tracking the time it takes in
days. Moreover, we calculate a Herfindahl-stlye Competition Index (CI) for sectors based on
EBITDA. The calculated Competition Index is by definition a sectoral variable. However, a
Competition Index based on the EBITDA of firms in our sample does not necessarily capture
sectoral competition appropriately. Firms in our sample also compete at a sectoral level with
firms not only bank financed and public firms which are not part of our data. In addition, we
always for time and country effects by binary variables. ε represents the residual.

10 This should be more or less identical to negative growth rates over two consecutive quarters, which is the
standard definition of recession.
11 All indices used are provided by the World Bank.
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Table 5: System GMM, Asset Ratio one Period, 2005 - 2012

(I) (II) (III) (IV) (V) (VI)

dependent variable AR1 AR1 AR1 AR1 AR1 AR1

Dependent Variable (t-1) 0.284*** 0.284*** 0.264** 0.285*** 0.291*** 0.278***
(0.095 ) (0.095 ) (0.105 ) (0.095 ) (0.099 ) (0.091 )

Cash Flow/Assets −0.825** −0.745** −1.055** −0.823** −0.796** −0.855**
(0.372 ) (0.356 ) (0.507 ) (0.372 ) (0.390 ) (0.375 )

Debt/Assets 0.313** 0.318** 0.284* 0.313** 0.314** 0.298*
(0.159 ) (0.160 ) (0.161 ) (0.159 ) (0.159 ) (0.160 )

Institution −0.162 −0.244* −0.128 −0.157 −0.174 −0.164
(0.128 ) (0.148 ) (0.128 ) (0.127 ) (0.125 ) (0.126 )

Recession 0.035
(0.025 )

Strength of Legal Index −0.037
(0.032 )

Depth of Credit Information Index −0.002
(0.022 )

Enforcing Contracts 0.000
(0.000 )

Competition Index 0.072
(0.203 )

Constant 0.001 0.005 0.245 0.009 0.091 0.009
(0.157 ) (0.157 ) (0.302 ) (0.193 ) (0.186 ) (0.157 )

Time Dummies yes yes yes yes yes yes
Country Dummies yes yes yes yes yes yes
No of obs 1231 1231 1231 1231 1231 1231
No of groups 188 188 188 188 188 188

Hansen p-value 0.332 0.331 0.371 0.300 0.281 0.300
AR(1) p-value 0.000 0.000 0.000 0.000 0.000 0.000
AR(2) p-value 0.745 0.726 0.718 0.747 0.762 0.679

Notes:
(1) * (**) [***] denotes significance at the 10% (5%) [1%] level.
(2) Robust standard errors are reported in parentheses.

An OLS estimate may be significantly biased when number of time periods is small (Baltagi,
2008) because the lagged values of the dependent variable, ARp;s;t−l, are correlated with the
fixed effects, αp;s. Therefore, Arellano and Bond (1991) propose a GMM estimator which
removes fixed effects by difference transformation (difference GMM). However, the difference
transformation leads to the so called weak instrument problem when the dynamic terms are
close to unity. Arellano and Bond (1995) and Blundell and Bond (1998) builds a system of
two equations (system GMM) in levels and in first differences. We use two lags of each of the
endogenous variables for the system GMM estimations. Time effects are included as exogenous
instruments.

Table 5 and Table 6 reveal satisfying test statistics. Explaining the determinants of the share
of assets tied up unproductively in sectors within countries for one year, Table 5 reveals a highly
persistent dependent variable. In addition to its persistence this Asset Ratio is statistically sig-
nificantly determined by the aggregated micro-variables. Liquidity reduces whereas indebtness
increases the share of assets tied up unproductively.
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Table 6: System GMM, Asset Ratio two consecutive Observations, 2005 - 2012

(I) (II) (III) (IV) (V) (VI)

dependent variable AR2 AR2 AR2 AR2 AR2 AR2

Dependent Variable (t-1) 0.386*** 0.387*** 0.382*** 0.377*** 0.381*** 0.366***
(0.132 ) (0.134 ) (0.134 ) (0.131 ) (0.133 ) (0.130 )

Cash Flow/Assets −0.944** −0.961** −1.152** −0.967** −0.982** −1.034***
(0.415 ) (0.401 ) 0.521 (0.418 ) (0.436 ) (0.397 )

Debt/Assets 0.164 0.161 (0.102 ) 0.182 0.164 0.129
(0.140 ) (0.142 ) 0.140 (0.139 ) (0.141 ) (0.152 )

Institution −0.309** −0.285* −0.248* −0.245* −0.299** −0.322**
(0.142 ) (0.172 ) (0.128 ) (0.135 ) (0.141 ) (0.139 )

Recession −0.009
(0.023 )

Strength of Legal Index −0.043
(0.026 )

Depth of Credit Information Index −0.035*
(0.021 )

Enforcing Contracts 0.000
(0.000 )

Competition Index 0.196
(0.167 )

Constant 0.174 0.173 0.456* 0.313* 0.077 0.194
(0.139 ) (0.140 ) (0.257 ) (0.186 ) (0.156 ) (0.143 )

Time Dummies yes yes yes yes yes yes
Country Dummies yes yes yes yes yes yes
No of obs 1231 1231 1231 1231 1231 1231
No of groups 188 188 188 188 188 188

Hansen p-value 0.500 0.585 0.561 0.561 0.447 0.434
AR(1) p-value 0.000 0.000 0.000 0.001 0.000 0.000
AR(2) p-value 0.335 0.335 0.235 0.417 0.305 0.293

Notes:
(1) * (**) [***] denotes significance at the 10% (5%) [1%] level.
(2) Robust standard errors are reported in parentheses.

Thus, both variables enter ou analyses with the hypothesized sign. Other variables employed,
including the recovery rate of creditors, do not statistically significantly determine the depen-
dent variable. However, we are more interested in the explanation of the share of assets tied up
unproductively for at least two consecutive observations.

Table 6 again reveals a highly persistent dependent variable. Liquidity still reduces share of
assets tied up unproductively but indebtness does not matter all anymore. However, the recovery
rate of creditors statistically significantly reduces the share of assets tied up unproductively for
at least two consecutive observations. This finding is line with our hypothesis. The results can
be interpreted in a way that aggregated micro-variables become less but instutional quality more
important the longer assets are tied up unproductively.
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5 Conclusion and Policy Recommendation

The use of a rich dataset at the firm-level allows us to aggregate data across sectors within
countries. We analyze a narrow channel through which institutions potentially affect income
in the long-run – the institutional ability to resolve insolvency. We test whether the ability
of institutions to resolve insolvency influences the existence of assets not used efficiently. In
order to identify the determinants of inefficiently used assets at sector level and to mitigate
the corresponding endogeneity problem, we use the dynamic panel system General Method of
Moments (GMM) estimator. Estimations provide satisfying test statistics. The share of assets
tied up in firms facing debt-servicing difficulties at least two consecutive observations is of main
interest. We find that more efficient institutions reduce the share of assets tied up unproductively
in firms facing debt-servicing difficulties for more than one year. This result is in line with our
hypothesis and provides statistical evidence for that very specific effect of instutional quality in
terms of resolving insolvency.

A further catch-up in terms of institutional quality by central eastern European countries is
highly recommended. Taking into account that cross-border differences in institutions might be
due to certain, country-specific cultural values, the implementation of institutional progress and,
in particular, the enforcement of those changes are more challenging than they appear at first
glance. Hence, we recommend imposing laws gradually as proposed by Acemoglu and Jackson
(2014) in order to allow social norms to adopt. Yet in order to improve institutional quality, we
follow the advice of Djankov et al. (2008) which is that countries with weak institutions ought
to introduce relatively simple mechanisms like foreclosure with no or limited court oversight
and floating charge, which essentially transfers control of the firm to the secured creditor in the
case of default. In addition, a side-benefit of institutional improvement is that better insolvency
frameworks correlate with more developed financial markets.
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