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Abstract

Plasmonic modes of photonic nanoantennas offer unprecedented electric field enhance-
ment and confinement and have versatile applications in nanotechnology. For many
years, the noblemetals have been theworkhorses in nanoplasmonics. More recently, low-
dimensional materials experienced a surge of popularity as plasmonic materials.

In particular, the unique band structure of two-dimensional graphene opens the oppor-
tunity to tune its modes even after the fabrication by electronic gating or optical pump-
ing. Moreover, we discuss the one-dimensional polyene and polyacetylene molecules,
described within the Su-Schrieffer-Heeger (SSH) model, in this work to gainmore concep-
tual insights into the nature of optical modes in nanoantennas.

Nanoantennas modify their local photonic environment and impact, therefore, the opti-
cal properties of nearby quantum emitters, e.g., their spontaneous emission rates or Rabi
oscillations. To model the optical properties of hybrid systems consisting of nanoanten-
nas and emitters, the state-of-the-art simulation technique is density functional theory.
However, this approach is computationally expensive and cannot be applied to structures
of relevant sizes. To overcome this limitation, we rely on a much cheaper time-domain
tight binding (TB) framework that we develop further to encounter the quantum optical
phenomena in an emitter and its chemical interaction with the antenna.

In this thesis, we discuss two issues that arise when a classical description for plasmons
in nanoantennas is no longer applicable and a quantum description is necessary instead.
The first issue concerns the TB description of hybrid systems, which consist of a nanoan-
tenna and an adsorbed atom (adatom) acting as an emitter. The commonly used Purcell
formalism to model such systems neglects electronic tunneling between the adatom and
the nanoantenna. Our simulations show that opening this interaction channel modifies
the optics of the system. Both, the coupling strength and position of the adatom are essen-
tial. We find two qualitatively different interaction regimes when the adatom is coupled
to an edge or bulk atom of the nanoantenna. Conversely, also the phenomena linked to
the adatom are modified. In particular, we observe quenching of the spontaneous emis-
sion rate and a decrease of the Rabi frequency of transitions in the hybrid system.

The second issue concerns the question what a plasmon in nanoscale systems really is.
We outline that literature offers different concepts of what is a plasmonic response. Most
of them rely in their definition on the induced charge distribution of a mode or the num-
ber of involved single-particle transitions. Our contribution to the field, the energy-based
plasmonicity index (EPI), assesses the nature of a mode based on energy-space coherence
dynamics of the system’s density operator. It is introduced, validated, and applied to
the SSH chains and to graphene nanoantennas. We find that it is in line with the energy
space-basedCoulomb scaling approach, but not with real space-based approaches such as
the generalized plasmonicity index. Hence, the EPI complements existing classification
methods and helps to shed light on previously unattended aspects of plasmonicity.
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Zusammenfassung in deutscher Sprache

PlasmonischeResonanzen in photonischenNanoantennen erlauben eine beispielloseVer-
stärkung und örtliche Konzentrierung elektrischer Felder und finden vielseitige Anwen-
dungen in der Nanotechnologie. Viele Jahre waren die Edelmetalle die Treiber der Nano-
plasmonik. In letzter Zeit erfreuen sich aber vor allem niedrigdimensionale Werkstoffe
zunehmender Beliebtheit als plasmonische Materialien.

Vor allem die einzigartige Bandstruktur von zweidimensionalemGraphen bietet dieMög-
lichkeit, Resonanzen auch nach der Herstellung der Struktur durch elektrisches Dotieren
oder optisches Pumpen spektral zu verschieben. Neben Graphen diskutierenwir in dieser
Arbeit imRahmendes Su-Schrieffer-Heeger-Modells (SSH) zudemeindimensionale Polyen-
und Polyacetylen-Moleküle, um konzeptionelle Einblicke in dieWesensart optischerMo-
den in Nanoantennen zu erlangen.

Nanoantennen verändern allein durch ihre Präsenz die lokale photonische Umgebung
und beeinflussen die optischen Eigenschaften von Quantenemittern in der Nähe, z. B.
deren spontane Emissionsraten oderRabi-Oszillationen. ZurModellierung der optischen
Eigenschaften hybrider Systeme, die aus Nanoantennen und Emittern bestehen, ist die
führende Simulationsmethode die Dichtefunktionaltheorie. Sie ist jedoch sehr rechen-
intensiv und kann nicht auf Strukturen relevanter Größe angewandt werden. Um diese
Beschränkung zu überwinden, entwickeln wir eine tight-binding-Methode (TB) im Zeit-
bereich, die die quantenoptischen Phänomene im Emitter und seine chemische Wech-
selwirkung mit der Nanoantenne beschreiben kann.

In dieser Arbeit diskutieren wir zwei Probleme, die auftreten, wenn eine klassische Be-
schreibung für die oben beschriebenen Systeme nicht mehr anwendbar ist und stattdes-
sen eine quantenmechanische Beschreibung erforderlich wird. Das erste Problem be-
trifft die TB-Simulationsmethodik hybrider Systeme, die aus einer Nanoantenne und
einem adsorbierten Atom (Adatom) bestehen, das als Emitter fungiert. Der üblicher-
weise verwendete Purcell-Formalismus zur Modellierung solcher Systeme vernachlässigt
allerdings elektronisches Tunneln zwischen der Nanoantenne und dem Adatom. Unsere
Simulationen zeigen, dass sich unter Berücksichtigung dieses Wechselwirkungskanals
die optischen Eigenschaften des Systems maßgeblich verändern. Sowohl die Wechsel-
wirkungsstärke zwischenAdatomundNanoantenne, als auch deren relative Position sind
hierfür entscheidend. Wir finden zwei qualitativ verschiedeneWechselwirkungs-Regime,
wenn das Adatom am Rand oder an den Mittelteil der Nanoantenne gekoppelt wird. Um-
gekehrt ändern sich auch die dem Adatom zugehörigen Phänomene. Insbesondere be-
obachten wir eine Reduzierung sowohl der spontanen Emissionsrate, als auch der Rabi-
Frequenz optischer Übergänge im hybriden Gesamtsystem.

Die zweite Problematik behandelt die Frage, was ein Plasmon in Nanosystemen wirk-
lich ist. Wir zeigen auf, dass es in der Literatur verschiedene Konzepte für plasmoni-
sche Resonanzen gibt. Die meisten stützen sich bei ihrer Definition auf die induzierte



Ladungsverteilung der Resonanz oder auf dieAnzahl der beteiligtenEin - Teilchen -Über-
gänge. Unser Beitrag zu dieser wissenschaftlichen Diskussion, der energy-based plas-
monicity index (EPI), klassifiziert eineResonanz anhandder Zeitentwicklung der Kohären-
zen im Dichteoperator des Systems, ausgewertet im Energie-Raum. Der EPI wird hier
eingeführt, validiert und auf SSH-Ketten und Graphen-Nanoantennen angewandt. Wir
stellen fest, dass der EPI Klassifikationsergebnisse liefert, die mit jenen der Coulomb-
Skalierungs-Methode übereinstimmen. Der generalized plasmonicity index, welcher auf
Auswertungen im Ortsraum basiert, liefert allerdings keine deckungsgleichen Resultate.
Der EPI ergänzt daher die bestehenden Klassifizierungsmethoden und hilft, bisher wenig
beachtete Aspekte plasmonischer Resonanzen in den Mittelpunkt zu rücken.
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1 | Introduction

Plasmonic modes in classical systems hosting free charge carriers are characterized by
the collective oscillation of this charge carrier cloud across the entire system. Despite
the fact that nanoplasmonics is a rather young scientific discipline, many of its achieve-
ments already found their way into applications, and numerous technological devices
contain nanoplasmonic components [1–3]. Among scientific applications, we find plas-
monic metamaterials [4, 5], plasmonic single photon sources [6, 7], plasmonic photode-
tectors [8–12], and sensing tools [13–15], as well as many more other functional devices
harnessing plasmonic effects [16–22]. Even in cancer therapy, plasmonic nanoparticles
aid to direct electromagnetic energy to regions of the human body where malignant tis-
sue is to be combated [23–25]. Through recent progresses concerning available simula-
tion techniques for nanoscale systems and their fabrication processes, plasmonics expe-
rienced a boost even deeper into the nanoscale [20, 26–31].

For decades, the noblemetals such as gold or silver have been themost attractivemateri-
als for plasmonic applications. In 2004, Novoselov andGeimfirst succeeded in fabricating
thin graphitic films [32] after it has long been believed that such thin two-dimensional
(2D) crystals cannot exist [33, 34]. Shortly afterwards, this achievement earned them the
Nobel prize in 2010 "for groundbreaking experiments regarding the two-dimensionalma-
terial graphene" [35]. The subsequent developments in the fabrication of so-called Van
derWaals heterostructures in general [36] and nanostructured graphene in particular [37,
38] made it possible to harness their extraordinary optical properties, and graphene con-
quered the field of nanoplasmonics as well. In that process, plasmonic effects in these
novel materials were investigated thoroughly both experimentally [39–42] and theoreti-
cally [22, 43–48]. The reason for the emerging paramount interest in graphene plasmons
were, on the one hand, their much longer lifetimes and higher spatial confinement as
compared to the ones in noble metals [49, 50]. On the other hand, electrical gating or
optical pumping enables to manipulate the conductivity of graphene and, hence, its ab-
sorption even after the sample with a given size and geometry has been fabricated. This
renders it a perfect candidate for applications in tunable nanoplasmonics [22, 42, 49, 51].
For example, adding already one electron to a graphene nanoantenna can switch addi-
tional infrared modes on and off [45].

For nanoantennas with a size below 10 nm, it is necessary to describe its optical response
within a quantummechanical approach rather than by employing classical homogeneous
material parameters in the realm of electrodynamics [44, 45, 52, 53]. The method of
choice for the theoretical description of the electronic properties of extended 2D gra-
phene is the tight binding (TB) model [54]. Fortunately, also finite graphene nanoanten-
nas arewell-described by this computationally relatively cheap numerical technique such
that we do not need to apply more costly ab initio approaches like density functional
theory (DFT). Direct comparisons between TB and DFT have turned out to yield surpris-
ingly consistent results. Therefore, the huge overhead in computational cost of DFT can-

3



Chapter 1. Introduction

not be justified in the case of graphene nanostructures [55–58]. The Su-Schrieffer-Heeger
(SSH) model constitutes an application of the TB approach to one-dimensional systems.
It is capable of modeling the electronic, optical, and transport properties of linear carbon
molecules, and was extensively studied within the past four decades [59–71]. Although
it offers interesting topological characteristics as well [59, 64, 72–75], we concentrate on
the conceptual insights that it provides into the formation of resonances in this thesis.
In particular, the polyene and polyacetylene chains treated within the SSH model can
be viewed as very simple model examples for metallic and insulating molecular species,
respectively [76–78, A1, A2]. Based on the above-mentioned TB approach, Thongrat-
tanasiri et al. [44] presented a computational framework for nanoplasmonics in 2012 to
obtain the optical properties of graphene nanoantennas within a random-phase approx-
imation frequency-domain model, and continued to further develop the approach [45,
79–81]. Shortly afterwards, a time-domain extension to also capture nonlinear effects
was introduced by Cox and García de Abajo in 2014 [47]. In this thesis, we will rely on the
latter approach.

As the TB method is conceptually rather easy to access, it is further developed in this
thesis to describe also more complex hybrid systems that consist of a plasmonic nanoan-
tenna coupled to a quantum emitter. Such systems are traditionally treated within the
Purcell, approach [82] describing the optical interaction of a photonic structure coupled to
a nearby quantum emitter, e.g., an atom, molecule [83–85], artificially constructed quan-
tum dot [86–89], or an optically active impurity in a solid such as a nitrogen-vacancy-
center in diamond [90–93]. The decay of the excited quantum emitter is accompanied by
the release of a photon with a certain decay rate. This decay rate, or also its Rabi oscilla-
tion frequency, may be controlled by the photonic structures nearby, for example by the
presence of plasmonic nanocavities [94, 95], photonic crystals [96, 97] – or by plasmonic
nanoantennas [98, 99] like graphene nanostructures. The above interaction mechanism
is purely optical in nature and does not consider a possible charge transfer from the emit-
ter to the photonic structure and vice versa. However, for the formation of the optical
modes of plasmonic dimer antennas, it has been shown that charge transfer between the
two constituents of the dimer plays a crucial role [100–109]. But so far, the electronic
tunneling between the quantum emitter and the plasmonic antenna has been neglected.
To bridge this gap – in the truest sense of the word – we present a simulation framework
that takes into account simultaneously the optical and the electronic coupling channels.
Within the TB approach utilized in this thesis, it is conceptually straight-forward to in-
clude charge transfer from the antenna to the emitter itself, which occurs for separations
in the order of a few Ångströms or at most nanometers. In literature, we find approaches
to couple adsorbed atoms (adatoms) to extended 2D graphene [110–113]. Here, we con-
centrate on the treatment of coupling adatoms to finite graphene structures. We predom-
inantly aim to identify which system parameters modify the structure’s optical response
the most, if altered.

But it is not just in the interaction to an adatom where quantum effects necessarily need
to be considered. Already when miniaturizing a plasmonic antenna, finite-size quantum
effects become apparent and deserve a proper treatment. In particular, the continuous
energy bands of an infinite solid discretize and transform into discrete energy levels char-
acteristic for molecules. However, not only the states themselves, but also the optical ex-
citation mechanisms undergo a discretization process at the same time. In quantumme-
chanical systems, we can distinguish between a single-particle-like and plasmonicmode.
The former consists of a single electron that jumps from an initial state |i〉 with energy
Ei to a final state |f〉with energyEf upon absorbing a photon with energy ~ω = Ef −Ei.
The latter emerges in a more complex collective dynamics involving also Coulomb inter-
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action between potentially a whole set of involved electrons. However, the passage is
rather fluent.

Accordingly, as fluent is the concept of plasmons innanoscale systems in literature. There
is already a huge body of literature on the issue of how to define plasmonic response in
the quantum realm. However, we do not see any convincing definition of a plasmon in na-
noscale systems that would be universally valid. Among previous approaches are quanti-
tativemeasures as well as computational procedures to decide on the nature of an optical
mode in the absorption spectrum. Most of them rely on the induced charge distribution of
the mode in real space [114, 115], on the number of single-particle transitions that make
up the mode in a single-particle picture [116, 117], or on combinations thereof [118–
120]. Also, there is a computationally expensive Coulomb energy-based approach that
requires a whole set of simulations with gradually increasing electron-electron interac-
tion strengths [121, 122]. Moreover, Townsend and Bryant observed in DFT simulations
that the electron dynamics in energy space exhibits either of two qualitatively differ-
ent behaviors – oscillatory sloshing or monotonous inversion characteristics [123–125].
Yet, literaturemisses a handy, easy-to-interpret index that quantifies these energy-space
characteristics. To that end, it is at the heart of this work to establish the energy-based
plasmonicity index (EPI) [A1, A3, A4]. It allows to assess if a mode is plasmonic in the
sense of Townsend and Bryant, i.e., that its existence cannot be explained by the non-
interacting energy landscape of the structure but only if one takes into account electron-
electron interaction as well. To that end, we capitalize on the conceptually simple SSH
chains with known electronic nature, and on the possibility to engineer the absorption
cross-section of graphene nanoantennas by a suitable doping. With this turning knob,
molecular structures that simultaneously support single-particle-like modes and plas-
monic ones can be readily created and studied in detail.

Structure of the Thesis

This thesis is divided into nine chapters. After introducing the reader to the topics and
problems to be solved in the first chapter, the second chapter recalls the basic theory of
electrodynamics in general and the field of nanoplasmonics in particular.

The third chapter addresses the basic physical properties of graphene in the context of
optics. We start with the atomic and crystalline structure of extended two-dimensional
graphene and shortly review classical graphene plasmonics. Then, we proceed in deter-
mining its unique electronic and optical properties within a quantum mechanical tight
binding approach.

In the fourth chapter, we introduce a tight binding-based framework to determine the
electronic structure of finite carbon-basedmolecules. Before we shortly discuss graphene
nanoantennas, we investigate in particular the Su-Schrieffer-Heeger chains as prototypi-
cal examples ofmetallic, insulating, and topologically insulatingmolecular species.

The fifth chapter establishes a time-domain simulation framework based on the previ-
ously introduced tight binding model. It is capable of describing the nonlinear electronic
dynamics in the nanostructures both in real space and in energy space. From that, in-
duced dipole moments, state population dynamics, and absorption cross-sections can be
obtained, for instance.

The sixth chapter deals with an extension of the tight binding approach to hybrid sys-
tems that comprise a nanoantenna and an adsorbed foreign impurity atom, acting as a
quantum emitter, and treated as a two-level system. We analyze in detail how the elec-
tronic and optical properties of the Su-Schrieffer-Heeger chains and the two-level system
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are modified upon coupling them, and which system parameters are crucial to engineer
these modifications.

The seventh chapter reviews different approaches in literature to characterize optical
modes in nanostructures. In particular, they aim to tell apart modes that intrinsically
belong to single-particle-like transitions from those that are plasmonic in nature.

In the eighths chapter, we present the energy-based plasmonicity index, our own contri-
bution to the field, to quantify how plasmonic a resonance is in a nanostructure. Contrary
to most of the approaches presented in Ch. 7, it relies on the energy-space electron dy-
namics in the system.

The thesis concludes with the ninth chapter, in which we briefly summarize our findings
and provide an outlook for future research to be done along similar lines.
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2 | Plasmonics inNanostructures

2.1 Introduction

When light with a suitable frequency interacts with a finite-sizedmetallic nanoparticle –
a gold sphere for instance –,mobile conduction band electrons in the nanoparticlemay be
coherently excited. Driven by the external electric fieldEext, the electron cloud performs
a collective oscillation stretched across the entire particle relative to the static ionic cores
of the hostmaterial’s atoms. This charge separation effectively induces a dipolemoment,
which generates an electric field Eind. The induced electric field is characterized by typi-
cal features in the near-, intermediate, and far-field of an electric dipole. The strength of
the induced dipole can be driven into resonance by a suitable combination of shape and
material making up the nanoparticle, as well as by the choice of the incident field. The
quasiparticles that are associated with the quantized hybrid excitations of such charge
density oscillations and photons are called localized surface plasmon polaritons and intro-
duced in Sec. 2.7.1

Plasmonic excitations in nanoparticles confine electromagnetic energy into subwave-
length volumes. Close to the edges or tips of the underlying plasmonic particle’s ge-
ometry, the electric fields of the incident laser beammay easily be enhanced by orders of
magnitude [21, 26, 126, 127]. Thus, the nanostructure acts as an antenna that produces
an induced electric near field that can surpass the external excitation field by far. By this
means, physical processes that are sensitive to this total electric fieldEtotal = Eext +Eind

in their environment can be engineered. But also the opposite direction is viable. The
electric field of a photon that is released when an excited quantum emitter decays in the
close vicinity of the antenna can be picked up by the antenna and converted into far field
radiation, for instance. Hence, plasmonic nanoparticle antennas are perfect objects to
convey electromagnetic energy from the macroscopic to the nanoscopic world, and vice
versa.

Metallic nanoparticles and plasmonic metasurfaces built from them have been the work-
horses for fundamental advances in plasmonics and functional devices in subwavelength
optics within the last decades [16–22]. Especially with the recent emergence of cutting-
edge fabrication procedures for nanostructures and the advent of accurate simulation
frameworks for molecular structures, the field of plasmonics experienced a boost into
the nanoscale [20, 26–31]. Substantial advances both on the experimental and on the
theoretical side paved the way for a golden age of plasmonics on the nanoscale and sub-
wavelength optics in general. Prime examples of successful applications of plasmonic
nanoparticles can be found in plasmon-assisted frequency conversion such as higher har-

1Besides the localized surface plasmon polaritons that have been described above, there exist also propa-
gating surface plasmon polaritons. However, in this thesis, we are not concerned with propagating plasmons
that travel along the interface of a dielectric and a metal, for instance. Therefore, we do not specifically
introduce their phyiscal concept.
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monic generation [128–130], in plasmonic sensing [13–15], and in photothermalmedicine
such as cancer therapy [23–25]. Also plasmon-based functional devices like plasmonic
metamaterials [4, 5], single photon sources [6, 7], and plasmonic photodetectors [8–12]
show the broad scope of utility of nanoplasmonics in applied sciences. Besides metallic
nanoparticles, further basic building blocks of nanooptical functional devices are single
quantum emitters such as artificial quantum dots [86–89] and small molecules [83–85],
or optically active impurities in solids (nitrogen-vacancy-centers in diamond for exam-
ple) [90–93]. This work specifically aims at understanding and characterizing plasmonic
modes in small carbon-based optically active molecules.

In this chapter, we aim to introduce the basic principles of classical electrodynamics and
the interaction of electromagnetic fields with matter in the context of nanoplasmonics
as far as we need them for the purpose of this thesis. We begin withMaxwell’s equations
in Sec. 2.2 before we move on to the wave equations of propagating waves in Sec. 2.3. To
get hands on the description of plasmonic materials in nanophotonics and their emis-
sion characteristics, we introduce the Drudemodel of metals in Sec. 2.4 and the emission
properties of accelerated charges in Sec. 2.5. Finally, in Sec. 2.6, we introduce the non-
linear optical mechanism of second harmonic generation, and close this chapter with the
introduction of localized surface plasmon polaritons in Sec. 2.7.

2.2 Classical Electrodynamics: Maxwell’s Equations

Maxwell’s equations are four coupled partial differential equations that describe the fun-
damental fields in the classical electrodynamic theory of light.

Maxwell’s Equations in Time Domain

In time domain and space,Maxwell’s equations can be written as [131]

∇×E(r, t) = −∂B(r, t)

∂t
,

∇×H(r, t) =
∂D(r, t)

∂t
+ jtot(r, t),

∇ ·D(r, t) = ρext(r, t),

∇ ·B(r, t) = 0.

(2.1a)

(2.1b)

(2.1c)
(2.1d)

Here, E(r, t) denotes the electric field, H(r, t) the magnetizing field, D(r, t) is the elec-
tric displacement, and B(r, t) the magnetic field. Moreover, the external electric charge
density ρext(r, t) and the total current density jtot(r, t) constitute the sources of electric
and magnetic fields, respectively. Introducing the polarization P(r, t) and magnetiza-
tion M(r, t), that describe the electric and magnetic response of media to electromag-
netic fields, we may relate the electric displacement and the electric field as well as the
magnetic field and the magnetizing field by the constitutive relations

D(r, t) = ε0E(r, t) + P(r, t), (2.2a)
B(r, t) = µ0H(r, t) + M(r, t). (2.2b)

The constants ε0 and µ0 are the permittivity and permeability of free space, respectively,
obeying ε0µ0c

2
0 = 1 with the speed of light in free space c0. Throughout this thesis, and

in the field of optics in general, we assume the absence of external free charge carriers,
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2.2. Classical Electrodynamics: Maxwell’s Equations

ρext(r, t) = 0. Moreover, we may assume that all media under consideration are non-
magnetic, M(r, t) = 0, and, therefore, the magnetizing field and the magnetic field are
proportional, which allows us to omit one of the two.

The polarization field P(r, t), on the contrary, is one of the two crucial auxiliary fields
in optics to encounter material properties. It quantifies the response of charge carriers
that are bound to the ionic atomic cores of a medium to a stimulating external electric
field, P = fP {E}, typically in dielectrics. In principle, the operation fP can be of rather
complicated form

P(r, t) =

∫
R3

d3r′
∫ t

−∞
dt′Rp(r, r

′, t, t′)E(r′, t′), (2.3)

with a potentially nonlocal and dispersive response kernel tensor R(r, r′, t, t′) that char-
acterizes the medium under consideration.

Unbound charge carriers like mobile electrons, as we find them in metals, contribute to
the conduction and can be driven by the electric field as well. They are described by
the conduction current density jcond = fj{E}, which is part of the total current den-
sity jtot(r, t) = jcond(r, t) + jext(r, t) in Eq. (2.1b). External current densities jext(r, t) are
assumed to vanish in the field of optics, such that jtot(r, t) = jcond(r, t). Similar to the
polarization field, the conduction current density is related to the electric field via an op-
eration fj of a conduction response kernelRj and the electric field in a supposedly rather
complicated way. To be able to continue further analytically, we consider homogeneous
materials. Then, the response kernels are of the form Rp,j(r, r

′, t, t′) = Rp,j(r− r′, t− t′)
and the operations fp,j constitute convolutions. Under Fourier transformations, convolu-
tions transform to simple products and, therefore, material properties are discussed in
frequency domain below.

Maxwell’s Equations in Frequency Domain

Unless explicitly stated otherwise in later chapters, it is assumed in this work that the
dependencies between the material response and the evoking electromagnetic fields are
linear, such that the individual frequency components of the fields do not interact with
each other. Then, the fields can be expanded into a Fourier series

E(r, t) =

∫
dω Ẽ(r, ω)e−iωt and Ẽ(r, ω) =

1

2π

∫
dtE(r, t)eiωt, (2.4)

and accordingly for all other fields. The set of equations (2.1a)-(2.1d) in the field of linear
optics then transforms to

∇× Ẽ(r, ω) = iωµ0H̃(r, ω),

∇× H̃(r, ω) = −iωD̃(r, ω) + j̃cond(r, ω),

∇ · D̃(r, ω) = 0,

∇ · H̃(r, ω) = 0,

(2.5a)

(2.5b)

(2.5c)

(2.5d)

where themagnetic field B̃(r, ω) = µ0H̃(r, ω) has been eliminated. The discussion in this
introduction shall be limited to local materials, which is a good approximation for most
natural materials at optical frequencies. However, when going down to the nanometer
scale, nonlocal effects become important also in the field of plasmonics for small metallic
particles [132, 133] and molecules like graphene nanoantennas [44] that this thesis deals
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Chapter 2. Plasmonics in Nanostructures

with mostly. Therefore, the quantum mechanical approach introduced in Ch. 5 accounts
for the finite size of the simulated structures. Thematerial response in frequency domain
is described as

D̃(r, ω) = ε0ε(r, ω)Ẽ(r, ω), (2.6a)

j̃cond(r, ω) = σ(r, ω)Ẽ(r, ω), (2.6b)

where ε(r, ω) and σ(r, ω) are the dielectric function and the conductivity, describing the
response of bound and unbound electronic charge carriers in the host medium, respec-
tively.

2.3 The Wave Equations

For electromagnetic waves propagating in a homogeneous medium, we can formulate
the wave equations. With the additional assumption that the electric field is free of di-
vergence, ∇ · E(r, t) = 0 and ∇ · Ẽ(r, ω) = 0, the identity ∇ × ∇× = −∇2 holds for
both fields, E(r, t) and Ẽ(r, ω). Moreover, we continue to restrict ourselves to the field of
optics, where the magnetization field of the media under consideration and all external
sources vanish.

Time Domain

In time domain, we obtain the wave equation by applying the curl operator to Eq. (2.1a),
replace the magnetizing field through Eq. (2.1b), and the displacement field through
Eq. (2.2a). We arrive at

∇×∇×E(r, t) = −µ0
∂

∂t

(
∂

∂t
(ε0E(r, t) + P(r, t)) + jcond(r, t)

)
,(

∇2 − 1

c2
0

∂2

∂t2

)
E(r, t) = µ0

∂2P̄(r, t)

∂t2
, (2.7)

where we introduced a generalized polarization P̄(r, t) through

P̄(r, t) = P(r, t) +

∫ t

−∞
jcond(r, t′)dt′. (2.8)

It combines the response of both bound and unbound charges in the medium in a sin-
gle quantity. Interesting to note here is that Eq. (2.7) exhibits a source term on the right
hand side. It refers to the possibility that electric fields can be introduced into the sys-
tem which stem from the material response characterized through the generalized po-
larization P̄(r, t). In particular, this happens in nonlinear media and is discussed below
in Sec. 2.6.

Frequency Domain

To obtain the wave equation in frequency domain, we begin similarly to the approach in
the time domain. We apply the curl operator to Eq. (2.5a), eliminate therein the magne-
tizing field through Eq. (2.5b), the displacement field through Eq. (2.6a), and the conduc-
tion current density through Eq. (2.6b). Thus, the wave equation in frequency domain for
an electric field that propagates through a homogeneous medium reads

∇×∇× Ẽ(r, ω) = iωµ0

(
−iωε0ε(ω)Ẽ(r, ω) + σ(ω)Ẽ(r, ω)

)
,(

∇2 +
ω2

c2
0

ε̄(ω)

)
Ẽ(r, ω) = 0, (2.9)
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where the generalized dielectric function

ε̄(ω) = ε(ω) +
i

ωε0
σ(ω) (2.10)

has been defined, combining again the response of bound and unbound charges in the
medium. Please note that working in frequency domain already implies linearity, such
that Eq. (2.9) does not exhibit any source terms.

Finding the exact form of ε̄(ω) is as complicated as it is crucial to determine the optical
response of materials. The solution to this important problem cannot be found within
Maxwell’s theory of electromagnetic fields, but we rather need to harness condensedmat-
ter theory. Theoretically, the polarization and the currents induced by an electric field
must be found by solving a complex many-body problem taking into account all mutual
forces that act between the involved electrons and nuclei. In practice, phenomenologi-
cal approaches have proven to be surprisingly accurate in describing the main features
that are observed in optical experiments. In the next section, a rather simple method to
model plasmonic materials will be presented.

2.4 The DrudeModel of Metals

A simple yet powerful phenomenological approach to model the optical properties of
metals constitutes the Drudemodel of the free electron gas. It may be applied to a whole
class of materials that host electronic charge carriers, which are not bound to their ionic
cores and can move relatively freely inside a 3D bulk material or a 2D conductive sheet,
as in the case of graphene. The dynamics of a single particle in such a free electron cloud
is governed by the equation of motion

∂2

∂t2
x(r, t) + γ

∂

∂t
x(r, t) = − e

me
E(r, t), (2.11)

where x is the displacement of the electron with respect to its host atom, e andme are the
electronic charge and its effectivemass, respectively, and γ is a phenomenological damp-
ing parameter. It embraces all effects that lead to energy loss, like electron-electron col-
lisions or phonon-creation processes, for instance. The equation of motion is the differ-
ential equation of a driven harmonic oscillator without restoring force; with the electric
field on the right hand side of Eq. (2.11) as the driving force. Assuming a time-harmonic
excitation at frequencyω and substituting the displacement according to the definition of
the current density of an electron gas with density n, j(r, t) = −neẋ(r, t), we obtain

j̃(r, ω) =
ne2

me

1

γ − iω
Ẽ(r, ω) = σDr(ω)Ẽ(r, ω). (2.12)

We can identify the Drude conductivity in Eq. (2.12) and also define the generalized di-
electric function of the Drudemodel based on Eq. (2.10)

σDr(ω) =
iε0ω

2
p

ω + iγ
, ε̄Dr(ω) = ε(ω)−

ω2
p

ω2 + iγω
, (2.13)

where the plasma frequency

ωp =

√
ne2

mε0
(2.14)

is a function of the electron density n in the system only. In the lossless case (γ = 0),
the conductivity is purely imaginary and the dielectric function purely real. Whereas the
real part of the generalized dielectric function quantifies dispersion in the medium, the
imaginary part refers to absorption.
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Chapter 2. Plasmonics in Nanostructures

2.5 Emission Spectra of Accelerated Charges

Charged particles that are accelerated in an external electric field, in turn, radiate elec-
tromagnetic energy, known as bremsstrahlung. The radiated power emitted by Np ac-
celerated particles with masses mi and charges qi can be determined with the Larmor
formula [131]

P (t) =
1

6πε0c3
0

Np∑
i=1

qi|r̈i(t)|2, (2.15)

where r̈i is the acceleration of the i-th particle. One can naively generalize this equation
to time-varying currents j(r, t) that are formed by accelerated continuous charge den-
sities ρ(r, t) with j(r, t) = ṙρ(r, t). The dipole moments that are associated with these
charge densities can be determined with p(r, t) =

∫
V d3r′ρ(r′, t) (r− r′), where V ∈ R3 is

a small volume far away from the observation point r, into which the charge density is
confined. With that, we can rewrite Eq. (2.15) for our needs and, subsequently, move to
Fourier domain to obtain the emission intensity [134]

I(ω) =
1

6π2ε0c3
0

∣∣∣∣ ∫ dt p̈(t)eiωt

∣∣∣∣2 =
ω4

6π2ε0c3
0

|p̃(ω)|2. (2.16)

The last equality in the above equation holds only for time-harmonic dipole moments.
However, also if this is not the case, the emission spectrum is still proportional to the
square of the Fourier components of the dipole moment, I(ω) ∝ |p̃(ω)|2. The latter has
been exploited in the context of higher-harmonic generation in a hybrid system com-
prised of a metallic spherical nanoparticle and a quantum emitter in Ref. [135] before.
Thus, to investigate nonlinear effects such as higher harmonic generation in Ch. 5, we
will rely on Eq. (2.16).

2.6 Nonlinear Optics

It was believed for a very long time that the interaction of light with matter and light
propagation through media according to Eq. (2.9), for instance, are linear processes. In
other words, this means that the material parameters that relate the electric field ampli-
tudeE and the material response such as the generalized polarization field P̄ in Eq. (2.8)
do not depend on the input power. Not until the 1960s, when the first lasers were op-
erated, this belief had to be revised, and higher harmonics were observed in an optical
experiment [136]. The consequences of this discovery were groundbreaking: The optical
properties of media depend in general on the light input intensity. Also, the frequency of
a light pulse that passes through a medium may in general be altered by the interaction
with themedium. Andmost excitingly, in a nonlinearmedium, photons can interact with
each other and, consequently, light can be used to manipulate light. In this thesis, fre-
quency conversion processes for strong laser fields will be observed when interacting with
carbon nanostructures. Thus, we shortly introduce their theory here.

For illustration purposes, to exclusively concentrate on the effect of (non)linearity, we
consider a homogeneous, isotropic, and nondispersive medium here. For linear media,
we then have P̄(r, t) = ε0η

(1)E(r, t) with a constant of proportionality η(1). In that case,
Eq. (2.7) simplifies to (

∇2 − 1 + η(1)

c2
0

∂2

∂t2

)
E(r, t) = 0, (2.17)

12



2.6. Nonlinear Optics

and, consequently, the source term on the right hand side of Eq. (2.7) vanishes. Hence,
the additional assumption of linearity allows to apply the principles of linear optics, such
as the linear superposition of solutions of Maxwell’s equations, the conservation of the
frequency of light when it passes through a medium, the inability of photons to interact
with each other, and many more.

In nonlinear media, on the other hand, the ith component of the generalized polariza-
tion field with i ∈ {x, y, z} is obtained through [137]

P̄i(r, t) = ε0η
(1)Ei(r, t) + P̄NLi (r, t)

= ε0η
(1)Ei(r, t) + η(2)E2

i (r, t) + η(3)E3
i (r, t) + ... (2.18)

Here, P̄NL(r, t) denotes the nonlinear part of the generalized polarization field, and the
parameters η(2) and η(3) quantify the strength of second-order and third-order nonlin-
ear optical effects, respectively. In homogeneous, isotropic, nondispersive, and non-
linear media, the wave equation in time domain, Eq. (2.7), for an arbitrary component
i ∈ {x, y, z} of the electric field E(r, t) becomes(

∇2 − 1 + η(1)

c2
0

∂2

∂t2

)
Ei(r, t) = µ0

∂2

∂t2

(
η(2)E2

i (r, t) + η(3)E3
i (r, t) + ...

)
, (2.19)

where the right hand side contains only nonlinear terms in E(r, t). These terms may be
perceived as radiating sources, being evoked by the electric field itself through its inter-
action with the nonlinear medium.

In our discussion on nonlinear effects in Ch. 5, we will investigate molecular species of
various symmetries. It turns out that the symmetry of a system is crucial in determining
whichnonlinear effects can occur. In centrosymmetric systems, for instance, the function
P̄(E)must be odd, such that P̄→ −P̄ if we flip the direction of the incident electric field,
E→ −E. This is only possible for η(2) = 0, such that in systemswith inversion symmetry,
the lowest-order nonlinear effect is of third order.

Second Harmonic Generation

As an example of a nonlinear optical effect, we want to discuss second harmonic genera-
tion (SHG) in more detail here, which is a second-order effect. We, therefore, have a look
at the term proportional to η(2) in Eq. (2.19) and neglect all other nonlinear terms,

P̄NL
i (r, t) = η(2)E2

i (r, t) = η(2)

[
Re
(∫

dω Ẽi(r, ω)e−iωt

)]2

=
η(2)

4

∫
dω

∫
dω̃
(
Ẽi(r, ω)e−iωt + Ẽ∗i (r, ω)eiωt

)(
Ẽi(r, ω̃)e−iω̃t + Ẽ∗i (r, ω̃)eiω̃t

)
=
η(2)

2
Re
∫

dω

∫
dω̃
(
Ẽi(r, ω)Ẽi(r, ω̃)e−i(ω+ω̃)t + Ẽ∗i (r, ω)Ẽi(r, ω̃)ei(ω−ω̃)t

)
.

(2.20)

Having a look at the radiated field component at frequency 2ω, that is associated with the
field in Eq. (2.20) with ω = ω̃, from Eq. (2.19), we obtain

µ0η
(2) ∂

2

∂t2
E2
i (r, t)

∣∣∣∣
2ω

−→ 2µ0ω
2η(2)Ẽ2

i (r, ω)e−2iωt. (2.21)

Thus, the nonlinear properties of the material, η(2) 6= 0, leads to the emergence of an
electric field oscillating with the second harmonic of the incident laser field frequency.
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As outlined in Sec. 2.5, the emission intensity is proportional to the squared absolute
value of the Fourier component of the dipole moment (or polarization field), such that
Iemission(2ω) ∝ ω4

(
η(2)
)2 |Ẽ(r, ω)|4, whereas the intensity of the incident laser is propor-

tional to |Ẽi(ω)|2. Therefore, in the SHG process, the emission intensity is proportional
to the square of both the nonlinear parameter η(2) and the input intensity,

Iemission(2ω) ∝
(
η(2)Iincident(ω)

)2
. (2.22)

Similar considerations can explain the generation of even higher harmonics, when η(n) 6=
0 with Iemission(nω) ∝

(
η(n)Iincident(ω)

)n.
2.7 Localized Surface Plasmon Polaritons

Chapters 7 and 8 of this thesis extensively discuss the nature and the characteristics of
plasmonic modes in small molecular nanostructures. In particular, it is at the heart of
this work to assess which properties of classical plasmons are conveyed into the quantum
world andwhich ones arise as purely quantummechanical features. In Ch. 5, we present a
numerical framework to determine plasmonic modes in molecular nanostructures based
on a quantum mechanical simulation method. To get familiar with the basic concepts of
plasmons, we review the classical theory in this section.

Classical localized surface plasmon polaritons (SPPs) constitute modes of small metal-
lic particles that are coupled to an incident electric field and surrounded by a dielectric
medium. Other than propagating plasmons, SPPs can be excited by plane wave irradia-
tion without any further sophisticated momentum matching considerations. The below
deliberations follow the comprehensive text books of Maier [17] and Jackson [131].

To investigate the main characteristic features of SPPs, we consider the simplest system
that supports SPPs, a homogeneous gold sphere with radius R and dielectric function
εgold(ω), determined with the Drude model, for instance. It is located at r = r0 and em-
bedded into a dielectric of constant permittivity εc (for example vacuum with εc = 1)
inside an electric field E0(r, t) = E0(r0, t) = E0êze

−iωt, where êz is the unit vector in
z-direction. It is legitimate to assume here that at any point in time, the external electric
field is constant across the sphere, if R << λ0, where λ0 is the wavelength of the electric
field in the surrounding dielectric. This assumption is the so-called quasistatic approx-
imation and practically means that the discussion here is limited to nanoparticles with
characteristic sizes below ∼ 100 nm.

Due to the high symmetry of the configuration, the corresponding electrostatic problem
can be solved easily, and from that one can deduce the dynamical problem for the dipole
SPP resonance. The electrostatic potential Φ that solves this configuration with E =
−∇Φ outside the sphere is found [17, 131] to be

Φ(r) = −E0r · êz +
1

4πε0εc

p · (r− r0)

|r− r0|3
, (2.23)

which is the potential of the externally applied field and that of a dipole p at position r0

with dipole moment

p(ω) = 4πε0εcR
3E0êz

εgold(ω)− εc
εgold(ω) + 2εc

. (2.24)
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Figure 2.1: (a) Electric field components Ey, Ez, and the absolute
valueEof a polarized goldnanosphere in the symmetry planex = 0,
as described in the text. (b)Dipolar localized surface plasmonmode
in the absorption cross section of a gold nanosphere as a function
of the permittivity of the surroundingmedium. The dielectric func-
tion of the sphere is found based on the Drude model in Eq. (2.13)
with ~ωp = 9 eV and ~γ = 70 meV [138]. The inset shows the plas-
mon broadening as the damping rate γ is increased. Also, some
technologically relevant solvents are mentioned along with their
permittivity for yellow light [139].

The associated field-independent quantity is the polarizability of the sphere,

α(ω) = 4πR3 εgold(ω)− εc
εgold(ω) + 2εc

, (2.25)

whose resonance is hit when the absolute value of the complex denominator |εgold(ω) +
2εc| is minimal. For either negligibly small loss (γ << ω) or spectrally almost constant
loss in the system (∂Im εgold(ω)/∂ω ≈ 0), the imaginary part of εgold(ω) can be omitted
in minimizing the denominator of Eq. (2.25), and we are left with the famous Fröhlich
resonance condition for the dipolar plasmon,

Re ε(ω) + 2εc = 0. (2.26)

If we further assume air as the surroundingmedium (εc = 1) and theDrudemodel dielec-
tric function of Eq. (2.13), we obtain the resonance condition for the dipole plasmon in a
spherical metallic nanoparticle at the frequency ωSPP = ωp/

√
3, where ωp is the plasma

frequency of theDrudemodel. An important finding here is that the resonance frequency
ωSPP of the localized SPP is independent of the size of the sphere.

Figure 2.1a shows the electric field profiles of the componentsEy andEz, and the absolute
value of the electric field in the symmetry plane x = 0, where Ex = 0 for symmetry
reasons. At resonance, the total fieldE can surpass the externally applied fieldE0 by far.
In Fig. 2.1b, we show the absorption cross section

σabs(ω) =
ω

ε0c0
Imα(ω) (2.27)
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Chapter 2. Plasmonics in Nanostructures

of the dipolar plasmonic mode of the gold sphere as a function of the permittivity of the
surrounding medium. We determine the dielectric function of the sphere based on the
Drude model in Eq. (2.13) in air, with ~ωp = 9 eV and ~γ = 70 meV [138]. The dipolar
plasmon considerably red-shifts as the background permittivity is increased. This can
be harnessed in plasmonic sensing devices, where the nanoparticles are used to monitor
small changes in the permittivity of the surrounding solvent, for instance. Some values
for the permittivity of most common solvents for yellow incident light [139] are indicated
by vertical white dashed lines. The inset of Fig. 2.1b shows the plasmon broadening as
the Drude damping rate γ in Eq. (2.13) is increased. Whereas the spectral position of
the resonance remains stable, it becomes weaker and simultaneously its width increases
considerably.

In this chapter, wehave introduced the basic principles of classical electromagnetic theory
and presented the optical mechanisms that will be relevant for the remainder of this the-
sis. The next chapter is dedicated to the outstanding electronic and optical properties of
the unique material, that dominates the discussion in this thesis – graphene.
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3 | Electronic and Optical Proper-
ties of Graphene

In this thesis, we deal with extensions of the tight binding (TB) model to describe the op-
tical properties of hybrid systems. These hybrid systems comprise carbon-basedmolecu-
lar antennas coupled to a two-level quantum emitter. Among the structures to which the
TB model can be applied, the most prominent representative is certainly graphene. We
devote this chapter to introduce the exceptional properties of this unique material. We
present its atomic configuration, geometry, and its electronic and optical features. The
chapter is mostly based on comprehensive review articles by Neto et al. [140], Allen [141],
andNovoselov [35], aswell as on text books byGonçalves [50, 142] andGüçlü et al. [143].

3.1 Introduction

The belief that one-atom thick 2D crystals cannot exist in nature due to thermodynam-
ical reasons has long persisted in the scientific community [33, 34, 144]. Nonetheless,
Novoselov and Geim managed to fabricate extremely thin graphitic films in 2004 by me-
chanical exfoliation and characterized them [32]. In 2010, they were awarded the No-
bel prize "for groundbreaking experiments regarding the two-dimensional material gra-
phene" [35].

Nowadays, various methods have been identified to fabricate graphene, also for large-
scale production. Among them are mechanical exfoliation techniques [145, 146], epi-
taxial growth approaches [147] on transition metals [148–151], on silicon carbide [152–
154], and on hexagonal boron nitride [155, 156]. Laser-induced graphene films can be
patterned frompolymer filmswith a CO2 infrared laser [157], it can be produced via chem-
ical vapor deposition [158–162], slicing carbon nanotubes [163], or hydrothermal self-
assembly [164]. Yet, it still remains a challenge to fabricate pure graphene of high qual-
ity, especially for application purposes outside the academic research environment [165,
166], leading to commercial poor quality graphene production all over the world [167].
In addition to pure graphene, however, there is also growing interest in more complex
layered structures of various 2D materials, so-called Van der Waals heterostructures, for
which graphene can serve as a basic building block [36, 168].

The reasons for the paramount interest in graphene and the active research in its pro-
duction are versatile. It attracted a lot of attention not least because it was predicted
to host electrons with linear dispersion. They obey the relativistic Dirac equation rather
than the non-relativistic Schrödinger equation and, therefore, behave likemassless parti-
cles in a hexagonal lattice [35, 169]. Consequently, graphenemay serve as a miniaturized
lab to realize effects like theKlein paradox gedankenexperiment and chiral tunneling [170],
which are usually found in relativistic physics. As another consequence of its unique band
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Chapter 3. Electronic and Optical Properties of Graphene

structure, doped defect-free graphene offers an ultra-high charge carrier mobility of up
to 15000 cm2/Vs and, consequently, a very low resistivity down to 0.7 kΩ [171–173]. Even
for a vanishing net charge carrier concentration, a finite conductivity of 4e2/~ is observed
in ungated graphene [172, 174]. Upon electrostatic gating or optical pumping, the con-
ductivity can be increased by orders of magnitude. In that way, graphene’s electronic and
optical properties can be tuned over a broad parameter range even after the fabrication
of the respective graphene structure with fixed geometry and size. The latter property
makes it a very promising candidate for applications in tunable plasmonics and strong
light-matter interaction [22, 42, 49, 51].

Graphene’s mechanical and optical properties are no less impressive. Its Young’s mod-
ulus was theoretically predicted [175, 176] and also measured [177, 178] to be close to
1000 GPa. Therefore, it is lighter than aluminum but as stiff as diamond. Furthermore,
it is so impermeable that not even a single helium atom can penetrate a defect-free gra-
phene monolayer [179–181]. But the latter property is not only restricted to matter, but
also holds for light. Undoped extended graphene absorbs 2.3% of incident white light,
although it is only one atomic layer thick [182]. Interestingly enough, this number can
be related to the fine structure constant α = e2/~c0 with the speed of light c0 and the
electron charge e, which is usually a fingerprint of relativistic quantum electrodynamics
rather than material science.

Gated graphene supports low-loss plasmons in the mid-infrared with much longer life-
times and much higher spatial confinement than those supported by noble metals [49,
50]. Additionally, the possibilities to tune the plasmon resonance frequency over a broad
range of the infrared spectrum fairly easily, and to get access to nonlinear optical re-
sponse, are even more beneficial features of graphene’s unique band structure. Increas-
ing the level of doping even further or reducing the size of finite nanostructured gra-
phene pushes the frequency of the plasmons even into the visible. This, altogether,
makes graphene a very promising candidate for future applications in optical sensing,
ultrafast electro-optical modulation, graphene-based 2D lasers, and many more fields of
research [42].

3.2 Atomic and Geometrical Structure

Since graphene consists exclusively of a single atomic type, its geometrical structure and
many of its intriguing electronic properties may directly be deduced from the underlying
chemical element and its chemical bonding behavior. Therefore, it is natural to discuss
the basic atomic and chemical properties of the carbon atom first.

Being the sixth element in the periodic table, a carbon atom hosts six electrons, two of
which populate the 1s orbital which is closely bound to the ionic core of the atom, see
Fig. 3.1a. These two electrons are chemically completely inert, i.e. they do not partici-
pate in chemical bonding at all. Also, they are not relevant for the electronic properties
of carbon allotropes in general and are, therefore, neglected in the following discussion.
As illustrated in the same figure, the four remaining valence electrons populate the ener-
getically higher lying 2s and 2p orbitals in the second shell. Intuitively, one would expect
the ground state electronic configuration to be [1s22s22p2], as depicted in Fig. 3.1a. How-
ever, as illustrated in Fig. 3.1b, in the 2D arrangement it is energetically more favorable
to form hybridized sp2 orbitals, which are linear combinations of the 2s orbital and two
of the three 2p orbitals (say, the 2px and 2py orbitals). As a consequence, when being
arranged in a 2D configuration, the orbitals of the second shell with n = 2 undergo a
transition from [spxpypz] to [sp2pz], as illustrated in Fig. 3.1b. Other hybridization con-
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3.2. Atomic and Geometrical Structure

Figure 3.1: (a) Electronic ground state configuration of an isolated
carbon atom. The inner shell with quantum number n = 1 and the s
shell of the outer orbit with angularmomentum l = 0 host two elec-
trons each, whereas the outer n = 2 shell with angular momentum
l = 1 is populated by the two remaining electrons. (b) Hybridiza-
tion of orbitals in different carbon allotropes: in 3D diamond, four
sp3 orbitals of equal energy form. In the structure of interest for
this thesis, 2D graphene, we find three sp2 orbitals and one pz or-
bital. In 1D linear organic carbon-based molecular chains, we ob-
serve two sp-hybridized states and two p2 states. (c) Illustration of
two close-by carbon atoms at the top, whose pz orbitals and sp2 or-
bitals form π-bonds and σ-bonds, respectively. The strong in-plane
σ-bonds that require three direct atomic neighbors are responsible
for the hexagonal honeycomb structure of the graphene lattice at
the bottom.

figurations in carbon allotropes are the sp3-hybridization in diamond and the sp and p2

hybridized orbitals in linear polyenes.

The sp2 orbitals of neighboring carbon atoms in graphene form strong covalent σ-bonds
that lie in the plane of the graphene sheet and are responsible for its hexagonal honey-
comb structure, see Fig. 3.1c. The σ-electrons are bound too strongly inside these orbitals
to undergo electronic transitions upon infrared or optical excitation and, therefore, re-
main inert in the context of plasmonics as well. The remaining electron in the pz orbital,
however, is only weakly bound to the host carbon atom and, thus, highly mobile. Me-
diated through π-bonds that are formed by pz orbitals of neighboring carbon atoms, it
can move to adjacent atomic sites and, in the process, contribute to electronic conduc-
tion.

Direct Lattice

Graphene is a one-atom thick 2D sheet of carbon atoms hexagonally arranged in a honey-
comb lattice. Its underlying Bravais lattice is of triangular shape with basis vectors

a1 =
dc
2

 3
√

3

 and a2 =
dc
2

 3

−
√

3

 , (3.1)
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where dc is the distance between two neighboring carbon atoms. The primitive unit cell
spanned by the two basis vectors, as well as the hexagonal Wigner-Seitz cell (WSC) of
the triangular lattice are shown in shaded green in Fig. 3.2. Each unit cell contains two
carbon atoms at pA = dcêx and pB = 2dcêx, such that the set of all carbon atoms in the
matrix can be separated into two disjunct sets of atoms belonging to different sublattices,
denoted by A and B, respectively. The subset of atoms of type A(B) can be found at
position {ma1 +na2 + pA(B)} form,n ∈ Z. The direct lattice vectors connecting pairs of
nearest neighbors are (see Fig. 3.2)

δ1 = dcêx, δ2 =
dc
2

−1
√

3

 , δ3 =
dc
2

 −1

−
√

3

 . (3.2)

Please note that all three nearest-neighbor atoms of a carbon atom in sublattice A be-
long to sublatticeB, and vice versa. In the following, we are mostly concerned with finite
samples of graphene constructed by cutting the uderlying graphene lattice in two quali-
tatively different ways1:

1. When cutting along the horizontal axis in Fig. 3.2, we obtain an armchair (ac) edge.
Characteristic for finite graphene nanoantennas with ac edges and N atoms is the
presence of a relatively large energy gapEg ∝ 1/

√
N between its HOMO and LUMO

states [143, 183–185]. The numbers of atoms in sublattice A and B are equal. In
structures with ac edges, the HOMO-LUMO gap ensures that adding single elec-
trons potentially increases the Fermi energy of the structure significantly. Conse-
quently, they constitute suitable platforms for tunable plasmonic applications.

2. When cutting along the vertical axis in Fig. 3.2, we obtain a zigzag (zz) edge. Char-
acteristic for nanoantennas with zz edges is the appearance of potentially a large
number of near-zero energy electronic states, that are localized close to the edges of
the nanoantenna. In zz edged structures, the numbers of atoms in sublatticesA and
B differ, and the difference renders howmany of these edge states exist in the spec-
trum. In the charge-neutral undoped configuration, this degenerate shell at zero
energy is half filled with electrons. As it requires a large number of additional dop-
ing electrons to get off this degenerate shell and change the Fermi energy, zz-edged
structures are not suitable in tunableoptics applications in the near-infrared or even
visible range. However, they find application in terahertz spectroscopy within the
shell, and in magneto-optics due to their spin-polarized ground state [186, 187].

Reciprocal Lattice

The basis vectors b1 and b2 of the reciprocal lattice are defined through ai · bj = 2πδij
for i, j ∈ {1, 2}. Consequently, we find

b1 =
2π

3dc

 1
√

3

 and b2 =
2π

3dc

 1

−
√

3

 , (3.3)

such that it is apparent that also the reciprocal lattice is triangular. Thus, the first Bril-
louin zone (1BZ), which is theWigner-Seitz cell of the reciprocal lattice, is also a hexagon.
Figure 3.4a shows the reciprocal lattice of graphene with the 1BZ (shaded green) and the
Γ-point, as well as the M-, K-, and K’-points.

1The presence of exclusively one edge type in a structure implies that its edges form angles of π/3 or
2π/3. This is realized in hexagonal and triangular nanoantennas, for instance.
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3.3. Classical Graphene Plasmonics

Figure 3.2: Geometric structure of the 2D graphene honeycomb
lattice. The lattice vectors of the underlying triangular Bravais lat-
tice are denoted as a1 and a2, the distance of two carbon atoms
is dc = 1.42 Å, whereas the lattice constant is da = 2.46 Å. The
green shaded regions depict the unit cell constructed directly from
a1 and a2 and theWigner-Seitz cell (WSC), both containing two car-
bon atoms. The δi are vectors connecting neighboring carbon atoms
in different sublattices of type A and B. Graphene can be cut into
finite flakes along two qualitatively different directions, producing
either zigzag (zz, orange) or armchair (ac, purple) edges.

3.3 Classical Graphene Plasmonics

Right after the discovery of large-scale production schemes for graphene by mechani-
cal exfoliation [32], its surface conductivity has been calculated within the Kubo forma-
lism [188]. One can separate the contributions of intraband and interband electronic tran-
sitions to the surface conductivity σ(ω) = σintra(ω) + σinter(ω). In the low-temperature
limit ~ω � kBT , where kB is Boltzmann’s constant and T the temperature, one ob-
tains [188, 189]

σintra(ω) =
ie2EF

π~2(ω + iγ)
, (3.4a)

σinter(ω) =
e2

4~

(
Θ(~ω − 2EF ) +

i

π
ln

∣∣∣∣2EF − ~ω
2EF + ~ω

∣∣∣∣) . (3.4b)

Here, EF denotes the Fermi energy

EF = ~vF

√
πn (3.5)

with the Fermi velocity in graphene vF ≈ 106 m/s and the charge carrier density n of the
graphene sample. The rate γ is an intrinsic damping parameter, and Θ is the Heaviside
step function. In the low-energy limit (~ω � 2EF ), it is safe to neglect the interband
contribution to the optical response of graphene. By comparing the intraband contribu-
tion in Eq. (3.4a) and Eq. (2.13), we realize that graphene may be optically modeled as a
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Chapter 3. Electronic and Optical Properties of Graphene

Figure 3.3: Dielectric function ε(ω) of the noble metals (a) sil-
ver and (b) gold. Blue and orange circles represent experimen-
tally measured real and imaginary parts, respectively [191]. Col-
ored dashed lines correspond to extended Drudemodel fits accord-
ing to ε(ω) = ε∞ − ω2

p/(ω
2 + iγω) with the parameters given in the

bottom right of the figures. The black lines in the gold panel are
found with a Drude-based analytical model that also accounts for
interband transitions [192]. Adapted with permission from Ref. [142].
Copyright © 2020 Springer. (c) Dielectric function of extended gra-
phene for different Fermi energies in vacuum (ε∞ = 1), as obtained
fromEq. (3.4a). A damping parameter of ~γ = 8 meV is assumed [47,
48, 50, 80, 142].

metal in that case. Direct comparison yields the dielectric function

ε(ω) = 1 +
iσintra(ω)

ε0ωdg
(3.6)

and the plasma frequency

ωp =
e

~

√
EF
ε0πdg

, (3.7)

where dg = 0.35 nm is the thickness of the graphene sheet, quantified by the phenomeno-
logical extent of its out-of-plane carbon pz orbitals2. Note, that it follows from Eqs. (3.5)
and (3.7), that the plasma frequency in graphene scales with the charge carrier density
as ωp ∼ 4

√
n, unlike in the 2D electron gas with quadratic dispersion, where ωp ∼

√
n

holds [190] – another fingerprint of 2D massless Dirac electrons.

Figure 3.3 shows the dielectric function of the commonly used plasmonicmaterials; (a) of
silver and (b) of gold. The blue and orange filled circles represent experimentally deter-
mined real and imaginary parts of the dielectric functions, respectively [191]. The colored
dashed lines correspond to Drudemodel fits according to ε(ω) = ε∞−ω2

p/(ω
2 + iγω)with

the parameters given in the bottom right of the panels. The black solid (dashed) line in (b)
shows the real (imaginary) part of the dielectric function found with a Drude-based ana-
lyticalmodel that additionally takes into account interband transitions [192]. In Fig. 3.3c,

2Please note, that the 2D surface conductivity of graphene in Eq. (3.4a) has units A/V, whereas the volume
conductivity of the general Drudemodel in Eq. (2.13) has units A/Vm. To compensate for this, the graphene
thickness dg appears in Eq. (3.7) to convert the surface conductivity into a volume conductivity.
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3.4. Tight Binding Model

the Drude model dielectric function of graphene for intraband contributions is depicted
for several experimentally feasible values of the Fermi energyEF . In comparison, we note
that the imaginary part of the dielectric function is almost insensitive to the Fermi en-
ergy, but smaller as compared to the noble metals in the infrared and the optical regime,
pointing out the low-loss nature of optical excitations in graphene. On the contrary, the
real part of the dielectric function can be shifted considerably as a function of the Fermi
energy. Therefore, the plasma frequency can be modified by changing the Fermi energy
over a broad range. This paves the way for tunable and low-loss plasmonic devices made
from graphene.

3.4 Tight Binding Model

Plasmonic resonances in metallic nanoparticles can be described surprisingly accurately
by classical models considering a homogeneous material description characterized by a
dielectric function. An extensively applied example thereof is the macroscopic Drude
model for metals [193–195] that we applied to 2D graphene in the previous section. It
has been shown, that graphene nanoantennas may be well-described within these ap-
proaches when the characteristic length of the antenna is above 10 nm [44, 45]. However,
when the size of the particles falls below a critical threshold, finite size effects need to be
taken into account to properly describe their optical response [52, 53].

Atomistic approaches that respect the quantum mechanical nature of matter to obtain
the electronic energy levels and eigenstates on the nanoscale are multifarious. Com-
mon methods of choice, which are not treated within this thesis in detail, are – roughly
ordered by ascending degree of complexity – the jellium model [196], quantum fluid dy-
namics [197–199], the configuration interaction method [200, 201], the Bethe-Salpeter
approach [202–204], and density functional theory (DFT) [45, 114, 118, 121–125, 205–
212].

This thesis is mainly concerned with a further quantum mechanical method, the tight
binding (TB) model, first applied to graphitic structures by Wallace in 1947 [54]. Being
computationally much less expensive and conceptually rather simple, it has proven to
provide surprisingly accurate results if compared to DFT calculations especially in the
case of carbon-based structures like graphene nanoantennas [55–58].

To describe the electronic structure of graphene and its optical interactions with light,
we employ the nearest-neighbor TB model. The TB model constitutes a simple yet pow-
erful approach to capture the electronic dynamics of the pz electrons in graphene, which
mainly determine its electronic properties. The model’s name originates from the as-
sumption that an electron in the pz orbital of atom l is tightly bound to this atom, as the
corresponding orbital itself is strongly localized in the vicinity of the atom at position rl.
However, mediated by a small but existing overlap of pz orbitals of neighboring atoms l
and l′, electrons may tunnel to the adjacent atomic site with a probability quantified by a
value tll′ derived from a hopping integral. The value of this hopping integral is the only
free parameter in the framework and cannot be determinedwithin the TB approach itself.
For that reason, the TB model is not an ab initio approach in quantum chemistry, unlike
DFT, for example. The latter does not require such external parameters as an input but
only the atomic structure of the molecule to be computed. Whereas DFT provides more
exact results for small molecules in general, the TB approach can be generalized to much
largermoleculeswith still accurate results at comparatively lowadditional computational
cost. Thus, the simulation of graphene antennas with hundreds or thousands of atoms
is viable within the TB approach. Moreover, additional atoms that are not necessarily
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Chapter 3. Electronic and Optical Properties of Graphene

carbon, or defects in the matrix can be easily integrated into the framework because it is
conceptually easy to access and readily extensible, as outlined below in Sec. 6.2.

The Hamiltonian of an infinitely extended graphene sheet in the nearest-neighbor TB
approximation reads

HTB = −t
∞∑
n=0

3∑
m=1

(
|ψARn

〉〈ψBRn+δm |+ |ψ
B
Rn+δm〉〈ψ

A
Rn
|
)
, (3.8)

where |ψARn
〉 represents the pz orbital of a carbon atom of type A at position Rn in the

n-th unit cell and the δm have been introduced in Eq. (3.2). The periodicity of the lattice
allows to expand the localized pz orbitals into Bloch states in Fourier space labeled by k
according to3

|ψARn
〉 =

1√
N

∑
k

e−ik·Rn |ψAk 〉. (3.9)

Here, we conceptually introduce a normalization constant N → ∞ which denotes the
number of unit cells taken into account in the sum over n in Eq. (3.8), leading to the or-
thonormalization condition

∑N−1
n=0 ei(k−k′)·Rn = Nδkk′ . Consequently, the Hamiltonian

in Fourier space reads

HTB = −t
∑

k∈1BZ

( 3∑
m=1

eik·δm |ψAk 〉〈ψBk |+
3∑

m=1

e−ik·δm |ψBk 〉〈ψAk |
)
. (3.10)

Introducing

Ψk =

|ψAk 〉
|ψBk 〉

 , Hk = −t

 0 fk

f∗k 0

 , fk =
3∑

m=1

eik·δm , (3.11)

the Fourier space Hamiltonian in Eq. (3.10) can be written in a simplified form,

HTB =
∑

k∈1BZ

Ψ†kHkΨk. (3.12)

From that, wemaydirectly conclude that the spectrumof grapheneobtained in thenearest-
neighbor TB approximation has the form

E(k,±) = ±t|fk|

= ±t

√√√√3 + 2 cos
(√

3kydc

)
+ 4 cos

(
3

2
kxdc

)
cos

(√
3

2
kydc

)
, (3.13)

where + and − refer to the conduction and valence band above and below E = 0, re-
spectively. From the dispersion relation Eq. (3.13), many of the electronic and optical
properties of graphene can be deduced. Therefore, the next section is dedicated to ana-
lyze the spectrum in more detail.

3In finite graphene structures, which lack discrete translational invariance, this expansion is no longer
valid. Thus, in the next sections wewill continue to work in real space and start from Eq. (3.8) to characterize
finite graphene nanoantennas.
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3.4. Tight Binding Model

Figure 3.4: (a) First Brillouin zone (1BZ) of graphene with the basis
vectors b1 and b2 of the reciprocal lattice and the characteristic Γ-,
K-, M-, and K’-points. (b)DispersionE(k,±) of 2D graphene within
the nearest-neighbor TB approximation, see Eq. (3.13). The valence
(conduction) band is colored in blue (red). Adapted with permission
from Ref. [142]. Copyright © 2020 Springer. (c) Line plot of the dis-
persion along the ΓMKΓ-path highlighted in red in (a). (d) Density
of states of graphene for t = 2.66 eV. The vertical axis is scaled, s.t.∫ 3t
−3tDOS(E)dE = 2. (e) Charge carrier density n(E) as a function
of the Fermi energy. (f) Fermi energy E(n) as a function of charge
carrier density (blue line, top axis). Discrete energy level diagram of
the finite 330-atomic armchair graphene triangle with side length
4.1 nm (red markers, bottom axis).

Spectrum of 2D Graphene

Figure 3.4b shows the spectrum of infinitely extended graphene in reciprocal space. Its
unit cell exhibits a hexagonal shape (see also Fig. 3.4a) and it consists of two connected
bands above and below E = 0. At the Γ-point, kΓ = 0, the conduction and valence bands
attain their maximum and minimum value of E = ±3t, respectively. On the other hand,
for

kK =
2π

3
√

3dc

√3

1

 and kK′ =
2π

3
√

3dc

√3

−1

 , (3.14)

the two bands meet at the so-called K- and K’-points, respectively, which mark two par-
ticular points at the boundary of the first Brillouin zone where E(k,±) = 0. The inset in
Fig. 3.4b shows the conical shape of the linear dispersion at the K- and K’-point. More-
over, at the M-point, kM = 2π/3dc(1, 0), right between the K- and K’-points, we obtain
E(k,±) = ±t and ∇kE(k,±) = 0. In Fig. 3.4c, we depict the dispersion along the ΓMKΓ
path, highlighted in red in Fig. 3.4a. The green dashed lines correspond toE = ±t.
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As we will mainly concern finite graphene nanoantennas below that break the transla-
tional symmetry of graphene in all directions, we condense the information contained in
the dispersion to ahigher stage of aggregation. Therefore, we compute thek-independent
density of states (DOS) of graphene [54, 213],

DOS(E) =
1

V1BZ

∑
k∈1BZ

δ (E − E(k)) , (3.15)

where V1BZ is the volume of the first Brillouin zone in graphene and, derived from that,
the charge density n as a function of the energy E of the highest occupied state in the
system,

n(E) =

∫ E

−3t
DOS(E′) dE′. (3.16)

Figure 3.4d shows the DOS of graphene in the range between −3t and 3t for t = 2.66 eV.
Two interesting features should be discussed here. First, we observe two so-called van
Hove singularities of high densities of states at |E| = |t|. These are the signatures of the
vanishing derivatives of the dispersion at the M-points, ∇kE(k,±)|M = 0. Second, the
density of states at the K- and K’-points vanishes and approaches zero linearly. This is
the origin of the unique low-energy electronic properties of graphene, where electrons
are treated as massless particles and obey an adjusted relativistic Dirac equation rather
than the non-relativistic Schrödinger equation [169].

Figure 3.4e shows the charge carrier density n(E) as a function of the Fermi energy of a
graphene structure. For instance, if the Fermi energy is E = 0, the charge carrier density
vanishes as well, i.e. the graphene structure is neutral. If n = −1, the valence band is
completely empty, n = 1 corresponds to the completely occupied conduction band. Con-
versely, the inverse of the quantity, E(n), (see Fig. 3.4f) reveals that a slight change in
the charge carrier density leads to substantial modulations of the Fermi energy in gra-
phene, especially close to the charge neutral point n = 0. Note that here the derivative
∂E/∂n|n=0 diverges, which renders graphene a perfect platform for tunable nanophoton-
ics.

The latter property of 2D graphene directly translates to finite graphene derivates as well,
such as graphene nanoribbons, carbon nanotubes, and graphene quantum dots [143] as
nanoantennas. To highlight this, we show the single-particle energies of a 330-atomic
triangular graphene nanoantenna with side length 4.1 nm and armchair edges in Fig. 3.4f
(red triangular markers, bottom axis). The discrete energy level diagram of the nanos-
tructured graphene follows the line of 2D graphene exactly. Thus, particularly in these
finite molecular systems, doping with single electrons substantially modifies their Fermi
energy and, therefore, their optical properties as well. Before we discuss the optics and
plasmonics of these finite graphene nanoantennas in our quantummechanical TB frame-
work in Ch. 5, we first introduce the electronic properties of finite TB structures in general
in Ch. 4.
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Carbon Molecules

4.1 Introduction

Fully quantum-mechanical approaches, which consistently solve the many-body Schrö-
dinger equation for all particles in the system, are computationally extremely expensive.
The Hilbert space of a system consisting of N distinguishable particles with d degrees of
freedom has dimension dN . Let us exemplarily consider a triangular graphene nanoan-
tenna withN = 270 carbon atoms in TB description, which is discussed in more detail in
Ch. 8. If wewere only interested in the spin degree of freedomof itsNe = 270 π-electrons,
the dimension of the associated Hilbert space 2270 already exceeds the number of parti-
cles in the visible universe (≈ 1080 ≈ 2266). It is needless to state that this conceptually
comparatively simple problem is practically completely intractable.

Therefore, suitable approximations are needed to simulate the dynamics in quantum-
mechanical systems efficiently. However, state-of-the-art molecular simulation tech-
niques such as density functional theory, for instance, suffer from high computational
costs and are limited to systems with a comparatively small number of atoms. Finite
graphene structures that act as nanoantennas comprise of a few hundreds of atoms usu-
ally and already pose a challenge for these frameworks. Thus, further simplifications are
needed to describe such rather large systems. In practice, this is often done by reduc-
ing the number of dynamic particles in the system. To be precise, in the TB framework
applied in this work, we do not only freeze the atomic cores, but also five of the six elec-
trons in the carbon atoms. In consequence, only one π-electron per atom is allowed to
move around in themolecule being subject to an effective potential that is determined by
the remaining frozen particles. This allows to treat molecules with thousands of atoms
within a reasonable amount of time and on a reasonable computing infrastructure.

In the previous chapter, we have outlined how the atomic structure and geometry of its
lattice determine the fundamental electronic and optical properties of extended 2D gra-
phene. In this chapter, we extend the TB framework to finite graphene structures and
generalize the applicability of the TBmodel to carbon-basedmolecules. In particular, we
first study molecular chains described within the TB-based Su-Schrieffer-Heeger (SSH)
model as prototypical examples of metallic and insulating species. Moreover, an insu-
lating chain that hosts topologically protected edge states will be discussed within this
model as well. We then apply the model to finite graphene structures of different shapes
and edge types that can act as optical nanoantennas.
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4.2 Tight Binding Model for Planar Carbon Molecules

Equation (3.8) expressed the TB Hamiltonian of extended 2D graphene. For an arbitrary
planar carbon-based structure consisting ofN atoms, it can be generalized in the nearest-
neighbor π-electron approximation to

HTB =
N∑
l=1

εl|l〉〈l|+
∑

〈l,l′〉,l<l′
tll′
(
|l〉〈l′|+ |l′〉〈l|

)
, (4.1)

where l labels the atoms in the structure situated at rl = (xl, yl). Moreover, |l〉 represents
the pz orbital localized around atom l, εl denotes the on-site energy for an electron occu-
pying state |l〉, and 〈l, l′〉 is the pair of nearest-neighbor carbon atoms l and l′, where the
restriction l < l′ avoids double counting of atomic bonds. The hopping parameters tll′
quantify how strongly the adjacent orbitals |l〉 and |l′〉 overlap and, therefore, how likely
it is for an electron to hop from the atomic site l to site l′.

In the following, we assume that all carbon atoms in the below-investigated structures
can be treated equally. In particular, edge effects are assumed not to distort the orbitals
localized around atoms at the edges of the structure. This is motivated by the intrinsic
assumption that edge atoms are hydrogen-passivated and, therefore, the carbon-carbon
hopping rates of edge bonds are equal to bulk bond hopping rates. Indeed, it has been
shown that the modifications of hopping rates in 2D structures due to variations of the
carbon-carbon bond lengths, for instance, are minor [214, 215]. To maintain consistency
throughout this work, we assume tll′ =: t with t = 2.66 eV [56, 216] in all carbon struc-
tures under investigation below, reminiscent of the hopping rate for extended graphene.
Moreover, all on-site energies are assumed to be equal. As they only lead to a constant
shift of all energies, we choose εl = 0 for convenience. Equation (4.1) consequently sim-
plifies to

HTB = t
∑

〈l,l′〉,l<l′

(
|l〉〈l′|+ |l′〉〈l|

)
, (4.2)

which is the starting point for all below-investigated molecular structures. Upon diag-
onalization of the Hamiltonian in Eq. (4.2), we obtain N energy eigenstates which we
denote by |j〉 with 1 ≤ j ≤ N , satisfying the eigenvalue equation

HTB|j〉 = Ej |j〉, (4.3)

with the corresponding eigenenergies Ej . Each spin-degenerate state |j〉 can host two
electrons of opposite spin. Throughout the whole thesis, magnetic effects are not con-
sidered and, therefore, apart from respecting the Pauli exclusion principle, we treat elec-
trons of opposite spin equally.

Real-Space Expansion Coefficients

After diagonalization ofHTB, we can, in turn, expand the energy eigenstates in the real-
space basis {|l〉} of carbon pz orbitals with real-valued expansion coefficients ajl accord-
ing to

|j〉 =

N∑
l=1

ajl|l〉. (4.4)
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4.2. Tight Binding Model for Planar Carbon Molecules

Figure 4.1: Single-particle TB Jabłonski diagrams of (a) the 20-
atomic linear carbon chain and (b) the 270-atomic armchair gra-
phene triangle. Real-space expansion coefficients ajl introduced in
Eq. (4.4) for selected eigenstates |j〉 of (c) the 20-atomic linear car-
bon chain and (d) the 270-atomic armchair graphene triangle. The
areas of the colored circles is proportional to |ajl|2.

As the energy eigenstates and the atomic site orbitals form an orthonormal and complete
basis set, the expansion coefficients ajl obey

N∑
j=1

ajlajl′ = δll′ and
N∑
l=1

ajlaj′l = δjj′ . (4.5)

Exemplarily, we show the results of the diagonalization process for the 20-atomic linear
carbon chain and the 270-atomic triangular graphene flake with armchair edges. Their
Jabłonski energy level diagrams are shown in Figs. 4.1a and 4.1b, respectively. We ob-
serve that the chain’s energy states are located in the range |Echain

j | < 2|t|, whereas
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Chapter 4. Electronic Structure of Planar Carbon Molecules

|Etriangle
j | < 3|t| holds for the triangle. As mentioned above, the energy level diagram

of any TB system described by Eq. (4.2) is symmetric with respect to E = 0. Hence, this
is also the Fermi level1 for electronically neutral structures in TB description that are not
doped with additional electrons. Moreover, apart from spin degeneracy, the chain does
not exhibit degenerate states, whereas the triangle does for symmetry reasons (see also
middle row of Fig. 4.1d).

Figure 4.1c shows the real-space expansion coefficients ajl of the three lowest-energy
single-particle states j = {1, 2, 3} and the highest-energetic state j = 20 of the 20-atomic
linear carbon chain. We observe that, in the low- and high-energy regions, the chain
behaves similar to a particle in a finite one-dimensional potential well. The fundamental
node-less mode |j = 1〉 contains half a wavelength of the size of the chain, whereas
|2〉 has one node and contains a full wavelength. The highest-energetic mode |20〉 with
E20 = −E1 heavily oscillates in sign, but |a1l| = |a20,l| for any fixed l. The latter can be
generalized for arbitrary TB structures of size N . We always find

EN+1−j = −Ej , |aN+1−j,l| = |ajl|. (4.6a)

In Fig. 4.1d, we show the four lowest-energy eigenstates of the 270-atomic armchair gra-
phene triangle, where we also recognize the similarity to the single-particle wavefunc-
tions of a particle in a potential box of triangular shape.

4.2.1 State Characterization

From their real-space appearance, we can derivemany important properties of the energy
states in the system. In particular, we are interested in geometrically exceptionally pat-
terned states, and in the question if they participate in optical interaction mechanisms
or not. Especially in Ch. 6, when we couple an adatom as impurity to the structure, we
want to investigate how the states and their characteristics are modified in the process.
To that end, we define scalar measures for the localization of a state, its parity, and its
involvement in optical absorption. They are shortly discussed in the following.

Localization

The state localization Lj of state |j〉 is a measure for the number of atomic sites l that are
considerably involved in the real-space expansion of the state. It is computed according
to [A2]

Lj =
(1− pj)N
N − 1

∈ [0, 1], (4.7)

where pj is the participation ratio [217–220]

pj =

(∑N
l=1 |ajl|2

)2

N
∑N

l=1 |ajl|4
〈j|j〉=1

=

(
N

N∑
l=1

|ajl|4
)−1

. (4.8)

The last equality folds for normalized states only, whichwe assume throughout thewhole
thesis. If the state is fully localized on a single site l0, i.e. ajl = δll0 , then Lj = 1. On the

1In the discrete energy landscape of a finite molecular system, the terms Fermi level, Fermi energy, valence
and conduction bands, and band gap are not well-defined in a strict sense. Instead, one should use terms like
HOMO, LUMO, and HOMO-LUMO gap to characterize the occupation of states. However, to keep language
simple, we use the expression Fermi level even when considering finite structures as follows: If the HOMO
is fully occupied, the Fermi level is in the middle between the energies of the HOMO and the LUMO. If the
HOMO is not fully occupied, the Fermi energy is identical to the energy of the HOMO.
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4.2. Tight Binding Model for Planar Carbon Molecules

other hand, Lj = 0 if the state is uniformly distributed across the molecule, i.e. ajl =
1/
√
N . Then, we call the state delocalized.

Parity

The parity Pj of state |j〉 is defined as

Pj =
N∑
l=1

ajlaj,N+1−l, (4.9)

where the labeling of the atoms should reflect the symmetry of the structure, such that
(xl, yl) = (−xN+1−l, yN+1−l) if the structure is axisymmetric with respect to x = 0, for
instance. The single-particle states of all stand-alone structures without adatom under
investigation in this thesis have well-defined parity Pj ∈ {−1, 1}. For ascending energy
in structures with an even number of N atoms, the ground state is even, and even and
odd parities alternate with P1 = 1, P2 = −1, P3 = 1, ..., PHOMO = −1, PLUMO = 1,
..., PN = −1. For the atomic chain and the graphene triangle, this behavior becomes
apparent in Fig. 4.1, for example.

Absorption Activity

As we are particularly interested in the optical properties of the TB structures in the fol-
lowing, we introduce the optical absorption activityAj of state |j〉 according to [A2]

Aj =
N∑
j′=1

|sjj′ |. (4.10)

Here, we make use of the oscillator strength

sjj′ =
(
Ej − Ej′

)
|〈j|er̂|j′〉|2 (4.11)

of the electronic single-particle transition |j〉 → |j′〉, and the real-space position operator
r̂ acts as 〈l|r̂|l′〉 = rlδll′ . The quantity Aj measures if state |j〉 takes part in the dipolar
optical interaction of the structure with electric fields. If Aj = 0, the state population
of |j〉 is unaffected during the optical interaction process, and we call the state optically
inert. On the other hand, a high absorption activity indicates that |j〉 is involved in an
optically active transition and acts as an electron acceptor or donor state.

Non-Interacting Absorption Cross-Section

For the sake of completeness, we also introduce the absorption cross-section for non-
interacting electrons here [221],

σni
abs(ω) =

∑
if

sif δε (Ef − Ei − ~ω) , (4.12)

where the oscillator strength of the transition |i〉 → |f〉 is introduced in Eq. (4.11) and
δε(x) = 2ε/(x2 + ε2) denotes Dirac’s delta distribution broadened to a Lorentzian by
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Chapter 4. Electronic Structure of Planar Carbon Molecules

ε = 0.05 eV. The summation in Eq. (4.12) runs over all occupied initial single-particle
states |i〉 below the Fermi energy and unoccupied final states |f〉 above the Fermi energy.
The non-interacting absorption cross-section is not a property of an individual state, but
of the whole energy landscape and its population. Nevertheless, it is introduced here
because it can be calculated from the eigenstates and eigenvalues of the structure alone.
Calculating the interacting absorption cross-section, on the other hand, requires to prop-
agate the system in time after it has been excited by a spectrally broad pulse and will be
discussed in detail in Ch. 5.

Having introduced the TB methodology, we discuss in the following the electronic pro-
perties of themolecular SSH chains and finite graphene nanoantennas of different shapes
and edge types.

4.3 Su-Schrieffer-Heeger Chains

Within the past 40 years, the literature on the SSH model has grown extensively [59–
71]. The SSH model is capable of modeling a vast variety of properties of linear solid
state molecules – both infinite and finite. Among them are the electronic structure, op-
tical properties, and electronic transport characteristics of organic polymers [222], and
the onset and formation of topological phases [64, 72] and quasiparticles [59, 73–75].
As it is analytically solvable to a large extent, the SSH model provides useful concep-
tual insights into the very basic physical principles and mechanisms that play a role in
the molecules. Moreover, it constitutes a playground to investigate showcase examples
for conducting metallic and insulating molecules. In nature, these are realized by linear
polyenes and polyacetylenes, respectively. Whereas the electrons in the former behave as
a one-dimensional homogeneous electron gas [121], the latter exhibits electron transport
only if doped by additional external electrons to overcome the insulating band gap [76–
78].

The three qualitatively different finite model chains in the SSH framework are shortly
introduced below.

1. The metallic linear chain consisting of N atoms constitutes a prime example for a
species that hosts plasmonic modes. Its atoms are equidistantly spaced and equally
strongly coupled to their respective neighboring atoms. The coupling is quantified
by the TB hopping parameter t.

2. The insulating dimerized chain, consisting of an even number of N atoms, consti-
tutes a prime example for a species that hosts single-particle transitions only, as
will be discussed in Ch. 8. As depicted in Fig. 4.2a, neighboring atoms are coupled
by strong and weak bonds that alternate, starting with a strong bond at the edges.
In this way, one can perceive the species as a chain of weakly coupled dimers.

3. The topologically insulating dimerized chain, consisting of an even number of N
atoms, shares most optical properties with the dimer chain above. As depicted in
Fig. 4.2b, neighboring atoms are coupled by strong and weak bonds that alternate,
starting with a weak bond at the edges. Therefore, one can perceive the species as
a chain of weakly coupled dimers, however with two dangling solitary atoms at the
edges. These are responsible for near-zero energy states in the spectrum strongly
localized at the edges of the chain.
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4.3. Su-Schrieffer-Heeger Chains

The TB Hamiltonian of the chains reads

Hchains
TB = (t+ ∆)

N−1∑
odd l=1

(
|l〉〈l + 1|+ |l + 1〉〈l|

)

+ (t−∆)
N−2∑

even l=2

(
|l〉〈l + 1|+ |l + 1〉〈l|

)
, (4.13)

where we use ∆ = 0 for the linear chain, the dimer chain requires ∆ > 0, and the topo-
logical insulator is realized with∆ < 0.

4.3.1 Energy Spectrum and States

In Fig. 4.2a, we show the energy landscape of the 20-atomic dimerized chain as a function
of ∆ as defined in Eq. (4.13) for |∆| ≤ 0.3|t|. If ∆ = 0, the energy landscape of the linear
chain in the optically active region around the Fermi energy is a set of almost equally
spaced energy states. In that case, the states and their energies are analytically given
by [64, A2]

|j〉 =

N∑
l=1

√
2

N + 1
sin

(
jlπ

N + 1

)
|l〉, Ej = −2|t| cos

(
jπ

N + 1

)
. (4.14)

We observe that with increasing |∆|, as the linear chain transforms into the dimer chain,
a band gap Eg = ELUMO − EHOMO opens up in the spectrum. In that way, two sets of
closely spaced states below and above E = 0 form, reminiscent of the valence and con-
duction bands in an infinite solid, respectively. This transformation from a conductor to
an insulator is also reflected in the real-space expansion of the single-particle states in
Figs. 4.2c and 4.2d. Whereas the low-energy states are only mildly modified, especially
the optically active states around the HOMO-LUMO gap change their shape consider-
ably.

In Fig. 4.2b, the energy level diagram of the topological insulator is shown. In large part,
its spectrum resembles Fig. 4.2a. However, unlike for the dimer chain, the HOMO and
LUMO states do not move apart, but they approach each other and almost meet atE = 0.
Their energies get exponentially close to zero with the chain size andwith |∆| [67].

4.3.2 State Characteristics

It is interesting to note that the localization of all states in the linear chain attains ex-
actly the same value, independent of their energies. It can be computed analytically
through Eqs. (4.7) and (4.14) to be Lj = 1

3(1 − 1
N−1) ∀j. For the dimer chain’s states,

this value is only marginally modified when ∆ is varied, which can be seen in Fig. 4.2a.
In contrast, the topological insulator’s edge states behave more complex, see Fig. 4.2b.
We observe that the localization of said states increases with∆ and even reaches 0.86 for
|∆/t| = 0.3. In real space, this translates to high expansion coefficients at the edges of
the chain, see j = 10 and j = 11 in Fig. 4.2e.

The parity of state |j〉 in all the chains is even if j is odd and vice versa, see Figs. 4.2c-
e. Therefore, the transition dipole moments djj′ = |〈j|er̂|j′〉| of the transitions involv-
ing neighboring states, such as the HOMO-LUMO transition, is non-zero. Figure 4.3a
shows the matrix elements r̂jj′ of the position operator for all three chains. Generally,
we observe a checkerboard pattern of alternatingly vanishing and non-vanishing con-
tributions. Moreover, transitions along the diagonal with small ∆j = |j − j′| attain
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Figure 4.2: Energy level diagrams of the 20-atomic (a) dimer chain
and (b) topological insulator for |∆| ≤ 0.3t. For ∆ = 0, the lin-
ear chain is reproduced in both cases. The energy Eg indicates the
HOMO-LUMO gap in the undoped dimer chain. The line color en-
codes the state localization Lj , see Eq. (4.7). Single-particle eigen-
states for j ∈ {1, 2, 9, 10, 11} of the 20-atomic (c) linear chain, (d)
dimer chain, and (e) topological insulator for |∆| = 0.3t.

the highest values. For the linear chain and the dimer chain, the HOMO-LUMO tran-
sition (at the intersection of the black dashed lines) shows the most prominent contribu-
tion. The dimer chain and the topological insulator additionally exhibit non-zero values
on the anti-diagonal. Moreover, it is noteworthy that the HOMO-LUMO transition be-
tween the edge states does not play a prominent role in the optical interaction of the
topological insulator, as is apparent by the relatively small transition dipole moment for
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4.3. Su-Schrieffer-Heeger Chains

Figure 4.3: (a) Matrix elements |〈j|r̂|j′〉| of the states in the 20-
atomic SSH chains. The black dashed lines indicate the Fermi en-
ergy in undoped chains. Square root of the absorption activity√
Aj for the 20-atomic (b) dimer chain and (c) topological in-

sulator. The white insets correspond to the absorption activities
for |∆/t| = 0 (linear chain) and 0.3, respectively. Square root of
the non-interacting absorption cross-section for the 20-atomic (d)
dimer chain and (e) topological insulator.

|∆/t| = 0.3 (note the logarithmic color scale). Also, their energy difference exponen-
tially approaches zero, which additionally quenches the transition’s oscillator strength,
c.f. Eq. (4.11). However, as we will see below, the edge states are nevertheless efficiently
coupled to the states well above and below E = 0, resulting in additional absorption
modes in the band gap of the dimer chain that the latter lacks.

The observation of the optical inactivity of the HOMO-LUMO transition in the topologi-
cal insulator is supported by investigating the absorption activity Aj . In Fig. 4.3b, we
note that in the course of the transition from the linear (|∆/t| = 0) to the dimer chain
(|∆/t| = 0.3), the HOMO and LUMO states become less optically active, compensated by
the gain of activity of all other states below and above theHOMOand LUMO. The states in
the topological insulator behave similarly, see Fig. 4.3c. However, the HOMO and LUMO
states are not the most optically active ones because they are not coupled to each other
with a high dipole moment like it is the case in the other two chains.

Figure 4.3 shows the non-interacting optical absorption cross-section σni
abs(ω) of the (d)

dimer chain and (e) topological insulator as a function of |∆/t| (the linear chain is ob-
tained for ∆ = 0). The opening of the band gap as ∆ increases consequently leads to a
blue-shift of the fundamental mode in the dimer chain, which originates almost exclu-
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sively from the HOMO-LUMO transition [A2]. Likewise, all other modes shift to higher
energies, opening up a transparency window in the visible frequency range.

The fundamental mode in the topological insulator, on the other hand, red-shifts, since
the edge states that produce the mode approach each other for increasing |∆/t|. The
other modes both red-shift and blue-shift partly, depending on the involvement of the
edge states in the formation of the modes. The next higher mode between 2 and 2.4 eV,
for example, stemming from the transition |HOMO〉 → |LUMO + 2〉, first red-shifts for
0 ≤ |∆/t| ≤ 0.15 because the HOMO edge state tends toward zero from below faster than
the state |LUMO + 2〉 departs from it (see Fig. 4.2b). Therefore, the transition energy is
effectively reduced. After the edge state has reached zero, though, the mode blue-shifts
again for |∆/t| > 0.15, and the topological insulator qualitatively behaves like the dimer
chain with an additional set of modes in the band gap of the latter. Also in the interacting
system, we will see in the following that the optical properties of the dimer chain and the
topological insulator differ only marginally. Thus, the topological insulator will not play
an important role in the discussion of optical properties of the chains. Only later in Ch. 6,
when it comes to the investigation of the hybrid system where a foreign atom is coupled
to the edge of the topological insulator, we see significant differences.

4.4 Graphene Nanoantennas

After we have introduced the chain model systems, we move on to the graphene nanoan-
tennas discussed in detail in later chapters. There is a huge body of literature on the
electronic and optical properties of finite graphene nanoantennas, including several re-
view articles [51, 223–228] and even textbooks devoted to the topic [50, 143, 229]. This
work is not intended to be another comprehensive review of the properties of graphene
nanoantennas, but we rather capitalize on their tuning properties for our study of non-
linear effects in Ch. 5 and plasmonics on the nanoscale in Ch. 8. Thus, we discuss below
exemplarily the triangular armchair- and zigzag-edged graphene triangles, as well as a
rectangle, that hosts both edge types simultaneously.

Armchair Graphene Triangle

In Fig. 4.4a, the energy landscape of a 546-atomic armchair-edged graphene nanotriangle
with side length 5.4 nm in the optically active energy region around E = 0 is shown. The
system exhibits two sets of closely spaced states below and above E = 0, reminiscent of
the valence and conduction bands in infinite structures, that are separated by a band gap
of 0.8 eV. Therefore, the system electronically behaves like a semiconductor with a small
band gap that can easily be overcome by additional doping electrons. The insets show the
real-space expansions of selected single-particle eigenstates including the HOMO and
LUMO j = 273 and 274, respectively. All states in the structure are bulk states and extend
over a large part of themolecule. Moreover, the remaining symmetry considerations that
apply to the dimer chain, also apply to the triangle. In particular, the electronic transition
from the HOMO to the LUMO states is dipole-allowed and produces a bright fundamental
mode at ~ω = 0.8 eV in the associated absorption cross-section.

Zigzag Graphene Triangle

Figure 4.4b shows the energy landscape of the 526-atomic zigzag-edged graphene trian-
gle with side length 5.2 nm, in the optically active energy region around E = 0. Here, we
see 20 zero-energy states in the band gap, reminiscent of the edge states in the topologi-
cal insulator chain. Indeed, the real-space insets reveal that all these zero-energy states
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Figure 4.4: Energy landscape of a triangular graphene nanoan-
tenna (a) with N = 546 atoms, side length 5.4 nm and armchair
edges and (b) with N = 526 atoms, side length 5.2 nm and zigzag
edges around E = 0. The insets show the real-space expansions
of selected states for j = 1 and 2, as well as in the optically active
region around E = 0.

are localized at the edges of the triangle, whereas states with j < 254 and j > 273 are bulk
states. Moreover, we note that in the low- and high-energy regions, the single-particle
states of the armchair and zigzag triangles look qualitatively the same, see the insets for
j = 1 and 2. Also, it gets apparent from Fig. 4.4b why zigzag graphene nanoantennas
are not suitable candidates as tunable optical nanostructures.2 In total, the 20 degener-
ate edge states offer space for 40 electrons, of which only 20 are present in the neutral
species. Therefore, it is necessary to dope with 21 additional electrons to change the
Fermi energy by populating the first non-zero bulk state j = 274 and, consequently, to
achieve a modification of the absorption cross-section, for example [45]. For that reason,
we focus in the following chapters of this thesis on armchair-edged structures only.
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Figure 4.5: Energy landscape of a 532-atomic graphene rectangle
with armchair edges on the horizontal edge and zigzag edges on the
vertical edges around E = 0. The insets show selected states in the
optically active region in real space.

Graphene Rectangle

Finally, we present the hybrid-edged 532-atomic rectangular graphene nanoantennawith
width 2.2 nm and length 5.8 nm. The horizontal edges at the top and at the bottom are
of armchair type, whereas the left and right vertical terminations exhibit zigzag edges.
The structure’s energy landscape is shown in Fig. 4.5 and exhibits four zero-energy states
(265 ≤ j ≤ 268) and two near-zero states (j = 264, 269). It is noteworthy, that the zero-
energy states are fully localized at the left and right zigzag edges of the rectangle. Also
the near-zero state j = 269 exhibits a strong localization toward the edges, whereas the
states further away from zero, j < 264 and j > 269, are bulk states. We conclude that
also in structures with both edge types, only the zigzag edges lead to zero-energy edge
states.

4.5 Conclusions

In this chapter, we have introduced a TB formalism to determine the electronic structure
and single-particle eigenstates of planar carbon-based molecules. Also, we have pro-
posed scalar measures to assess the localization, parity, and absorption activity of said
states, that will be of use to engineer the absorption properties of hybrid systems in Ch. 6.
We have then extensively discussed the electronic structure of the three Su-Schrieffer-
Heeger chains as model systems for metallic, insulating, and topologically insulating fi-
nite molecular species. In the last section, we have shown that the formalism can also be
applied to graphene nanostructures, and that their electronic and optical behavior can
be easily deduced from the insights that were obtained from the chains. Furthermore, we
havemotivatedwhywewill concentrate only on armchair-edged graphene nanoantennas
when discussing optical effects in the following.

2Zigzag-edged graphene structures offer interesting favorable physical properties in other fields, like
spin-polarized edge states in nanoribbons and strong resulting magnetic moments [230–233], for instance.
The near-degenerate edge states can furthermore be harnessed in terahertz spectroscopy [185, 234].
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4.5. Conclusions

In the next chapter, we present an extension of the above formalism that allows to cou-
ple the TB structures to electric fields in time-domain and report on an application that
shows higher harmonic generation in Su-Schrieffer-Heeger chains and graphene nanotri-
angles.
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5 | Optical Properties of Planar Car-
bon Molecules

5.1 Introduction

In the previous chapter, we have introduced a TB formalism to obtain the electronic struc-
ture of planar carbon-basedmolecules. Both eigenenergies and eigenstates in the single-
particle description can be obtained for relatively large structures at low computational
cost compared to ab initiomethods. In 2012, Thongrattanasiri et al. first approached the
problem to resolve the atomistic structure of graphene in the field of nanoplasmonics
within the TB framework [44]. To that end, they applied the random phase approxima-
tion (RPA) in frequency domain to the TB electronic structure of graphene antennas and
developed the theory further in subsequent works [45, 79–81, 235].

In contrast to that prior work, this chapter is dedicated to the introduction of a time-
domain simulation method that evolved from the previously mentioned TB-RPA frame-
work. It has initially been developed by Cox and García de Abajo [47] and is superior to
the frequency-domain TB-RPA approach in the sense that nonlinear optical effects are
accessible as well. Hence, after introducing the formalism, we prove the latter by investi-
gating the nonlinear effect of higher harmonic generation in the linear chain, the dimer
chain, and a triangular armchair graphene nanoantenna.

5.2 Simulation Method

The simulation method is based on a single-particle density operator description that
captures the structure’s state and its dynamics in the TB framework. Even though we
work in a single-particle description, it is capable of providing the optical properties of
interacting electrons as well. It does so by taking into account the Coulomb interaction
in the time propagation of the density operator. From the time-dependent Schrödinger
equation

i~
∂

∂t
|Ψ(t)〉 = H(t)|Ψ(t)〉 (5.1)

and its adjoint, we can directly deduce the Liouville-von Neumann equation of motion for
the density operator ρ(t) = |Ψ(t)〉〈Ψ(t)| that reads

∂

∂t
ρ(t) = − i

~
[H(t), ρ(t)] , (5.2)

where [·, ·]denotes the commutator, and theHamiltonian is assumed to be explicitly time-
dependent, as it contains a time-varying electric field in our approach. Since Eq. (5.2) is
energy-conserving, we need to modify it to take into account dissipative processes in
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Chapter 5. Optical Properties of Planar Carbon Molecules

Figure 5.1: (a) Schematic illustration of thematrix elements of the
initial density operator in energy basis, ρ0

jj′ , constructed according
to the aufbau principle in Eq. (5.4). (b) Number of electrons in each
pz orbital at the respective atom in an armchair (top row) and zigzag
(bottom row) triangle for different doping levels d in the structure,
after the energy-space density matrix has been constructed accord-
ing to the aufbau principle in (a). Note that in the electrically neu-
tral structure (d = 0), we have one electron per atomic site in the
associated pz orbital.

the electron dynamics as well. To that end, we add a dissipative term and propagate the
density operator according to [47, 236]

∂

∂t
ρ(t) = − i

~
[H(t), ρ(t)]− 1

2τ

(
ρ(t)− ρ0

)
(5.3)

in our simulations. Here, we adopted a phenomenological relaxation time approximation
with an electron scattering time in the order of ~τ−1 ≈ 10 meV [47, 48, 50, 80, 142]. It
accounts for all kinds of dissipative processes, such as plasmonic decay through coupling
to phononic channels and radiation loss. Moreover, we defined the ground state density
operator ρ0 := ρ(t = 0), which characterizes the system in its equilibrium state at t = 0
before any interaction with the external electromagnetic illumination.

5.2.1 Ground State Construction

We follow the notation of the previous chapter and consider a TB Hamiltonian HTB of
an N-atomic structure. The N real-space site basis vectors consisting of the carbon pz
orbitals are labeled with {|l〉} for 1 ≤ l ≤ N . Moreover, upon diagonalization ofHTB, we
find the set of energy eigenstates {|j〉} with HTB|j〉 = Ej |j〉 and |j〉 =

∑
l ajl|l〉, where

the expansion coefficients ajl are defined and discussed in Sec. 4.2.

The ground state density operator ρ0 is constructed in energy space by incoherently filling
the diagonal of ρ0 with π electrons according to the aufbau principle, where each state
can host two electrons of opposite spin, see Fig. 5.1a. Accordingly, we have

ρ0 =
1

Ne

∑
jj′

fj(Ne)δjj′ |j〉〈j′|, (5.4)

42



5.2. Simulation Method

with the Fermi-Dirac distribution fj(Ne) =
(

exp
(
Ej−EF (Ne)

kBT

)
+ 1
)−1

, where EF is the
Fermi energy that depends on the number of π electronsNe in the system, and kB denotes
Boltzmann’s constant kB.1

To track the electronicmotion across the atoms in themolecule and to obtain the induced
charge, we need to convert the density operator to the real-space basis set {|l〉}. There-
fore, at any point in time, we can obtain the matrix elements ρ̄ll′(t) in site basis from the
energy-space matrix elements ρjj′(t) and vice versa according to the basis change

ρ̄ll′(t) =
∑
jj′

ajlaj′l′ρjj′(t) and ρjj′(t) =
∑
ll′

ajlaj′l′ ρ̄ll′(t), (5.5)

with the ajl defined in Eq. (4.4). For instance, the induced charge on atom l at position
rl = (xl, yl) can be determined as qind

l (t) = −eNe

(
ρ̄ll(t)− 1

N

)
. The initial state in real

space is shown in Fig. 5.1b for an armchair (top row) and zigzag (bottom row) edged gra-
phene nanotriangle for different numbers of additional doping electrons d, such that the
total number of electrons in the structure isNe = N + d. Precisely, we show the number
Neρ̄

0
ll of electrons in the pz orbital of atom l. In the armchair structure, the additional

charge is more or less distributed across the whole antenna, whereas in the zigzag struc-
ture, the additional doping electrons populate the zero energy edge states and are located
at the edges of the triangle.

5.2.2 Coupling to the Electric Field

To study the interaction of themolecule with external electric fields, we couple its Hamil-
tonianHTB to the electric potential ϕ(r, t) it is exposed to,

H(t) = HTB − eϕ(r, t). (5.6)

Here, the total electric potential ϕ(r, t) = ϕext(r, t) + ϕind(r, t) is the sum of the electric
potential of the externally applied field and the potential induced in the structure by a
non-uniform charge distribution. The structures under investigation have characteristic
length scales much smaller than the wavelength of the external illumination. Therefore,
a dipolar coupling scheme in the quasistatic limit as introduced in Sec. 2.7 is justified, and
we assume that the electric field is spatially uniform across the structure, E(r, t) = E(t).
Hence, the external potential operator is linear in space and diagonal in site basis. It
reads

ϕext(r, t) = −
∑
ll′

rl ·E(t)δll′ |l〉〈l′|. (5.7)

In classical electrodynamics, the induced potential ϕind(r, t) can be obtained from the
induced charge density ρind(r, t) by [131]

ϕind(r, t) =
1

4πε0

∫
d3r′

ρind(r′, t)

|r− r′|
. (5.8)

1At room temperature T = 300 K, the thermal energy of an electron is kBT ≈ 26 meV. On the other hand,
the modification of the Fermi energies in the structures under investigation in this thesis is readily in the
order of several hundreds of meV even when doping with single electrons. Therefore, we do not explicitly
study the effect of temperature variation here, since this effect lags behind the effect of doping.
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Chapter 5. Optical Properties of Planar Carbon Molecules

In the site basis of our TB framework, Eq. (5.8) translates to the induced potential oper-
ator2

ϕind(r, t) = −λeNe

∑
ll′

∑
l′′

vll′′

(
ρ̄l′′l′′(t)−

1

N

)
δll′ |l〉〈l′|, (5.10)

where we used the Coulomb interactionmatrix v. Its elements vll′ couple the electrons on
the atomic sites l and l′ via Coulomb interaction. For atoms far away from each other, we
employ the usual 1/|rl − rl′ | power law [44] from Eq. (5.8). Elements that couple atoms
close to each other have been explicitly calculated by Potasz et al. [186]. For a detailed
discussion on the computation of the Coulomb interaction matrix, see App. B.1. More-
over, motivated by previous work from Bernadotte et al. [121], we have introduced a scal-
ing parameter λ ∈ [0, 1], that can be used to artificially switch the Coulomb interaction
off and on. By this means, a continuous transition can be created between systems with
non-interacting (λ = 0) and interacting (λ = 1) electrons. Especially in Ch. 8, where
we introduce the energy-based plasmonicity index and discuss the nature of plasmonic
modes in small molecules, this feature will be of paramount importance.

5.2.3 Density Operator Evolution

In our simulation framework, the equationofmotion for the density operator ρ(t), Eq. (5.3),
is implemented in site basis, since the electric potential is diagonal in this case. Plug-
ging in all above-introduced expressions and additionally using HTB,ll′ = −tδ〈l,l′〉, where
δ〈l,l′〉 = 1 if l and l′ are nearest neighbors and δ〈l,l′〉 = 0 otherwise, we obtain3

∂

∂t
ρ̄ll′(t) =− i

~
tTB

∑
l′′

(
ρ̄ll′′(t)δ〈l′′,l′〉 − ρ̄l′′l′(t)δ〈l,l′′〉

)
TB

− ie

~
(rl − rl′) ·E(t)ρ̄ll′(t) external

− iλe2Ne

~
∑
l′′

(vll′′ − vl′l′′)
(
ρ̄l′′l′′(t)−

1

N

)
ρ̄ll′(t) induced

− 1

2τ

(
ρ̄ll′(t)− ρ̄0

ll′
)
. dissipation (5.11)

First, let us emphasize that the first three lines on the right hand side of Eq. (5.11) are
purely imaginary and, therefore, free of dissipation (in case ρ is real). The only term that
comprises losses is the purely real-valued fourth line. Moreover, from the term propor-
tional to ρ̄2 in the third line, it gets apparent that the time evolution is nonlinear in ρ if
and only if electron-electron interaction is taken into account, i.e. if λ > 0.

2In the original works where this time-dependent framework has been introduced [47, 237], one finds

ϕind(r, t) = −λeNe
∑
ll′

∑
l′′

vll′′
(
ρ̄l′′l′′(t)− ρ̄0l′′l′′

)
δll′ |l〉〈l′|, (5.9)

instead of Eq. (5.10). There, it is implicitly assumed that the structure does not have a static dipole moment
prior an excitation with an electric field. However, this assumption (ρ̄0 = 1/N ) is strictly true only for
undoped structures. Therefore, we modified Eq. (5.9) and use the more general expression in Eq. (5.10)
instead.

3In literature, the letter t is consistently assigned both to the TB hopping parameter and to time. We want
to stick to this convention as the context always clarifies if the former or latter is meant. However, to not
confuse them in Eq. (5.11) where both appear simultaneously for the only time in this thesis, we use tTB as
the TB hopping parameter. Time remains t.
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5.2. Simulation Method

From the solutions ρ̄ll′(t) of Eq. (5.11), one can calculate – among others – the following
quantities of interest:

1. Dipole Moment: The diagonal elements of the density operator in site basis, ρ̄ll(t),
reveal the fractions of the total number of π-electrons located in the pz orbital of
atom l at rl. From that, the induced dipole moment p(t) can be directly calculated
according to

p(t) = −eNe

∑
l

rl

(
ρ̄ll(t)−

1

N

)
. (5.12)

2. Change in Occupation Probability: The diagonal elements of the density oper-
ator in energy basis, ρjj(t), reveal the fractions of the total number of π-electrons
that populate state |j〉 at time t. In particular, it can be tracked which states par-
ticipate in the optical interaction if the given share changes in time. Therefore, we
compute the change of state population with respect to the ground state ρ0,

∆P (j, t) =
(
ρ(t)− ρ0

)
jj

= ρjj(t)− fj . (5.13)

3. Coherences: The off-diagonal elements of the density operator in energy basis,
ρjj′(t) with j 6= j′, quantify to what extent the states |j〉 and |j′〉 couple and inter-
change electronic population at time t. In Ch. 8, this information will be used to
identify which electronic transitions contribute to which optical modes, and con-
stitutes the basis for the construction of the energy-based plasmonicity index.

From thedipolemomentp(t) in Eq. (5.12), we can compute the polarizability upon Fourier
transformation, αij(ω) = Ẽi(ω)−1

∫
dt pj(t)e

iωt, where i, j ∈ {x, y, z} and pj(t) is the jth
component of the dipole moment that was induced by the ith component of the incident
electric field. The interacting absorption cross-section is then obtained through

σabs(ω) =
ω

ε0c0
Im

 ∑
i,j∈{x,y,z}

αij(ω)

 . (5.14)

Please note that the non-interacting absorption cross-section in Eq. (4.12) and the quan-
tity in Eq. (5.14) coincide if λ = 0 was chosen for the time propagation Eq. (5.11).

5.2.4 Dependence of Optical Modes on Structure Size

The size dependence of the optical modes both for non-interacting and interacting sys-
tems is investigated exemplarily for even-numbered N-atomic linear chains in Fig. 5.2
with N ∈ [8, 100]. To observe the relatively weak higher order modes as well, we show
the fourth roots of the absorption cross-sections. For non-interacting electrons (a), we
notice considerably more modes at lower energies for a given number N of atoms in the
chain as compared to interacting electrons (b). The energies of the modes scale as N−1

for all mode orders and both for non-interacting and interacting electrons.4 In the non-
4Please note that for two-dimensional structures like graphene antennas, the energies of the modes in

differently sized structures scale as N−1/2. This originates from the fact that the length (area) in a one-
dimensional (two-dimensional) structure scales with N . Other than that, the qualitative behavior of the
size dependence is the same and, therefore, not explicitly discussed for graphene antennas in this thesis.
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Chapter 5. Optical Properties of Planar Carbon Molecules

Figure 5.2: Linear absorption cross-sections of the linear polyene
chain (∆ = 0)with different sizes for an even number ofN ∈ [8, 100]
atoms. We show the results in (a) for non-interacting and in (b) for
interacting electrons. The white dashed lines fall off as 1/N . (c)
Normalized absorption activity Aj/N of the linear chain’s states.
The light (dark) green dashed lines in all subfigures indicate N =
20 (70), which is the length of the chains investigated inmore detail
in this work.

interacting system, we find very flawless mode profiles, descending in intensity with the
mode order. It is straightforward to assign the modes to the respective single-particle
transitions in the energy landscape of the chain. The brightest low-energy mode corre-
sponds to the HOMO-LUMO transition, whereas the next higher order mode is formed by
|HOMO〉 → |LUMO+2〉, |HOMO−1〉 → |LUMO+1〉, and |HOMO−2〉 → |LUMO〉, for sym-
metry reasons, and so on for increasing mode orders [A2], c.f. also Fig. 4.3a for N = 20.
This assignment of modes to single-particle transitions in the energy landscape is no
longer possible in the interacting system. Here, the mode energies are not determined
by electronic transition energies, but predominantly by Coulomb interaction energy that
shifts the modes to the blue. Also, besides the bright prominent modes, marked with
white dashed lines in Fig. 5.2b, we additionally observe much fainter ones in between
(blue dotted lines).

Figure 5.2c shows the size-normalized absorption activity of the states in the linear chain
for several chain lengths. We notice that the length of the chain does not have any im-
pact on which states participate in the optical interaction of the chain. For all lengths,
the transition between the HOMO and LUMO states is responsible for the lowest-energy
prominent mode. All other states contribute much less to the absorption spectrum (note
the logarithmic color scale). We conclude, therefore, that no qualitative differences are
expected regarding the optical interaction mechanisms when considering atomic chains
with different lengths within the investigated range.

In Ch. 8, we will make extensive use of the simulation framework introduced in this
section. On the one hand, we will determine absorption spectra and induced charge
dynamics as functions of electron doping and Coulomb interaction strength. On the
other hand, energy-space state population analysis and coherence dynamics reveal which
single-particle transitions intrinsically lead to the formation of optical modes both in the
SSH chains and in graphene nanoantennas. To close this chapter, we present simulation
results in the next section, where we apply the above-introduced framework to the struc-
tures already presented in Ch. 4.
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5.3. Higher Harmonic Generation

Figure 5.3: (a) Logarithms of the interacting absorption cross-
sections of the 70-atomic linear (black) and dimer (red) chains with
∆ = 0.18t. Vertical dashed lines indicate the resonances at 1.83
and 2.01 eV, investigated in (b) and (c). (b) Electric field component
(in V/Å) of the excitation pulse along the chain direction with car-
rier frequency 1.83 eV (black, left axis) and corresponding induced
dipole moment (red, right axis) as a function of time. (c) Same as
(b), but for the dimer chain, excited with carrier frequency 2.01 eV.

5.3 Higher Harmonic Generation

As introduced in Sec. 2.6, the interaction of high-intensity electric fields with matter can
lead to nonlinear interaction mechanisms such as frequency conversion processes. We
observe this effect both in the SSH chains and in the graphene nanoantennas and report
on it in this section.

5.3.1 Su-Schrieffer-Heeger Chains

Figure 5.3a shows the interacting absorption cross-sections of the 70-atomic linear and
dimer chains (∆ = 0.18t), provided by Eq. (5.14). We observe twomodes of similar energy
and oscillator strength in the two species that are investigated in more detail below. In
the linear chain, it resides at 1.83 eV and in the dimer chain at 2.01 eV, indicated by the
vertical dashed lines. The same structures are discussed in Fig. 8.4 of Sec. 8.3, but there
with an emphasis on the nature of their modes. It is shown there that the investigated
mode at 1.83 eV in the linear chain is plasmonic, whereas themode at 2.01 eV in the dimer
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Chapter 5. Optical Properties of Planar Carbon Molecules

Figure 5.4: Normalized dipole moment frequency spectra induced
by the electric field pulses with carrier frequencyω0 as already high-
lighted in Figs. 5.3b and 5.3c, respectively. Results for (a) the lin-
ear chain excited with ~ω0 = 1.83 eV and (b) the dimer chain ex-
cited with ~ω0 = 2.01 eV for three different electric field amplitudes
|Emax| = 0.001 (black), 0.01 (red), and 0.1 V/Å (blue). Absolute val-
ues of |p̃(ω)| evaluated atmultiples of the incident carrier frequency
ω0, as a function of the electric field amplitude for the (c) linear
chain and (d) dimer chain. The differently colored markers refer to
our simulation results, dashed lines are a guide to the eye for the
associated functional dependencies. The blue shaded regions indi-
cate the region where third harmonic generation gets noticeable.
(e) Normalized spectrum of the Gaussian electric excitation pulses.

chain is single-particle-like.5 We want to investigate in this section, if and how the na-
ture of the resonance influences the nonlinear response. Therefore, we study the higher
harmonic generation in the emission spectrum.

To that end, we drive the two chains into resonance by illuminating them with a spec-
trally narrow Gaussian pulse of carrier frequency ω0 polarized along the chain direction
in Figs. 5.3b and 5.3c (black lines). Subsequently, we record the induced dipole moment
p(t) (red lines) for various electric field amplitudes.

In Sec. 2.5, we have seen that the emission spectrum of a structure is proportional to the
square of the frequency spectrum of the induced dipole moment, I(ω) ∼ |p̃(ω)|2. Thus,
we present in Figs. 5.4a and 5.4b the normalized spectra of the induced dipole moment,
|p̃(ω)|/|p̃(ω0)|, of the linear chain and the dimer chain, respectively, for three incident
maximum field amplitudes |Emax| = 0.001 (black), 0.01 (red), and 0.1 V/Å (blue). For the

5In Ch. 8, we discuss in detail how we define plasmonic and single-particle-likemodes in nanostructures.
For reasons of brevity and readability, however, we cannot reproduce the discussion at this point and refer
to Chs. 7 and 8 for an extended treatise.
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5.3. Higher Harmonic Generation

excitation field with the lowest amplitude, we do not see higher harmonic generation in
any of the species. In contrast, there is third harmonic generation for |E| = 0.01 V/Å, and
third and even fifth harmonic generation for the largest amplitude under consideration,
|Emax| = 0.1 V/Å, in both structures. Moreover, in agreement with the discussion in
Sec. 2.6, all nonlinear effects of even order vanish, since the chains are symmetric under
the transformation r→ −r.

The latter is also supported by Figs. 5.4c and 5.4d, where we show the relation between
the incident electric field amplitude |Ẽ(ω0)| and the resulting induced dipole moment
|p̃(ω)|. Differently colored markers refer to the different frequency components where
the dipole moment is evaluated, and the dashed lines serve as a guide to the eye to high-
light the functional dependencies. We observe qualitatively the same behavior in both
structures. The black lines correspond to the Fourier component |p̃(ω0)| proportional to
the incident electric field component atω0, |p̃(ω0)| ∼ |Ẽ(ω0)|. In contrast, the component
associated to the third harmonic (blue) grows linearly with the electric field first. How-
ever, when the electric field amplitude of the excitation pulse exceeds some critical value
in the blue shaded regions, we find |p̃(3ω0)| ∼ |Ẽ(ω0)|3 . The reason for the linear increase
for small excitation amplitudes can be found in Fig. 5.4e, where we show the frequency
spectrum of the Gaussian excitation pulses. We notice that the tails of the excitation
pulses also contain small Fourier components at the higher harmonics of ω0, for numer-
ical reasons. These components elastically interact with the chains as well and, hence,
are conveyed to the spectrum of the dipole moment. Therefore, the higher order Fourier
components that grow linearly with the excitation amplitude have not been generated in
a nonlinear process, but they were already carried by the excitation pulse prior the inter-
action with the structure.6 In particular, this also explains why even orders exist at all
in the spectrum of the centrosymmetric chain molecules in Figs. 5.4c and 5.4d. While –
for the above-mentioned reason – the even order components |p̃(2ω0)| and |p̃(4ω0)| grow
linearly with |Ẽ(ω0)| for all excitation field amplitudes, the fifth order nonlinear effect
becomes apparent as well and we observe |p̃(5ω0)| ∼ |Ẽ(ω0)|5 for strong electric fields
both in the linear and dimer chain.

The two investigated absorptionmodes in Figs. 5.3 and 5.4 were chosen such that they do
not differ much in excitation energy nor in oscillator strength. Though, the mode in the
linear chain is plasmonic, the one in the dimer chain is single-particle-like. It is noteworthy
here, that despite their different nature, we do not see any qualitative and only mild
quantitative differences between the higher harmonic generation characteristics of the
twomodes. In particular, the parameter β3 that defines the blue dashed lines in Figs. 5.4c
and 5.4d according to |p̃(3ω0)| = β3|Ẽ(ω0)|3 is equal for both chains. The same statement
holds for the fifth order as well. As a result, we conclude that the two modes of different
nature are equally well suited for generating higher harmonics.

In literature, we find that "plasmon-assisted higher harmonic generation" [130] and also
"plasmon-enhanced nonlinear" effects [238] emerge in nanostructured graphene. There-
fore, in the following section, we want to intensify the above investigation by considering
the triangular graphene nanoantennas that were proposed for this purpose in literature
before. In particular, we make use of the doping degree of freedom and investigate one
single structure at two different doping levels and for resonant and off-resonant illumi-
nation. The structure is suitable for such kind of investigation because it simultaneously
hosts plasmonic and single-particle-like modes, as will be ascertained in Sec. 8.5. Also,

6In Fig. 5.4c, for instance, we see that |p̃(2ω0)| ∼ |Ẽ(ω0)| for all excitation amplitudes. However, this
should not be misinterpreted to mean that |p̃(2ω0)| is generated in a nonlinear process from |Ẽ(ω0)|. Rather,
we need to realize that |Ẽ(2ω0)| ∼ |Ẽ(ω0)| in the excitation pulse and, therefore, |p̃(2ω0)| is generated in a
linear process from the elastic interaction of the component |Ẽ(2ω0)| with the chains.
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Figure 5.5: (a) Schematic illustration of higher harmonic gener-
ation in a 270-atomic armchair graphene triangle, illuminated at
ω0. (b) Logarithm of the interacting absorption cross-section of the
graphene triangle in (a) for d = 2 (red) and d = 20 (black) additional
doping electrons, probed with vertically polarized light.

when the excitation light is polarized suitably, the symmetry of the triangle allows to
access nonlinear effects of even order as well.

5.3.2 Triangular Graphene Nanoantenna

In the previous section, we observed that all higher harmonics of even order could not
be generated due to the symmetry of the linear chain molecules. Here, we study a 270-
atomic triangular graphene nanoantenna with side length 3.7 nm, armchair edges, and
d = 2 and 20 doping electrons.7 To break the axial symmetry of the configuration in
Fig. 5.5a, we illuminate it with a vertically polarized pulse at three different carrier fre-
quencies for both doping levels. In Fig. 5.5b, the interacting absorption cross-section of
the structure in (a) is shown for d = 2 (red) and d = 20 (black) doping electrons. In the
two-fold and 20-fold doped triangles, we choose the modes at (a) 1.36 and (b) 1.39 eV, re-
spectively, that dominate the absorption spectra. In Sec. 8.5, thesemodes are found to be
of single-particle-like (1.36 eV) and plasmonic (1.39 eV) nature. Additionally, we simulate
the off-resonant response at 1.7 eV (b and e) for both doping levels. Eventually, enabled
by the doping degree of freedom, we can engineer the absorption cross-section of the tri-
angle such that there are again two modes of similar energy and oscillator strength that
only differ by their nature. In the two-fold doped triangle, we pick the single-particle-like
mode at (c) 2.08 eV and for d = 20, the plasmonic mode at (f) 2.03 eV is investigated. The
inset letters in Fig. 5.5b refer to the labeling in Figs. 5.6 and 5.7 below.

Figure 5.6 shows the normalized spectra of the induced dipole moments, |p̃(ω)|/|p̃(ω0)|,
for five maximum electric field amplitudes (legend on the top right, in V/Å). The higher
the transparency of the line, the stronger is the incident electric field |E|. In all cases,
we consistently observe no higher harmonic generation for the smallest incident electric
field amplitude |E| = 10−7 V/Å. Also, for the highest incident field amplitude under
investigation, |E| = 0.1 V/Å, all inspected cases show higher harmonic generation for all
presented even and odd higher orders.

To determine the electric field strength where nonlinear effects become noticeable in
the spectra of the dipole moments, we analyze them as a function of the incident field
amplitude in Fig. 5.7 as well. Like in the previous section, the differently colored markers
show our simulation results and dashed lines serve as a guide to the eye highlighting the

7The same structure is studied extensively also in Sec. 8.5. See Fig. 8.6 for the energy landscape of the
structure and Fig. 8.7 for its non-interacting and interacting absorption cross-sections as a function of dop-
ing level d for 0 ≤ d ≤ 20.

50



5.3. Higher Harmonic Generation

Figure 5.6: (a-c) Normalized dipole moment frequency spectra of
the two-fold doped graphene triangle specified in Fig. 5.5, analo-
gously to Figs. 5.4a and 5.4b. (d-f) Same as (a-c), but for the 20-
fold doped triangle. The incident electric field strength is encoded
in the transparency of the lines, see the legend on the top right.

associated functional dependencies. In the top row, we show the shaded regions where
nonlinear effects become apparent for the different orders, the bottom row indicates the
functional dependencies of the dashed lines.

The direct comparison of the first pair of modes in Figs. 5.6a and 5.6d, in general, re-
veals no major differences except for a slightly stronger response in all higher orders in
the latter case. However, two things can be noted in particular. First, the response at
the second harmonic, |p̃(2ω0)|, for the single-particle-like mode at 1.36 eV is five orders
of magnitude smaller as compared to the response at the fundamental frequency |p̃(ω0)|
for |E| = 0.1 V/Å. On the other hand, the plasmonic mode at 1.39 eV shows a stronger
second-order response with a difference of only four orders of magnitude. Second, while
the second-order and third-order nonlinear effects in the single-particle-like mode are
of comparable strength for the highest investigated incident field, the second-order re-
sponse in the plasmonic mode is stronger than that of the third order.

Figures 5.7a and 5.7d additionally reveal the magnitudes of the higher-order nonlinear-
ity parameters β(a)

n , that determine the dashed lines and are defined through |p̃(nω)| =

β
(a)
n |Ẽ(ω0)|n for the nth order in subfigure (a), for instance. All values are tabulated in
Tab. C.1 in App. C. To make the parameters of different modes comparable, we compare
their parameters at the fundamental frequencies and calculate β(d)

1 /β
(a)
1 = 4. Please note

that this is exactly the ratio of the oscillator strengths of modes a and d in the absorption
cross-sections in Fig. 5.5b. Thus, we can now make statements independent of the os-
cillator strengths of the modes. The adjusted oscillator strength-independent parameter
ratios between the plasmonic and the single-particle-likemodes for the higher orders are
β

(d)
2 /β

(a)
2 = 15, β(d)

3 /β
(a)
3 = 3.8, and β(d)

4 /β
(a)
4 = 10.7. Conclusively, we note that the gen-

eration of even harmonics is amplified to a considerably larger extent in the plasmonic
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Figure 5.7: (a-c) Absolute values of |p̃(ω)| evaluated at multiples
of the incident carrier frequency ω0, as a function of the maximum
electric field amplitude of the incident pulse in the two-fold doped
graphene triangle. The shaded regions indicate the region where
nonlinear effects become noticeable. (d-f) Same as (a-c), but for
the 20-fold doped triangle, analogously to Figs. 5.4c and 5.4d.

mode of the heavily doped triangle as compared to the single-particle-like mode in the
mildly doped one.

The spectra associated to the off-resonant response in Figs. 5.6b and 5.6e look similar
to each other as well. Yet, we see the tendency that the 20-fold doped triangle offers a
stronger response in all investigated orders in general as compared to the two-fold doped
triangle. Altogether, it is remarkable that the effect of higher harmonic generation in the
off-resonant case for all higher orders is of the same strength like in the above-discussed
resonant cases (normalized to the response at the fundamental frequency, of course).
From Figs. 5.7b and 5.7e, it becomes clear that the induced dipole moment is indeed
generally smaller in absolute value in the off-resonant case as compared to the resonant
case discussed in the previous paragraph. To compare the modes quantitatively, we cal-
culate β(e)

1 /β
(b)
1 = 3.3, in agreement with the ratios of the absorption cross-sections in

Fig. 5.5b. Furthermore, the adjusted higher-order parameter ratios are β(e)
2 /β

(b)
2 = 4.0,

β
(e)
3 /β

(b)
3 = 4.5, and β(e)

4 /β
(b)
4 = 6.7. In conclusion, illuminating the 20-fold doped tri-

angle off-resonantly leads to a stronger higher harmonic generation for all investigated
orders as compared to the two-fold doped structure.

Comparing the third pair of modes allows to draw the most interesting conclusions. The
absorption strength of the modes and their energy is of similar size, β(f)

1 /β
(c)
1 = 0.9,

such that their comparison can indeed be taken as an assessment of what difference
the nature of the mode makes in the emergence of nonlinear effects. As is shown in
Fig. 5.6c, the single-particle-like mode at 2.08 eV in the two-fold doped triangle exhibits
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a dipole Fourier component at the second (third) harmonic which is roughly seven (six)
orders of magnitude smaller than it is at the fundamental frequency for an incident pulse
with maximum amplitude |E| = 0.1 V/Å. Moreover, there is barely any fourth-order re-
sponse. In contrast to that, the plasmonic mode at 2.03 eV in the 20-fold doped structure
in Fig. 5.6f does clearly show fourth harmonic generation. For the third order, we find
an adjusted ratio of β(c)

3 /β
(f)
3 = 1.1, which means that the effect of third harmonic gen-

eration is of the same strength as compared to the single-particle-like mode. We have
|p̃(3ω0)|/|p̃(ω0)| ≈ 10−6 for the highest excitation amplitude both in Figs. 5.6c and 5.6f.
The second order effect, however, is substantially larger in the plasmonic case as com-
pared to the single-particle-like mode. The former exhibits a 1000-fold stronger second
harmonic generation for |E| = 0.1 V/Å, such that we find |p̃(2ω0)|/|p̃(ω0)| ≈ 10−4 in-
stead of 10−7. Also in Figs. 5.7c and 5.7f, this issue is noticeable. While in the former
the red and blue dashed lines intersect, we do not see such an intersection in the latter,
where |p̃(ω0)| > |p̃(2ω0)| > |p̃(3ω0)| > |p̃(4ω0)| holds for all presented excitation ampli-
tudes. The adjusted parameter ratio is β(c)

2 /β
(f)
2 = 18.5, rendering the plasmonic mode

substantially more efficient for second harmonic generation.

5.4 Conclusions

In this chapter, we have introduced a time-domain simulation framework to determine
the electronic dynamics and optical properties of planar carbonmolecules when they are
exposed to an external electric field. In this approach, electronic motion can be tracked
both in real space and in energy space, which makes it feasible to calculate both absorp-
tion cross-sections and energy state population dynamics. The nonlinear optical effect of
higher harmonic generation was demonstrated to occur in systems with interacting elec-
trons due to a nonlinear term in the time propagation equation of the system’s density
operator. We find that the effect occurs in the chains for odd orders only and for all orders
in the investigated triangular graphene nanoantenna. In the last section, we furthermore
studied, how the nonlinear response of single-particle-like and plasmonic modes differ.
Our simulation results suggest that the plasmonic nature of the modes is primarily re-
flected in the even orders of the higher harmonic generation. For single-particle-like
modes and off-resonant illumination, there is an excitation field amplitude above which
we find stronger third harmonic generation as compared to the second harmonic. On
the other hand, in the plasmonic modes under investigation, the higher the order of the
harmonic, the weaker is the effect for all presented excitation strengths.

The time-domain TB framework presented in this chapter is easily extendable to hybrid
systems that consist of an antenna and an additional adsorbed atom. The latter acts as an
impurity in the system and opens up the possibility to tune the absorption cross-section
even further – independently from the doping degree of freedom. In the next chapter, we
will discuss the theory and implications of this extension. Also, we present simulation
results for the electronic structure and optical properties of such hybrid systems, and
identify the parameters in the system that are most crucial for tuning and controlling
their absorption characteristics.
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6 | Optics ofHybrid Systems: Chains
and Adatoms

6.1 Introduction

The interaction of optical nanoantennas and nearby located quantum emitters – be it an
atom, a molecule, or an artificial quantum dot – is generally described within the Pur-
cell formalism [82] with great success. Here, the excited quantum emitter decays from
an energetically higher excited state |e〉 with energy Ee to a lower ground state |g〉 with
energy Eg. In the process, a photon ~ω = Ee − Eg is radiated, where the emission rate
of the decay is crucially determined by the photonic environment that the emitter is ex-
posed to. Plasmonic nanocavities [94, 95], photonic crystals [96, 97], and also plasmonic
nanoantennas [98, 99], for instance, are suitable candidates to engineer this photonic
environment and, consequently, to enhance the spontaneous emission rate by orders of
magnitude if the emitter is located nearby.

To capitalize on the locallymodifieddensity of states or the enhanced electric field around
the plasmonic nanoantenna and, consequently, to engineer its emission rate, it is nec-
essary to bring the emitter into the very close proximity – to distances in the order of
nanometers or at most tens of nanometers, depending on the details of the geometry
and the wavelengths of interest. At these distances, the macroscopic description of the
materials as homogeneousmay break down and the atomistic details of thematerial from
which the photonic structure is made needs to be considered. Non-classical corrections
to the plasmonic response of the antennas due to their atomic structure and electronic
spill-out effects, for instance, were considered in Refs. [239–242]. However, at these short
length scales, an additional couplingmechanism starts to play an important role that the
above-mentioned Purcell description lacks – electron tunneling. Modes that encounter
the effect of electronic coupling between the constituents of plasmonic dimer antennas
are well-known as charge transfer plasmons (CTP) and have been studied before [100–
109]. Besides the CTP, though, the electronic coupling channel between the quantum
emitter itself and the antenna deserves a proper investigation as well.

Theory already offers approaches to electronically couple adsorbates to extended 2D gra-
phene from amaterial physics point of view [110–113]. Here, we focus on the optical per-
spective and extend the discussion to finite structures. Following the TB single-particle
density matrix approach of the previous chapters, we introduce a framework to include
an adsorbed atom (adatom) into the TB description of the nanoantenna, and we study
the optical properties of the hybrid system. In particular, it is our goal to identify sys-
tem parameters like the coupling position and the coupling strength that influence the
electronic structure and optical properties of the nanoantenna themost. Moreover, as re-
cently observed in carbon nanotube quantumdots [243], wewill also see that aweakening
of the optical selection rules can be achieved in carbon nanoantennas with broken sym-
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Figure 6.1: Schematic representation of a hybrid system that con-
sists of an adatom coupled to a nanoantenna, as described by the
Hamiltonian in Eq. (6.1). The excited state |e〉 and |g〉 with energies
Ee and Eg, respectively, are coupled with the hopping rates te and
tg to the pz orbital |lc〉 of the coupling carbon atom lc (blue). Ad-
ditionally, we sketch the incoherent spontaneous emission mecha-
nism with rate γ (brown) and the coherent Rabi oscillation with fre-
quencyΩRabi that occurs in two-level systems which are resonantly
exchanging energy with an electric field E.

metries. As a consequence, previously forbidden optical transitions become allowed and
enrich the absorption spectrum. We discuss the SSH chains to a large extent, since they
can be viewed as very basic model systems for both conducting and insulating molecular
species. This chapter mostly relies on Refs. [A2, A5].

Adatoms in Carbon Structures

Generally, there are two ways to introduce structural modifications or impurities into the
crystal matrix of a carbon nanostructure.

1. Intrinsic modifications can be introduced into the carbon lattice by adding addi-
tional carbon adatoms [244] or lattice defects [245, 246], i.e., removing lattice atoms
from the host material. This situation can be easily accounted for within the TB ap-
proach presented above by modifying the geometry of the considered structure.

2. Extrinsicmodifications can be represented by foreign adatoms of different atomic
species [247–249]. Especially transition metal adatoms are well suited to be trea-
ted within a TB approach, as they predominantly interact with the carbon nanos-
tructure through their pz orbitals [250–253]. Thus, their valence electrons may be
treated as π-electrons as well, just like in the case of carbon.

The extended Hückel model [111, 254] constitutes an approach to couple these foreign
adatoms to the matrix of a host material. It is a variation of the Anderson impurity
model [255, 256] and was successfully applied to couple one-level adatoms to extended
2D graphene before [257–261].

In our approach, however, the adatom is represented by a two-level system to also in-
clude spontaneous emission from the excited state |e〉 to the ground state |g〉 of the ad-
atom. The configuration is sketched in Fig. 6.1. Also, the model is capable of describ-
ing the Rabi oscillation mechanism, which is the coherent exchange of energy between
a two-level system and the modes of an electromagnetic field. In turn, contrary to the
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6.2. Hybrid System Hamiltonian

above-cited works that were predominantly interested in spin-orbit coupling of the ad-
atom with graphene, we continue to treat electrons of opposite spin equally and work
with a nonmagnetic alteration of the above-mentioned Hückel approach.

We discuss the modifications of spontaneous emission and Rabi oscillations in hybrid
systems in detail for adatoms coupled to triangular graphene antennas in Ref. [A5] and
shortly report on it at the end of this chapter. However, this work concentrates on the
systematic analysis of the relevance of the system parameters and the impact that the
adatom has on the electronic structure and optical properties of the nanoantenna.

6.2 Hybrid System Hamiltonian

The TB Hamiltonian of the hybrid structure, that consists of a carbon nanoantenna and
an adatom coupled to it reads

H = t
∑

〈l,l′〉,l<l′

(
|l〉〈l′|+ |l′〉〈l|

)
antenna

+ Ee|e〉〈e|+ Eg|g〉〈g| adatom

+ te

(
|lc〉〈e|+ |e〉〈lc|

)
+ tg

(
|lc〉〈g|+ |g〉〈lc|

)
. interaction (6.1)

Here, the first line is equal to the TB Hamiltonian of the stand-alone nanoantenna in the
previous chapters, Eq. (4.2). In the second line, we introduced the ground and excited
states of the adatom, |g〉 and |e〉, with energies Eg and Ee, respectively. Unless explicitly
stated otherwise, we assumeEe = 0.5 eV andEg = −0.5 eV which are energies measured
relative to the energy landscape of the antenna.

The third line represents the interaction Hamiltonian between the carbon structure and
the adatom. It is characterized by two hopping parameters te and tg that quantify the
overlap of the excited and ground state orbitals of the adatom with the pz orbital |lc〉 of
the coupling atom lc in the carbon structure. In the below investigation, we vary the
adatom coupling strengths te and tg from 0 (uncoupled) to 2t (strongly coupled). In DFT
simulations it has been found that, on the one hand, the case te, tg < t is realized when
metal adatoms are considered [262]. On the other hand, te, tg > t holds true for fluorine,
OH groups, and some carbon radicals as adatoms [253, 263].

The above Hamiltonian implicitly assumes that the adatom is coupled in top configura-
tion to only one of the atoms (lc) in the carbon structure. This assumption holds true for
covalently functionalized graphene, for instance, and is justified for a whole set of cova-
lently bonded impurity adatoms, such as hydrogen, fluorine, and the hydroxyl group OH,
for instance [111, 263].

In our approach, we extend the Na-atomic TB basis set of the carbon structure by two
more states that represent two chemically active orbitals of the adatom, such that N =
Na + 2 is the total number of active orbitals and energy eigenstates in the system. Fur-
thermore, we proceed with a joint real-space basis index {|l̃〉} = {|l〉} ∪ {|g〉, |e〉}, such
that l labels the Na antenna sites only, and {|l̃〉} denotes the set of all N elements in the
real-space basis set. Like in the above chapters, the set of energy eigenstates {|j〉} and
the eigenenergies of the hybrid system in Eq. (6.1) can be found by solvingH|j〉 = Ej |j〉.
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Also, we may expand the eigenstates into the joint basis according to

|j〉 =
N∑
l̃=1

ajl̃|l̃〉 = aje|e〉+ ajg|g〉+

Na∑
l=1

ajl|l〉. (6.2)

6.2.1 State Hybridization and Adatom Population

The state characterization measures for stand-alone antennas introduced in Sec. 4.2.1
can be generalized to the hybrid system in a straightforward manner by replacing l with
l̃ in the respective equations. Additionally, for the hybrid system we define two more
measures that quantify to what extent the two subsystems are hybridized, and to what
extent the state is localized on the adatom.

The state hybridization of state |j〉 reads

hj = 1− |〈j|j0〉| ∈ [0, 1], (6.3)

where |j0〉 is an eigenstate of theHamiltonian Eq. 6.1 for te = tg = 0, i.e., of the uncoupled
system. In that case, we have |j〉 = |j0〉 and, consequently, hj = 0 as intended. Once the
coupling between the adatom and the antenna is turned on, te, tg > 0, state |j0〉 evolves
toward |j〉 6= |j0〉 and hj > 0. It is necessary to point out here, that the state hybridization
depends on the ordering of the states in the energy landscape, i.e., on their index. Thus,
it is crucial to scan the energy landscape for energy level crossings to obtain a correct
interpretation of the hybridization. Below, to circumvent this problem, we will not only
consider hj , but also its derivative ∂hj/∂te,g with respect to the coupling strengths te, tg
to identify parameter regions where the adatom and the antenna interact with each other
the most and, thus, might serve as sweet spots for tuning purposes.

The adatom population of state |j〉 reads

Πj = |ajg|2 + |aje|2 ∈ [0, 1], (6.4)

and it denotes the fraction of the wavefunction of state |j〉 located on the two adatom
orbitals.

6.3 Su-Schrieffer-Heeger Chains

Like in Ch. 4, we begin by first discussing the SSH chains to get an understanding of the
adatom’s impact on the electronic and optical properties of TB systems in general. From
that, we can generalize the behavior to more complicated structures. The chains under
investigation here are obtained from the Hamiltonian in Eq. (4.13) with N = 70 and
∆ = ±0.3t.

6.3.1 Electronic Structure

Figure 6.2 shows the energy landscape of (a-e) the linear chain, (f-j) the dimer chain,
and (k-o) the topological insulator in the optically active region around the Fermi energy
for |E| ≤ 2.5 eV as a function of the coupling strengths te = tg. We couple the adatom
successively to three edge atoms (lc = 1, 2, 3) and to two atoms from the bulk (lc = 18, 35)
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Figure 6.2: Energy landscapes of the hybrid system that consists of
an adatom coupled to a 70-atomic (a)-(e) linear chain, (f)-(j) dimer
chain, and (k)-(o) topological insulator with |∆| = 0.3t. The color
encodes the parity of the states’ wavefunction part that is located
on the chain, i.e., Pj =

∑Na
l=1 ajlaj,Na+1−l.

of the chains. The bulk coupling atoms are chosen such that the adatom splits the 70-
atomic chain in ratios of nearly 1:3 and 1:1, respectively. The line colors encode the
parity of that part of the respective state’s wavefunction that is located at the chain sites,
Pj =

∑Na
l=1 ajlaj,Na+1−l. It is apparent from the figure that the coupling position plays a

crucial role for the electronic structure of the hybrid system. Therefore, in the following
we treat edge coupling and bulk coupling separately.

Coupling to Edge Atoms

Let us consider the first three columns of Fig. 6.2 first, where we couple the adatom to the
edge atoms lc = 1, 2, and 3. Coupling the adatom to lc = 2 barely leads to any changes
in the spectrum of any of the the hybrid systems, as can be seen in Figs. 6.2b, g, and
l. In all three subfigures, the states that originate from the chain are hardly affected
and neither change their parity nor their energy, no matter how strongly the adatom is
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coupled to the chain. This can be explained by investigating the expansion coefficients
cj2 of the stand-alone chains’ states that are energetically close to the adatom’s energies.
For these states, cj2 ≈ 0 in all three species. See for example the HOMO and LUMO
states in Figs. 4.2c-e, which exhibit nearly vanishing expansion coefficients cj2 in the 20-
atomic chain. The same reasoning applies to the 70-atomic chain as well. Thus, coupling
effects between the chain and the adatom are negligible in this configuration. However,
in all three cases, the states that stem from the adatom (|g〉 and |e〉 for te = tg = 0, see
Fig. 6.2f) strive toward 0 eV for increasing coupling strengths. In the case of the linear
chain, see Fig. 6.2b, they even cross chain state levels in the process without disturbing
them notably.

On the other hand, within one chain species, we observe that the electronic structure
exhibits qualitatively the same behavior when we couple the adatom to the chain sites
lc = 1 and lc = 3. Indeed, as can be seen in Figs. 4.2c-e, the expansion coefficients cj1
and cj3 of the relevant states in the stand-alone chains attain comparably high values.
Yet, in the dimer chain, they are energetically still rather far away from the adatom’s
energies which is why also in these configurations we hardly observe any coupling of
the adatom with the quasi-continuum states below and above the band gap. Also in the
topological insulator case, coupling of the adatom stateswith the quasi-continuumstates
practically does not occur. However, as the coupling atoms lc = 1, 3 host the famous edge
states of the topological insulator, which are, furthermore, energetically relatively close
to the adatom states, we observe strong energy shifts and strong hybridization already
for comparably small coupling strengths in Figs. 6.2k and 6.2m. We will see below in
Sec. 6.3.4 that, despite the drastic shift of the states’ energies in the spectra of these two
configurations, their absorption cross-sections are nevertheless hardly affected due to
the low optical activity of the involved states.

The most interesting species for the purpose of optical tuning is the linear chain. Here,
both for lc = 1 and 3, all states in the investigated energy region are shifted in energy and
also change their parity value. Both of these observations are important for the tunability
of the optical properties of the chains. Whereas the former is reflected in the absorption
cross-section by a shift of already existingmodes, the latter relaxes optical selection rules
and enables electronic transitions that were previously symmetry-forbidden. For these
reasons, we will only discuss the most interesting case of the linear chain in more detail
in the following.

Coupling to Bulk Atoms

The right two columns in Fig. 6.2 present the simulation results for coupling the adatom
to the bulk atoms lc = 18 and 35, such that the chains are geometrically split in ratios 1:3
and 1:1, respectively. For the dimer chain and the topological insulator, we observe qual-
itatively the same behavior. As the two near-zero edge states in the topological insulator
are located on the edge sites, they do not participate to the bulk coupling here and are left
unaffected. Only the quasi-continuum states below and above the band gap participate in
both insulating species. Their states both shift in energy and lose their well-defined par-
ity which are beneficial trends for optical tuning purposes. On the other hand, the states
which are introduced via the adatom tend toward zero for increasing coupling strength
just as for lc = 2.

Figures 6.2d and 6.2e show the linear chain’s bulk coupling characteristics. With the
naked eye, it is hard to distinguish both cases from another and also from the edge cou-
pling case lc = 1 in Fig. 6.2a. However, for lc = 18, we find energy regions in the strong
coupling limit where states cluster together, not necessarily with alternating parity, as in
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Figure 6.3: Real-space expansion coefficients ajl̃ of the states in
the hybrid system that consists of an adatom and a linear chain. In
(a), we show the decoupled system with te = tg = 0. (b) and (c)
present the situation when the adatom is coupled to the edge atom
lc = 1 (indicated by the vertical dashed line)with coupling strengths
te = tg = 0.5t and 2t, respectively. (d) and (e) present the situation
when the adatom is coupled to the bulk atom lc = 18 with coupling
strengths te = tg = 0.5t and 2t, respectively.

all other cases before. For lc = 35, however, we obtain almost equally spaced energy states
of alternating parity signs both for vanishing and non-zero coupling strengths.

Exemplarily for edge and bulk coupling, Fig. 6.3 shows the real-space expansion coeffi-
cients ajl̃ of all energy eigenstates of the hybrid system that consists of the adatom and
the linear chain as specified above for lc = 1 (edge) and 18 (bulk). We show the uncou-
pled system (te = tg = 0) in Fig. 6.3a, where the adatom states are fully localized on the
adatom orbitals. In contrast, all other states are located on the chain’s atoms and exhibit
a particle-in-a-box pattern as already discussed in Fig. 4.1c before.

Figures 6.3b and 6.3c show the edge coupling case lc = 1 for relatively small (te = tg =
0.5t) and high (te = tg = 2t) coupling strengths. In the former situation, we see that the
adatom hybridizes with the chain considerably. Many energy eigenstates exhibit popu-
lation contributions on both the adatom and the chain orbitals simultaneously. In the
latter case of high coupling strength, on the contrary, there are only two states in the
optically active middle part of the spectrum that comprise the adatom. These states,
however, hardly comprise the chain orbitals. Additionally, aj1 ≈ 0 holds for all states ex-
cept for j = 1 and j = 72 (see the atomic sites along the vertical dashed line). Therefore,
the system effectively turns into a 69-atomic linear chain on the one side, and a solitary
carbon atom lc = 1 that the adatom is coupled to, on the other side.

Figures 6.3d and 6.3e refer to the bulk coupling configuration at lc = 18 for the cases
of relatively small (te = tg = 0.5t) and high (te = tg = 2t) coupling strengths. In the
former case, we observe hybridization of the adatomwith the chain in the optically active
region around the Fermi energy. Also, thewavefunctions of the highest and lowest single-
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particle energy states get attracted by the adatom. In the case of stronger coupling, we
observe a similar behavior like in the edge case. The system collapses into its fragments
and turns into a short 17-atomic chain, a long 52-atomic chain, and a solitary carbon
atomic which is very strongly coupled to the adatom. Interestingly, the two chains of
different lengths are electronically effectively decoupled from each other.

6.3.2 Hybrid State Characterizations

To obtain a complete understanding of the coupling configurations that are not explic-
itly shown in the above-presented figures, we show the state characteristics for the hybrid
adatom-linear chain system in Fig. 6.4 and discuss them briefly. In this system, the re-
sponse of the coupled system differs strongest in a non-trivial sense from the states of
the uncoupled one among all investigated species.

Figures 6.4a-e show the square root of the absorption activity
√
Aj as a function of the

coupling strength te, tg ∈ [0, 2t] for the five coupling positions already discussed above.
It can be stated that for every coupling position, the HOMO and LUMO states dominate
the absorption mechanism at small coupling strengths. If coupling is increased, though,
the bulk coupling configuration shows more additional contributions from other states
below and above the HOMO and LUMO that become relevant, whereas we hardly notice
any changes for lc = 2. Only the states HOMO-1 and LUMO+1 for lc = 1 and 3 play a role
as well.

The hybridization hj is shown in Figs. 6.4f-j. In all five cases, the adatom states ex-
hibit strong increases in hybridization. For lc = 2, though, this is only an artefact of
their state index change. Concerning the states that were introduced into the system by
the chain, and that contribute the most to the optical interaction of the hybrid system
in total, the discussion can be split into edge and bulk coupling configurations again.
In the edge coupling cases, the hybridization remains comparatively small – apart from
the faint contributions of the HOMO and LUMO for lc = 1, 3. On the other hand, bulk
coupling leads to a broad increase of hybridization for almost all states in the presented
range in Figs. 6.4i and 6.4j. Thederivatives of the hybridizationwith respect to the cou-
pling strengths in Figures 6.4k-o reveal that the hybridization sets in predominantly for
small coupling strengths in all five cases. Moreover, not all states hybridize at the same
coupling strength. There is a trend for states further away from the adatom energies to
hybridize at higher coupling strengths.

Figures 6.4p-t show the localization Lj of the hybrid system’s states. As previously dis-
cussed in Sec. 4.3.2, all chain states attain the localization Lj = 0.33 in the uncoupled
system. The localization of the states introduced by the adatom, on the other hand, is 1
in the uncoupled structure. In the edge coupling configuration for lc = 1 and 3, increas-
ing the coupling strengths leads to a substantial increase of localization for the HOMO
and LUMO, as they are almost exclusively localized on the adatom orbitals, see Fig. 6.3c.
In contrast, bulk coupling affects the localization of almost all states as the coupling
strength is increased. Our observations are in line with the findings of Fig. 6.3e, where
we argued that the chain collapses into two smaller ones for high coupling strengths. In
Fig. 6.4t, this translates to the fact that – except for the HOMO and LUMO – all states are
either completely localized on the one side of the chain or on the other with respect to
the adatom that effectively separates the two sides. Since the two chain fragments have
almost equal lengths, their states attain the same localization value again. Figure 6.4s
shows this fact in an even more instructive manner. As the chain is split in a ratio of
1:3 in this case, we observe a recurring four-state pattern for high coupling strengths.
Three states in a row are localized on the longer part of the chain with a relatively small
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Figure 6.4: (a)-(e) Square root of the absorption activity
√
Aj of

the states of the hybrid system consisting of an adatom and the 70-
atomic linear carbon chain. We show the states in the region near
the Fermi energy that is most relevant for optical interaction mech-
anisms, as a function of adatom coupling strengths te, tg. The ad-
atom is successively coupled to the edge atoms lc = 1, 2, 3 and to
the bulk atoms 18 and 35. (f)-(j) State hybridization hj of the same
hybrid system. (k)-(o) Derivative of the state hybridization with re-
spect to the adatom coupling strengths ∂hj/∂te,g. (p)-(t) State lo-
calization Lj . (u)-(y) Square root of the adatom population

√
Πj .
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localization, followed by one state localized on the shorter part of the chain with a high
localization value, see also Fig. 6.3e.

The adatom populationΠj of the states in Figs. 6.4u-y reveal that, in the edge coupling
case, whenever a state is localized, it is localized in the adatom orbitals (note the simi-
larity of the subfigures in the fourth and fifth rows). On the other hand, when coupling
the adatom to the bulk, we observe that localization on chain sites is also possible, espe-
cially for higher coupling strengths – supporting the discussion of Fig 6.3e in the previous
paragraph.

In this section, we have investigated in detail how the energy landscapes and the state
characteristics change upon coupling an adatom to the SSH chains. To that end, we have
relied onmeasures of individual states in the hybrid system. The optical properties, how-
ever, emerge as a collective feature involving transitions from one state to others. There-
fore, we discuss in the following how the transition dipole moments and, consequently,
the oscillator strengths are modified when the adatom is coupled to the chains.

6.3.3 Transition Dipole Moments

Beforewe finally discuss the absorption cross-sections of the hybrid systems, we first take
a look at how the transition dipole moments between the states in the hybrid system are
modified. To that end, we show in Fig. 6.5 the transition dipole moments |〈j|r̂|j′〉| of
the hybrid system comprised of an adatom and the linear chain discussed above for the
five previously mentioned coupling positions and for different coupling strengths te =
tg = 0.5t, t, and 2t. For convenience, at the top of the figure, we repeat the plot of the
transition dipole moments of the uncoupled linear chain that was already provided in
Fig. 4.3a. However, here we additionally introduce two rows and columns for the adatom
states |e〉 and |g〉.

Let us first discuss the edge coupling configurations. Apart from the effects that arise
due to the level crossing, the case lc = 2, again, does not exhibit any noteworthy features,
as coupling to this atom is negligible for all three coupling strengths (note the logarithmic
scale). Coupling to atoms lc = 1 or 3, on the other hand, enables many transitions that
are additionally introduced into the the checkerboard pattern along the diagonals, when
the coupling is weak and the systems hybridize notably (top row, te,g = 0.5t). For stronger
coupling, however (middle and bottom row, te,g = t and 2t), the checkerboard patterns of
states with well-defined symmetry are restored and, consequently, the associated elec-
tronic transitions are symmetry-forbidden again. This is in line with the discussion of
Figs. 6.4k and 6.4m, where we saw that notable mixing of the two subsystems to a new
hybridized entity occurs predominantly for rather small coupling strengths te,g ≈ 0.5t.
For larger coupling strengths, this mixing character vanishes, and we find again two sep-
arate units of smaller size and states of well-defined parity.

In the bulk coupling configuration, we observe a significantly different scheme. Already
for the smallest coupling strength under investigation (top row, te,g = 0.5t), many ad-
ditional strong transitions are enabled by breaking the symmetry of many states in the
system. This increased number of optically contributing transitions persists for te,g = t
(middle row), but is reduced for te,g = 2t (bottom row). We conclude that for small and
intermediate coupling strengths, the system still behaves as a hybridized entity withmo-
dified optical properties. For higher coupling strengths, however, the chain collapses
into its fragments and the resulting absorption characteristics are similar to that of two
shorter chains.
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Figure 6.5: Transition dipole elements |〈j|r̂|j′〉| between the states
in the hybrid system comprised of an adatom and the linear 70-
atomic chain for the edge and bulk coupling positions lc = 1, 2, 3
(three left columns) and lc = 18, 35 (two right columns). The cou-
pling strengths are te = tg = 0 (single top figure), 0.5t (first row), t
(middle row), and 2t (bottom row). Red frames indicate the param-
eter sets discussed in Fig. 6.3.

6.3.4 Absorption Cross-Sections

Non-Interacting Absorption Cross-Sections

Since it is conceptually easier to access and interpret as compared to the system with
interacting electrons, we first show in Fig. 6.6 the non-interacting absorption spectra of
all three hybrid adatom–chain systems as a function of adatom coupling strengths for
the five coupling positions already discussed above.

We begin with the discussion of the dimer chain (f-j) and the topological insulator (k-
o), as they share many features in their spectra. Both absorption spectra are dominated
by many closely spaced modes above 3 eV that belong to electronic transitions from the
quasi-continuum of states below the Fermi energy to the ones above, see also Fig. 6.2.
In infinite chains, one could call them inter-band modes made up by transitions from
the valence to the conduction band. In the case of the topological insulator, we addi-
tionally find a set of closely spaced modes inside the band gap that couple the two edge
states to the two quasi-bands even in the uncoupled system. Hence, this effect is intrin-
sic to the topological insulator and not related to the adatom. A similar set of states is
found for non-zero coupling strengths in the dimer chain, too, when the adatom states
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Figure 6.6: Square root of the non-interacting absorption cross sec-
tion for the hybrid chain-adatom systems for the 70-atomic (a-
e) linear chain, (f-j) dimer chain, and (k-o) topological insulator,
again with |∆/t| = 0.3, as a function of adatom-chain coupling
strengths te, tg. The adatom is successively coupled to the edge
atoms lc = 1, 2, and 3 in the left columns, and to the bulk atoms
lc = 18 and 35 in the right columns, such that the chain is roughly
split in the ratios 1:3 and 1:1, respectively.

are introduced inside the band gap and serve as mediators between the two quasi-bands.
Moreover, also the two states introduced by the adatom couple to each other. In the dimer
chain, this translates to a faint red-shifting low-energy mode below 1 eV. In the topolo-
gical insulator, on the other hand, this is only seen in the bulk coupling configurations in
Figs. 6.6n and 6.6o, when the two adatom states energetically approach each other as the
coupling strengths are increased, see again Fig. 6.2. In the edge coupling case, however,
we observe two strongly blue-shifting modes for lc = 1, 3. They stem from transitions
between the parityless states in Figs. 6.2k and 6.2m, which dive into the quasi-continua
for coupling strengths around 0.5t and 1.5t, respectively, and from transitions between
these states to the edge states. The last noteworthy feature in both species is the slight
blue-shift of many quasi-continuum modes in the bulk coupling cases.

The non-interacting absorption cross-section of the linear chain is modified by the ad-
atom in a completely different manner. Rather than introducing new optically active
states into anotherwise rather unaffected energy landscape, the adatomcompletely chan-
ges the energy landscape of the linear chain and creates a truly hybridized system. Other
than in the previous paragraph, modes that involve predominantly transitions from the
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adatom states are not detectable in Figs. 6.6a-e, but all modes stem from the totally hy-
bridized system.

For the edge coupling configurations lc = 1 and 3, for instance, we observe a strong red-
shifting mode below 0.5 eV with energy 0.24 eV for te,g = 0. It is clearly associated with
the transition from the HOMO to the LUMO states at E = ±0.12 eV in the uncoupled
system. As the coupling strengths are increased, the HOMO and LUMO approach each
other in Fig. 6.2a and, consequently, the corresponding mode red-shifts. Additionally,
another prominent mode emerges for te,g > t which can be associated to the transitions
|HOMO-1〉 � |HOMO〉 and |LUMO〉 � |LUMO+1〉. Higher order modes are almost unaf-
fected in the edge coupling configuration.

Next, we couple the adatom to the bulk atom lc = 18 of the linear chain. The corre-
sponding non-interacting absorption cross-section in Fig. 6.6d has one prominent mode
at 0.24 eV in the uncoupled structure, which turns into one prominent mode at 0.33 eV
and another pronounced mode at 0.98 eV for te,g = 2t. The interpretation is supported by
considering Fig. 6.3e again. The chain is split into two shorter chains of 18 and 52 atoms,
that are effectively decoupled from each other for high adatom coupling strengths. Con-
sequently, the twonewmodes that emerge can be associatedwith theHOMO-LUMOtran-
sition of these two shorter chains. Indeed, the HOMO and LUMO states of an 18-atomic
and 52-atomic linear chain reside at±0.16 eV and±0.49 eV, respectively. Similarly, cou-
pling to the bulk atom lc = 35 effectively creates two shorter 35-atomic chains. The
associated HOMO and LUMO states reside at ±0.25 eV and produce a bright absorption
peak around 0.5 eV in Fig. 6.6e for high adatom coupling strengths.

Interacting Absorption Cross-Sections

To finalize the discussion on the SSH chains, we condense all information of the previous
sections and present in Fig. 6.7 the interacting absorption cross-section. To determine
the induced electric charge in the hybrid system, we need to determine the elements of
its Coulomb interactionmatrix, vhyb. The discussion on how exactly the elements are cal-
culated is moved to App. B.2. Subsequently, the system is propagated in time according
to Eq. (5.11) with λ = 1 after it has been kicked by a spectrally broad electric probing
pulse, and the absorption cross-section is found through Eq. (5.14).

By comparing Figs. 6.6 and 6.7, it can be stated that the non-interacting absorption cross
sections of the hybrid systems, that contain the dimer chain and the topological insulator,
are only mildly modified when we take into account electron-electron interactions. The
modes above 3 eV behave mostly the same. However, we notice that the modes inside
the band gap rather blue-shift, while they previously red-shifted in the discussion above.
Additionally, the Coulomb interaction smears out the heavily shifting modes in Figs. 6.7k
and 6.7m that dive into the quasi-continua. Other than that, our results largely overlap
with the non-interacting case, which is in agreement with the previous findings, that
Coulomb interaction may be neglected in stand-alone isolating species like the dimer
chain and the topological insulator [A2, 121].

The edge coupling configurations for the linear chain in Figs. 6.7a-c look substantially
different as compared to the non-interacting case. First, the prominent low-energymode
has considerably moved to the blue and resides at 0.67 eV in the uncoupled system. Even
when the coupling is increased, the mode remains relatively stable and does not shift
considerably. Moreover, the next higher-order mode shifts to much higher energies as
well and occurs around 1.8 eV in the interacting system. In particular, we need to note
that the red-shift of the lowest-energetic mode in the non-interacting case is completely
destroyed by the Coulomb interaction. Coupling to the bulk, on the contrary, offers much
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Figure 6.7: Square root of the interacting absorption cross section
for the hybrid chain-adatom system for the 70-atomic (a-e) linear
chain, (f-j) dimer chain, and (k-o) topological insulator. All re-
maining specifications are equal to the ones in Fig. 6.6.

richer tuning possibilities. For lc = 18, the range between 0.35 and 1 eV is covered with
comparably bright modes, and for lc = 35, it is even possible to reach up to 1.4 eV for
coupling strengths below t.

6.4 Modifications of Quantum Optical Phenomena in Hybrid
Systems

The comprehensive discussion of how common quantum optical phenomena are modi-
fied by adsorbing an adatom to a nanoantenna in the above-presented manner is far be-
yond the scope of this thesis. However, to close this chapter, we shortly summarize the
main findings of our work in Ref. [A5], where we discuss a hybrid system comprised of a
triangular armchair graphene nanoantenna and a two-level system coupled to it. So far,
we have focused in this chapter on how the nanoantenna’s electronic and optical proper-
ties are modified by the presence of the adatom. In Ref. [A5], on the contrary, we change
the perspective and focus on how quantum optical phenomena in the adatom – such as
Rabi oscillations and spontaneous emission – are modified upon coupling it to a nanoan-
tenna in a self-consistent manner.
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Figure 6.8: (a) A two-level adatom with intrinsic transition dipole
moment deg is coupled with the coupling strengths te,g to the top
left atom of a 126-atomic armchair triangular graphene nanoan-
tenna. The configuration is illuminated with a vertically polarized
plane wave of frequency ω0, which is determined by the HOMO-
LUMOgap in (b). (b) Energy level diagram of the hybrid systemwith
Ee,g = ±0.5 eV in (a) in the region |E| < 2 eV, for coupling strengths
in the range 0 ≤ te,g ≤ 2t. The color of the lines indicate the adatom
populationΠj of the corresponding state. (c) Real-space expansion
of the HOMO state for four different coupling strengths.

Rabi Oscillations

To account for the Rabi oscillation mechanism in our model, we allow charge transfer
between the excited and ground states of the two-level adatom also via the optical rather
than the electronic channel. To that end, we directly couple their intrinsic transition
dipole moment deg = ereg to the total electric field at the position r0, where the adatom
is located. Consequently, the electric potential in Sec. 5.2.2 is augmented and reads

ϕ(r, t) = ϕext(r, t) + ϕind(r, t) + reg ·E(r0, t) (|e〉〈g|+ |g〉〈e|) . (6.5)

In contrast to the previous chapters, the total electric fieldE(r, t) is nowdependent on the
position. While the external electric field Eext is still spatially constant, we now account
for the potentially strong inhomogeneous induced electric fields in the vicinity of the
nanoantenna, E(r, t) = Eext(t) + Eind(r, t). The Rabi oscillation frequency between two
states |j〉 and |j′〉 is then [264, 265]

ΩRabi =
1

~

√
|E(r0) · deg|2 +

(
Ej′ − Ej − ~ω0

)2
. (6.6)

We study an armchair graphene triangle with 126 atoms and side length 2.4 nm. The ad-
atomwithEe,g = ±0.5 eV and |deg| = 7.5 D is coupled to the top left atom at the corner of
the triangle with te = tg ≤ 2t, see Fig. 6.8a. The coupled system is exposed to a vertically
polarized continuous plane wave illumination. Moreover, the frequency ω0 of the illumi-
nation is chosen to be always resonant with the HOMO-LUMO transition of the system.
Please note that this frequency is reduced with te,g as the HOMO and LUMO states tend
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toward zero for increasing coupling strength, like in the above-presented dimer chain
system, see Fig. 6.8b.

We observe that the Rabi frequency decreases whilst the coupling strength between the
adatom and the triangle is increased. The reason for this is the relatively large assumed
dipolemoment of the isolated adatomof 7.5 D in comparison to the relatively small dipole
moments of transitions that occur between states of the isolated graphene nanoantenna,
forwhichwehave djj′ ≤ 5 D [A5]. For te,g = 0, theHOMOandLUMOstates are completely
localized on the adatom orbitals, as can be seen by the color code in Fig. 6.8b and (for
the HOMO) in the top left configuration of Fig. 6.8c. As the coupling is increased, the
adatom hybridizes with the nanoantenna more and more. In the process, the HOMO and
LUMOstates increasingly extend over the nanoantenna aswell, as is shown in Fig. 6.8c for
different coupling strengths te,g ≤ 2t. Thus, the HOMO-LUMO transition dipole moment
decreases due to this admixture of the antenna contribution and – according to Eq. (6.6)
– so does the Rabi frequency.

Spontaneous Emission

The spontaneous decay of an excited system in a cavity, that undergoes a transition from
state |j′〉 with energy Ej′ to state |j〉 with energy Ej < Ej′ , accompanied by the emis-
sion of a photon ~ωjj′ = Ej′ − Ej , can be described within the Green’s tensor forma-
lism [266, 267]. In previous works, this approach was not only successfully applied to
traditional high-Q cavities, but also to the case of plasmonic nanoantennas as open lossy
cavities [268, 269]. The associated decay rateΓ of the excited system is given by [26]

Γ =
2ω2

jj′

~ε0c2
0

dTjj′ · Im
←→
G (r0, r0, ωjj′) · djj′ , (6.7)

where djj′ is the associated transition dipole moment, and
←→
G (r0, r0, ωjj′) denotes the

Green’s tensor of the configuration including the plasmonic nanoantenna. The totalGreen’s
tensor

←→
G =

←→
G H +

←→
G S can be decomposed into the homogeneous part

←→
G H accounting

for the response in free space, and the scattered part
←→
G S quantifying the influence of the

nanoantenna [270]. Therefore, also the emission rate can be decomposed into the two
parts, Γ = ΓH + ΓS. According to that, we observe two qualitatively different mecha-
nisms that lead to a modification of the spontaneous emission rate of the HOMO-LUMO
transition.

• Electronic/Chemical Coupling: The homogeneous component of Eq. (6.7) in the
absence of a scatterer (in our case the antenna) is known as the Weisskopf-Wigner
rate and reads ΓH = ω3

jj′ |djj′ |2/3πε0c
3
0~ [271, 272]. Thus, both the transition fre-

quencyωjj′ and the transition dipolemomentdjj′ enter the calculation. In Figs. 6.8b
and 6.8c, we have seen that both quantities are modified as the adatom and the an-
tenna couple electronically. They depend on the coupling strengths te,g, i.e., on the
distance of the adatom to the antenna, and are reduced with increasing hybridiza-
tion. Consequently, also the homogeneous part of the Green’s tensor is affected by
the electronic tunneling between the adatom and the antenna, and we observe a
reduction of the homogeneous part of the spontaneous emission rate.

• Optical Coupling: Further alterations of the decay rate stem from the modifica-
tion of the photonic environment the adatom is exposed to. In particular, the mere
presence of the nanoantenna changes the local density of optical states and, in the
process, the emission characteristics of the adatom. Our simulation results show
a substantially increased spontaneous emission rate as compared to the free space
emission rate with ΓS/ΓH > 103 for distances of a few Ångström [A5].
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Conclusively, we can note that for coupling distances below 1 nm (which belong to inter-
action strengths in the order of 1 eV), the electronic coupling channel enabled by te,g > 0
leads to a significantmodification of the spontaneous emission rate for theHOMO-LUMO
transition of the hybrid system. In particular, we find quenching of Γ as compared to the
uncoupled case te,g = 0 due to a decrease of both the transition dipole moment and the
associated transition frequency.

6.5 Conclusions

In this chapter, we have presented a framework to treat chemically coupled hybrid sys-
tems that consist of an optical nanoantenna and an adsorbed atom, modeled as a two-
level system. We studied the influence of the systemparameters such as coupling position
and coupling strength on the electronic structure of the antenna. Furthermore, the tun-
ability of the optical properties of the hybrid system was investigated. In particular, we
found that the coupling position is crucial for the way the electronic structure is modified
by the presence of the adatom. The metallic linear chain was found to be most attractive
for optical tuning purposes in the case of relatively weak bulk coupling. For high coupling
strengths, the adatom acts like a potential barrier for the wavefunction of the hybrid sys-
tem and effectively splits the antenna apart into subsystems. The wavefunction is then
located either on one part of the subsystem or the other. The two insulating chains, on
the other hand, are affected less by the presence of the adatom, and only the states that
were introduced into the band gap by the adatom approach each other for increasing cou-
pling strengths. The model species, whose electronic and optical behavior resembles the
armchair graphene triangles the most, is the dimer chain.

In the last section of this chapter, we have shortly reported on our main findings in
Ref. [A5]. In particular, we study the modifications of the Rabi oscillations and sponta-
neous emission rate between the HOMO and LUMO states of the hybrid system as a func-
tion of the coupling strength, i.e. distance between the adatom and the nanoantenna. We
find that both the Rabi oscillation frequency and the spontaneous emission rate of the
transition are suppressed by the electronic coupling channel when te,g > 0.
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7 | Quantifying Plasmonicity inOp-
tical Nanostructures: A Litera-
ture Review

7.1 Introduction

Many attempts have been made in literature to define and determine what a plasmon
is on the nanoscale. For that purpose, a variety of different characteristic features were
taken into account [114–116, 118–122, 124, 125, 207, 273–276]. Generally, the object
of interest is the electron dynamics in the considered structure upon excitation, be it in
real or energy space. However, up to now there is no convincing definition of a plasmon
on the nanoscale the scientific community has agreed on. Therefore, we see the need
to review and reassess several approaches to characterize plasmons on the nanoscale in
this chapter. We also want to raise awareness that all of these approaches only shine light
on a certain aspect of what constitutes a plasmon. In particular, the problem has been
identified in literature that there coexist definitions of what is a plasmonic response from
a classical, a quantum mechanical, and an experimental perspective side by side [119].
While some parts of the definitions and characterization strategies provide consistent
results, some also contradict each other.

Since discrete energy states do not exist in a classical framework, the need to distinguish
between single-particle-like andplasmonicmodes emerged onlywith the advent of quan-
tum mechanical approaches to model the optical response of nanostructures. Among
these methods are the jellium model [196], the configuration interaction method [200,
201], density functional theory (DFT) [80, 114, 118, 121–125, 206–212, 277, 278], the
Bethe-Salpeter approach [202–204], quantum fluid dynamics [197–199], and the tight
binding (TB) approach [46, 47, 185, 187, 279, 280].

Metallic nanoparticles and small molecular atomic clusters are ideal candidates to study
the nature of optical modes that they sustain. In many of these systems, we simultane-
ously observe single-particle-like and plasmonic resonances at the same time:

• Single-particle-likemodes appear as discrete electronic transitions fromanoccupied
initial state |i〉with energyEi ≤ EHOMO to an unoccupied final state |f〉with energy
Ef ≥ ELUMO in a given nanoscopic system, see Fig. 7.1a. Consequently, the energy
~ωif of such a transition can be predicted by the energy difference of the involved
states in the non-interacting energy level diagram according to ~ωif = Ef − Ei.
After the system has absorbed a photon with energy ~ωif , an electron can be lifted
into a higher energetic state accordingly.

• Plasmonic modes, on the other hand, are often assumed to emerge as a result of
long-range electron-electron interaction, such asCoulomb interaction. Thesemech-
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Figure 7.1: (a) Schematic illustration of a single-particle transition
of an electron between the states |i〉 → |f〉 in energy space. (b)Real-
space graphical illustration of a classical localized dipolar plasmon
in a gold sphere as an electric field E impinges.

anisms couple the involved electrons coherently, such that theymove as a collective
electron cloud back and forth across the ionic background, i.e. the atomic cores of
the hostmaterial, see Fig. 7.1b. Thus, the associatedmode energymay deviate from
transition energies that result from energy differences in the non-interacting en-
ergy landscape. Rather,Coulomb interactionmust be taken into account to correctly
predict the energy of the mode.

Onemajor issue that comes alongwith schematic representations of single-particle tran-
sitions on the one hand and plasmons on the other hand is already implicitly addressed in
Fig. 7.1. Single-particle transitions are predominantly diagrammed in energy space. Con-
versely, plasmonic modes tend to be graphically schematized in real space in most cases.
This practice leads to the situation that many scientists in the field have no clear idea of
how a single-particle transition manifests itself in real space. Or, on the contrary, how
a plasmon is intrinsically created by electronic motion between states in energy space.
This leads to many misleading or even wrong schematic illustrations of these kinds in
literature. Therefore, two major objectives of this thesis are to raise awareness for this
issue and to clarify which statements about the real-space (energy-space) dynamics of
single-particle-like (plasmonic) modes can be made reliably.

Before we introduce our own contribution to the field – the energy-based plasmonic-
ity index (EPI) – in the next chapter, the purpose of this chapter is to provide a broad
overview over several approaches that aim to characterize single-particle-like and plas-
monic response in nanostructures. To that end, we review the most prominent classical
and quantum mechanical concepts of plasmonicity that exist in literature. Moreover, we
shine light on computational procedures and metrics that have been developed to decide
on how plasmonic a given mode is – and discuss what plasmonic exactly means in the
respective context.

7.2 Plasmonicity Index andGeneralized Plasmonicity Index

From a classical perspective, the smoking gun of a plasmonic resonance is the real-space
charge cloud oscillation of mobile electrons relative to the static atomic cores. This os-
cillation is driven by an externally applied electric irradiation fieldEext and the resulting
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induced electric fieldEind is experimentally well-observable. The underlying philosophy
in this approach of characterizing a plasmon is to trace the electronicmotion in real space
and the induced field generated by this oscillation. Along these lines, Bursi et al. [114]
proposed the plasmonicity index (PI) in 2016 to determine how plasmonic a mode ξ sus-
tained by a nanostructure is. They introduced the PI according to

PIξ =

∫
d3r |φind

ξ (r)|2∫
d3r |ρξ(r)|2

, (7.1)

where ρξ(r) denotes the transition density or the induced charge density of mode ξ in a
time-dependent density functional theory (TD-DFT) or classical framework, respectively.
Moreover,

φind
ξ (r) =

1

4πε0

∫
d3r′

ρξ(r
′)

|r− r′|
(7.2)

is the induced potential associated with ρξ(r).

One year later, in 2017, Zhang et al. [115] refined the PI by normalizing it with the external
potential φext(r) that is applied to generate the structure’s response. This dimensionless
measure is called the generalized plasmonicity index (GPI),

GPIξ =
|
∫

d3r ρξ(r)φind
ξ (r)|

|
∫

d3r ρξ(r)φext(r)|
, (7.3)

where φind
ξ (r) is defined in Eq. (7.2) and the external potential obeysEext(r) = −∇φext(r).

Both measures are based on the induced potential that builds up in the structure as a
response to the unequal charge distribution. Therefore, these measures are expected to
peak when the transition densities or induced charge densities of the associated modes
exhibit a pronounced charge separation and, therefore, induce strong electric fields. Note
that both Eqns. (7.1) and (7.3) are evaluated using exclusively real space-based quantities.
The GPI is superior to the PI in the sense that it is dimensionless and independent on
the absolute value of the external illumination intensity. However, both indices are not
normalized to a certain interval. Thus, the (G)PI of, say, the fundamental dipolar mode
in a gold Au20 chain cannot be directly compared to the (G)PI of the corresponding mode
in a sodium Na20 chain.

Furthermore, from the two measures one cannot decide if the mode under consideration
is only present in the interacting system, since it originates from Coulomb interaction, or
if the mode is present in the associated non-interacting system as well and can be related
to a single-particle transition in the non-interacting energy level diagram. The real-space
induced charge densities of single-particle HOMO-LUMO transitions in polyacene mo-
lecules [208] or silver and gold nanowires [276, 281], for example, exhibit large dipole
moments and strong charge separation. Also, it has been shown [A2] that the HOMO-
LUMO transition in polyene chains features large dipole moments even in the absence
of Coulomb interaction. For that reason, the (G)PI will classify the respective modes as
plasmons. Please note that this is by no means a flaw or a fault in construction of these
indices. In the sense of the (G)PI, a mode may very well be plasmonic even though it in-
trinsically origins from a single-particle transition without any contradiction. Only the
embodiment of a mode in real space is assessed by the (G)PI, not its origin in energy
space.1

1In fact, the (G)PI can be evaluated with purely classical means. It is neither required to compute energy
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Figure 7.2: (a) Absorption cross-section (solid line) and PIs (dia-
monds) of the modes in a sodium chain Na20. The insets show the
transition densities of the marked modes. (b) Absorption cross-
section and PIs of four prominent modes in the silver compound
Ag20. Both figures adapted with permission from Ref. [114]. Copyright
© 2016American Chemical Society. (c)Absorption cross-section and
GPIs of modes in the same silver species as in (b). Please note the
logarithmic scale of the GPI. Also, only the modes around 1.9 eV
and 3.2 eV are evaluated in both figures and are, therefore, directly
comparable. Adapted with permission from Ref. [115]. Copyright ©
2017 American Chemical Society.

Application: Sodium Chain Na20 and Silver Compound Ag20

Figure 7.2(a) shows the absorption spectrum (solid line) and the PIs (diamonds) of three
selectedmodes in the sodium chainNa20. The simulations have been conductedwith TD-
DFT, and the insets refer to the associated transition densities of the modes. We notice
that the PI is not trivially linked to the oscillator strength of the respective mode (neither
is the GPI). As expected, the PI is larger for modes that exhibit a prominent charge sepa-
ration accompanied with a strong dipolemoment, since thesemodes produce the highest
induced potentials. In Fig. 7.2b, we see the absorption spectrum and the PI of the silver
compound Ag20. The modes c and d around 2.8 eV and 3.2 eV, respectively, illustrate that
two modes of very different absorption can result in similar PIs to assess their plasmonic
characters. The absorption spectrum of the same Ag20 compound along with its GPI is
shown in Fig. 7.2c. In comparison with Fig. 7.2b, we can observe a qualitative correla-
tion of the PI and the GPI values of three directly comparable modes at 1.9 eV, 2.75 eV,
and 3.2 eV.2 Thus, it may be concluded that the PI and the GPI indeed probe the same
characteristic feature of a mode and provide consistent classification results.

levels nor the associated states of a nanostructure. Therefore, statements regarding the electron dynamics
in energy space in general, and about the involved states in particular, are not possible.

2Unfortunately, the mode at 2.3 eV has not been analyzed in Ref. [115]. Also, we note from direct com-
parisons of the PI and the GPI of other identical structures, that the absolute value of the oscillator strength
of a given mode is much stronger correlated to the GPI than it is to the PI. This observation is also present
in the examples given in Figs. 7.2b and 7.2c for the two high-energy modes.
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7.3 Coulomb Scaling Approach

Crucial for the emergence of modes with collective electronic motion in classical sys-
tems is the existence of long-range electron-electron interaction. Expressed differently,
Coulomb interaction is a prerequisite for electron cloud oscillations in real space. In the
quantumworld, however, it is no longer that trivial. In their visionary work [273] on plas-
monics in 1952, Pines and Bohm came to the conclusion that charge oscillations may
contain single-particle-like and collective character at the same time, whereas the latter
is only present if long-range electron-electron interaction is taken into account. Their
statement already hints to the fact that a collective electronic motion in real space can-
not be the sole defining property of a plasmon on the nanoscale any longer, considering
that also single-particle transitions reveal themselves in the same way.

Indeed, it has been found that HOMO-LUMO single-particle transitions of polyacenemo-
lecules, for instance, appear as electron cloud oscillations in real space [208], reminiscent
of classical plasmons. Also, Guerrini et al. studied the plasmonic character of optical re-
sonances in J-aggregates based on the GPI [202] in 2019, employing the real space-based
plasmonicity concept. In their conclusions section, they state that a "bright excitation in
molecular systems, even when coming from a collective mechanism, may well have no
relation with plasmons". Fitzgerald et al., on the other hand, write [117] that "a single
electron-hole pair separated over a large distance can give a large dipole moment but it
does not seem sensible to describe it as plasmonic". Based on these statements, it seems
apparent that the concept of a plasmon on the nanoscale is multifaceted and needs fur-
ther discussion.

Following the above-mentioned interaction energy-based concept of plasmonic modes,
Bernadotte et al. [121] introduced an electron-electron interaction scaling approach in
2013 to identify plasmons in small molecular compounds that has been generalized to a
wide range of simulation frameworks by Krauter et al. [122] in 2015. It requires a series
of simulations where the electron-electron interaction strength is gradually increased
by scaling the Coulomb interaction strength3 with a parameter λ ∈ [0, 1] in each simula-
tion step. Then, the non-interacting simulation (λ = 0) is compared to the interacting
simulations (0 < λ < 1). Modes that remain spectrally stable are concluded to exist inde-
pendently of the Coulomb interaction and are, therefore, classified as single-particle-like.
On the other hand, modes that spectrally blue-shift are classified as plasmonic, as their
energies apparently depend on the Coulomb interaction strength.

Application: Sodium Chain Na20 and Silver Compound Ag20

In Fig. 7.3, we see a typical set of DFT simulation results of the scaling approach for the
two previously discussed species: (a) the sodium chain Na20 and (b) the silver compound
Ag20. The spectra of the sodium chain exhibit two qualitatively different kinds of states.
Small black dots represent states that do not shift considerably with λ. Also, these single-
particle-like states barely contribute to the absorption spectrum of the structure as can be
seen in the middle panel of Fig. 7.3(a). On the other hand, we observe two4 modes clas-
sified as plasmonic. They are indicated by red and green color, respectively, and strongly

3The computational method of choice in Ref. [121], where the scaling approach has been introduced, is
DFT. Here, not only the Coulomb interaction has been scaled by the parameter λ, but also the electronic
exchange-correlation interaction (XCI). In our TB approach, we assume that its short-ranged nature allows
for absorbing the XCI into the hopping parameter t of the model, see Eq. (3.8).

4For 0 < λ < 0.4, we can even observe the onset of a second higher-order plasmonic mode. However,
since its energy in the fully interacting chain is out of the considered energy window, we do not address it
here.

77



Chapter 7. Quantifying Plasmonicity in Optical Nanostructures: A Literature Review

Figure 7.3: (a) Energy spectrum (left) of the sodium chain Na20 as
a function of the electron-electron interaction scaling parameter
λ alongside with its absorption spectrum (middle) and the transi-
tion densities (right) of the two prominent longitudinal modes at
0.54 eV and 1.29 eV. The green and red colors are a guide to the eye
to follow the states in the spectrum. In both subfigures, ∆ denotes
the HOMO-LUMO gap energy of the respective structure. (b) En-
ergy spectrum (left) of the silver compound Ag20 as a function of the
electron-electron interaction scaling parameterλ alongsidewith its
absorption spectrum (middle) and the transition density (right) of
the prominent modes at 3.33 eV. Both figures adapted with permis-
sion from Ref. [121]. Copyright © 2013 American Chemical Society.

blue-shift as λ is increased. Moreover, the absorption spectrum exhibits two strong peaks
associated with these modes at 0.54 eV and 1.29 eV in the fully interacting chain (λ = 1).
In the right panel, we show the strong structured character of the transition densities of
said modes with pronounced charge separation. Whereas the charge pattern of the for-
mer reminds one of the fundamental dipolar mode with one node along the chain, the
latter resembles the first higher order dipole-active mode with three nodes.

Figure 7.3(b) shows the spectra of the silver compoundAg20 for different electron-electron
interaction strengths. Apart from various single-particle-like spectrally stablemodes, we
observe one strongly blue-shifting mode in the energy window 2 < (E/∆)2 < 5, indi-
cated by the red color. Unlike in the previous case, we see avoided level crossings. This
is an indication that the mode strongly hybridizes with other states as it pushes its way
through the spectrum. The absorption spectrum exhibits one prominent peak at 3.33 eV
for λ = 1. Consistent with the investigations regarding the PI and GPI in Sec. 7.2, it is
classified plasmonic here as well. Similar to the sodium chain, also the transition density
of the plasmonic mode in the Ag20 species attracts attention with its strong dipolar em-
bodiment in real space. Further investigations, especially in linear polyene chains, reveal
that indeed the classification of resonances according to the scaling method can directly
be related to the real-space embodiment of the mode. Real-space transition densities
(or induced charge densities) of plasmonic modes exhibit substantially larger dipole mo-
ments than their single-particle-like counterparts.
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Figure 7.4: Energy spectrum (left) of the carbon-based polyene
chain C30H32 as a function of the Coulomb interaction scaling pa-
rameter λ alongside with the oscillator strengths (middle) and the
transition densities (right) of the corresponding modes for λ = 1.
Adapted with permission from Ref. [122]. Copyright © 2015 American
Chemical Society.

Application: Linear Polyene C30H32

To elucidate this further, and also to get closer to the carbon-based linear chain species
that are treated within the TB framework in this thesis in more detail, we present the
scaling approach applied to the linear polyene chain C30H32 in Fig. 7.4 [122]. This species
hosts both single-particle-like and plasmonic resonances in the same spectral region and
is, therefore, of special theoretical interest for the characterization of optical resonan-
ces.

For λ = 1, we observe six modes in the energy range below 7 eV. Based on their scal-
ing behavior, they can be grouped into single-particle-like modes and plasmonic modes,
tagged by the letters S and P, respectively. The single-particle-like modes, indicated by
black dots in the left panel, remain spectrally relatively stable as the Coulomb interaction
strength is varied. The associated oscillator strengths are comparatively small and, there-
fore, the S-modes do not significantly contribute to the absorption spectrum of the chain.
Following the atoms along the chains, the signs of the corresponding transition densi-
ties change atom by atom. For the modes S1 and S2, one can additionally note that the
transition densities follow envelopes in the shape of a full wavelength and half a wave-
length along the chain, respectively. Furthermore, we note another class of modes that
blue-shift with increasing λ and that are indicated by colored triangles in the left panel
and the letters P in the right panel of Fig. 7.4. Their associated oscillator strengths and
dipoles are considerably higher as compared to the S-modes and, therefore, they domi-
nate the absorption spectrum of the structure. Other than for the S-modes, the transition
densities of the P-modes feature the same pronounced charge separation as for the Na20
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chain in the previous section. Whereas the notional envelope of the fundamental plas-
monic mode P1 displays one nodal point, the higher order modes P2 and P3 show three
and five nodes, respectively.

In summary, we note that the scaling approach is based on the electronic interaction
energy that is present in the system. The energies of themodes classified as plasmonic by
the scaling approach considerably blue-shift with increasing interaction strength. Also,
they exhibit a strong dipole moment in real space. The classification results of the (G)PI
and the scaling approach can be considered consistent.

7.4 Collectivity Index and Plasmon Index

In real space, plasmonic modes in a finite structure are associated with the collective os-
cillation of mobile electrons. Naively, one could generalize this concept of a plasmon
directly to energy space. Hence, in contrast to the picture of a single-particle transi-
tion, plasmonic modes are often imagined as a whole collection of single-particle tran-
sitions that perpetually populate and deplete energy states close to the Fermi energy or
the HOMO-LUMO gap of the system in an oscillatory manner. Along these lines, Yasuike
et al. proposed in 2011 the collectivity index (CI) [116] to characterize plasmonic modes
by quantifying howmany electron-hole pairs are significantly contributing to a given res-
onance. Fitzgerald et al. then introduced the "Plasmon Index" [117] as the product of the
CI with the dipole strength of the respective mode in the absorption spectrum.5

By analyzing the CI, it becomes apparent that not all concepts of plasmonicity in liter-
ature are compatible with each other. In the following, we will see, for example, that
the CI actually classifies the fundamental longitudinal mode in a sodium chain as least
plasmonic possible, although it was classified as most plasmonic in the previous ap-
proaches.

Application: Sodium Chain Na10

We show the absorption spectrum (red) of theNa10 chain in Fig. 7.5a, obtained from linear
response density functional theory (LR-DFT). The transition densities of the two most
prominent modes are depicted above. The fundamental longitudinal mode (L) slightly
below 1 eV can be associated with the lowest-energy modes of the sodium chain Na20

already discussed in Figs. 7.2a and 7.3a. In all previously presented approaches, it is con-
sidered the most plasmonic mode in the system. Here, however, we obtain the smallest
possible collectivity index value of only 1, while the higher-energy transversal mode (T)
has a CI of 4.6, for instance. Also the Plasmon Index of the T-mode is higher than that
of the L-mode, as can be seen by the black vertical lines in Fig. 7.5a. Figure 7.5b reveals
why this is the case. The CI is a measure of how many electron-hole pairs contribute to
the respective resonance. We notice that the L-mode comprises the HOMO-LUMO tran-
sition only, indicated by the green arrow. Thus, only one electron-hole pair is involved
and, as a result, the CI of the mode is 1. On the other hand, the transversal mode is built
up by many single-particle transitions from below the HOMO to well above the LUMO,
indicated by the red arrows, resulting in a much higher CI.

In conclusion, it needs to be noted that the CI and the Plasmon Index are not compat-
ible with the concept of a plasmon that the (G)PI and the scaling approach rely on. In

5A comprehensive overview of how the CI is explicitly calculatedmakes it necessary to introduce DFT no-
tation to a large extent. Therefore, and since the interpretation of the CI as the number of involved electron-
hole pairs is rather intuitive, we refrain from reproducing computational details here and refer to Refs. [116]
and [117].
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Figure 7.5: (a) Absorption spectrum of the sodium chain Na10 ob-
tained from LR-DFT (red solid line) and Plasmon Index (black ver-
tical lines) of the associated absorption modes. Transition densi-
ties of the longitudinal (L) and transversal (T) modes are shown
together with their collectivity index CI. (b) Energy eigenstates of
the sodium chain Na10 and their degeneracies. The green arrow in-
dicates the HOMO-LUMO transition that produces the longitudi-
nal mode L shown in (a). The set of red arrows indicates that the
transversal mode T is built up by many single-particle transitions.
Both figures adapted with permission from Ref. [117]. Copyright ©
2017 American Physical Society.

the sense of the CI and the Plasmon Index, the fundamental longitudinal mode (L) is
single-particle-like.6 The scaling approach and the (G)PI, on the other hand, make a very
good argument that it should be considered the most plasmonic mode in the system. To
account for this issue, we present an approach in the next section that identifies three
quantifiable aspects of plasmonicity at the same time and combines them to a multi-
dimensional characterization approach. In addition, the dichotomy of plasmonic and
single-particle-like modes is weakened by grouping optical modes into four categories
instead of two.

7.5 Multidimensional Approach: Superatomic Character, Col-
lectivity, and Dipole Additivity

In 2020, Gieseking et al. [118] proposed to judge the character of amode associated to the
excited state |Ψe〉 based on three nearly orthogonal characteristic features of a plasmonic
response. In the applied TD-DFT framework, the excited state

|Ψe〉 =
N∑
i=1

λi,e|ϕi〉 (7.4)

is a linear combination of N single-particle Kohn-Sham states |ϕi〉. Its plasmonic char-
acter is assessed by computing its superatomic character Se, its collectivity τe, and its
dipole additivity de, which are defined in the following.

6In fact, it could not be more single-particle-like, because it only consists of one single transition in the
non-interacting energy landscape.
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1. The superatomic character

Se =
N∑
i=1

|λi,e|2δSA,i ∈ [0, 1] (7.5)

of |Ψe〉 indicates whether |Ψe〉 is associated with an excitation of conduction elec-
trons that populate delocalized molecular orbitals. Here, δSA,i = 1 if the single-
particle excitation |ϕi〉 is superatomic, i.e. if it extends across a large part of the
molecule, and δSA,i = 0 if not. Identifying these superatomic orbitals is not triv-
ial and may involve several strategies. On the one hand, one can identify super-
atomic orbitals through their delocalized transition densities – either visually or
based on the participation ratio [282, 283] as a measure for the number of atoms in
the molecule that are significantly involved in the orbital. On the other hand, one
can project |ϕi〉 onto a wavefunction basis set that is strongly localized around as-
sociated atomic potentials (tight binding basis sets, for instance), or apply particle-
in-a-boxmodels [284]. For silver clusters, one can in practice judge the superatomic
character of an orbital by the amount of 5s and 5p atomic orbital contributions to
|ϕi〉 [118], as these two orbitals mostly form the conduction band in bulk silver.

2. The collectivity

τe =

(
N∑
i=1

|λi,e|4
)−1

∈ [1, N ] (7.6)

of |Ψe〉, also called transition inverse participation ratio (TIPR) [285], is a measure for
the number of single-particle excitations that is involved in |Ψe〉. The collectivity
is 1 if only one single-particle excitation contributes with λi,e = 1 and it is N if
N single-particle excitations contribute with equal weights |λi,e| = 1/

√
N . The

collectivity τe is equivalent to the CI in the previous section.

3. The dipole additivity

de =
|
∑N

i=1 λi,eµgi|∑N
i=1 |λi,eµgi|

∈ [0, 1] (7.7)

of |Ψe〉 is a measure not only for how collective but also how coherent an excited
state is. Here, µgi is the transition dipole moment between the ground state |g〉
and |ϕi〉. Intuitively, de can be interpreted as a measure for how aligned the dipole
moment contributions of different single-particle excitations in |Ψe〉 are. If several
contributions cancel out, the numerator stays small. If they line up, the numerator
approaches the denominator, where total alignment is assumed, and de → 1. Please
note that de only contains information for states with high collectivity τe � 1. For
τe = 1, for instance, de always evaluates to 1.

Based on the above three criteria, Gieseking et al. present a categorization scheme that
includes four kinds of states: Plasmon-like states, collective states, single-particle states,
and interband states. Table 7.1 shows an overview of this categorization scheme. Amode
is considered plasmon-like only if all three characterization indicators attain a large value.
The mode’s charge oscillation needs to extend across the entire particle, it needs to be
comprised of many single-particle transitions, and their transition dipoles need to be
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Table 7.1: Gieseking’s categorization of plasmon-like, collective,
single-particle, and interband states with regard to the criteria su-
peratomic character Se, collectivity τe, and dipole additivity de.

superatomic collectivity dipole additivity

character Se τe de (coherence)

plasmon-like large large large

collective large large small

single-particle large small irrelevant

interband small irrelevant irrelevant

aligned. If the last requirement is not met, the mode is classified as collective. Single-
particle modes have large superatomic character, but small collectivity, and interband
modes have a small superatomic character.

Application: Icosahedral Ag 5+
13 Cluster

Figure 7.6 shows (a) the absorption spectrum and (b) the analysis of the three presented
indicators of an icosahedral Ag 5+

13 cluster for all excited states in the spectral range be-
tween 2.5 eV and 7 eV. In Fig. 7.6b, filled circles indicate a high superatomic character of
Se > 0.75, crosses represent values of Se < 0.25. The size of the symbols encodes the
collectivity and their color the dipole additivity. We observe only one single plasmon-
like mode around 4.2 eV, which at the same time has a large superatomic character, large
collectivity, and large dipole additivity. The mode slightly above 3.5 eV is classified as
collective, since its dipole additivity is only small or intermediate. Two modes between
2.5 eV and 3 eV are visible with low collectivity and dipole additivity, but large super-
atomic character. Therefore, they are classified as single-particlemodes. All othermodes
above 4.5 eV show low superatomic character and are, consequently, classified as inter-
band modes.

In the next section, we review a more thorough analysis of the electron dynamics in-
volved in a mode – not only in real space, but also in energy space. From the treatment
of the collectivity τe, the CI and the Plasmon Index, we have seen that it is not enough
to investigate only the number of involved transitions. Also, Table 7.1 reveals that even
modes with large superatomic character and large dipole moment are considered single-
particle-like, if they are not collective. This applies to the longitudinal L-modes in the
sodium chains (see Fig. 7.5a, for instance), which are classified plasmonic in the (G)PI and
scaling approaches.

In conclusion, Gieseking’s approach helps to create a clear picture of the multidimen-
sionality of plasmonic response and to provide an overview over relevant characteristic
features. Further application examples in silver nanowires and nanorods can be found
in Ref. [120]. However, to get an even more comprehensive picture, we now focus on the
energy-space electronic motion in time.
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Figure 7.6: (a) Oscillator strengths (light grey sticks) and absorp-
tion cross-section (black line) of an icosahedral Ag 5+

13 cluster, ob-
tained with TD-DFT. The blue line is the absorption spectrum tak-
ing into account only superatomic excited states. (b) Visualization
of the oscillator strengths, the superatomic character, the collecti-
vity, and the dipole activity of the excited states in the icosahedral
Ag 5+

13 cluster between 2.5 eV and 7 eV. Filled circles indicate states
with Se > 0.75, crosses indicate Se < 0.25. Both figures adapted with
permission from Ref. [118]. Copyright © 2020 American Chemical So-
ciety.

7.6 Sloshing and Inversion Population Dynamics

Quantum mechanically, the electronic properties of nanoparticles can be determined by
their single-particle energy level diagram and the associated electronic states. Also, their
electronic interaction energy plays a crucial role in the dynamics in the system.7 State-
of-the-art simulation methods allow to track the electronic motion in time – both in
real and energy space. Not only can one follow how the electrons move along the atoms
through themolecule, but also how they jumpback and forth between energy states in the
spectrum. Consequently, in addition to real-space electron dynamics and the number of
involved transitions, another interesting quantity is investigated in the following: state
population dynamics in energy space. Before we employ our TB-based method to investi-
gate and quantify this aspect with the EPI, we look at prior works where this phenomenon
has initially been observed.

Townsend and Bryant investigated the electron dynamics of gold jellium spheres in a TD-
DFT framework both in real and energy space [123–125]. They were especially interested
in the temporal evolution of the population of each energy eigenstate if the system is
subject to an external monochromatic irradiation at different resonant frequencies. In
the ground state before the illumination has started (t = 0), the mth energy eigenstate
is represented by the single-particle Kohn-Sham orbital |φm(0)〉. As soon as the illumi-
nation is turned on, it starts to evolve in time to |φm(t)〉 6= |φm(0)〉. If one continues
to express the time-evolved states in the ground state basis, it becomes apparent which
energy states couple to each other as time passes. The projection 〈φm(0)|φn(t)〉, for in-

7Please note that the interaction energy may be already included in the definition of the energy states as
well, if one employs methods of many-body theory. In that case, the interaction energy contribution is not
easily separable from the contribution to the energy landscape that origins from the atomistic and geometric
structure of the particle. The TB approach that we employ in this thesis, however, uses single-particle states
and incorporates the Coulomb interaction in a way that allows us to distinguish the two contributions.
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stance, measures towhat extent the states |φm(0)〉 and |φn(t)〉 overlap after an interaction
time twith the electromagnetic fields. In particular, to track the charge exchange of state
m with all other states in the system, the change in occupation probability of statem at
time t is computed according to

∆P (m, t) =
∑
n

fn|〈φn(t)|φm(0)〉|2 − fm, (7.8)

where 0 < fm < 1 is the initial occupation of state |φm〉 with energy Em at time t = 0,
following the finite-temperature Fermi-Dirac distributionwith the smearing temperature
T = 316 K (or kBT ≈ 27 meV). Moreover, to observe which pairs of states particularly
couple to each other, the square of the projections is analyzed,

|〈φn(t)|φm(0)〉|2. (7.9)

From that, one can directly access, how exactly these states interchange population over
time. Dependent on the prevalent character of the investigated mode, we observe two
different types of population dynamics and charge exchange patterns:

• On the one hand, we observemodes that are predominantly comprised of electronic
transitions from states just below the Fermi level to states just above the Fermi level.
The temporal evolution of the change in occupation ∆P (m, t) for the correspond-
ing states is characterized by an oscillatory sloshing behavior. It is said to reflect the
electronic movement back and forth from states below the Fermi energy to states
above. As this process takes place in the vicinity of the Fermi level and happens in
an oscillatory manner, its existence is attributed to plasmonic resonances. More-
over, this kind of resonance is characterized by real-space induced charge oscilla-
tions close to the surface of the particles and is, thus, reminiscent of a classical
plasmon. The authors state that "[t]he sloshing component corresponds closest to
a plasmonic response with the charge near the Fermi level involved." [124] and call
the associated modes "classical surface plasmons".

• On the other hand, there are modes which are predominantly comprised of inver-
sion type transitions. Here, we see a monotonous increase (decrease) of the state
population of states above (below) the Fermi level in time. The involved states
are either steadily populated or depleted such that for all times ∂t∆P (m, t) > 0
or ∂t∆P (m, t) < 0 holds for a state m above and below the Fermi energy, respec-
tively. These transitions may happen from shells deep inside the Fermi sea to shells
well above the Fermi level. The real-space induced charge dynamics of these modes
are located mostly in the core of the particles. Therefore, the authors call them
"quantum core plasmons". However, they state that "the core resonances [are] more
single-particle-like". Therefore, they are associated with modes of less plasmonic
character.

Application: Gold Jellium Sphere

Figure 7.7 shows the change in occupation probability ∆P (m, t) for two prominent re-
sonances of a gold jellium sphere with radius r = 0.74 nm and 100 valence electrons,
investigated with TD-DFT. In Fig. 7.8, the associated squared projections |〈φn(t)|φm(0)〉|2
are shown. The Fermi level of the configuration lies within the 2f shell (yellow shaded
regions). In Figs. 7.7a and 7.8a, the system is excited on resonance by a monochromatic
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Figure 7.7: Change in occupation probability ∆P (m, t) for Kohn-
Sham statesm as a function of time t in the gold jellium sphere spec-
ified in the text. Time is measured in units of the period T = 2π/ωdr

with the driving frequency ωdr, and ωsp denotes the classical sur-
face plasmon resonance frequency of the same sphere. (a) "Quan-
tum core plasmon", ωdr = 0.73ωsp (b) "Classical surface plasmon",
ωdr = 0.90ωsp. Both figures adapted with permission from Ref. [124].
Copyright © 2010 IOP Publishing.

field with driving frequency ωdr = 0.73ωsp, where ωsp is the frequency where the classi-
cal surface plasmon of the gold sphere resides. Figures 7.7b and 7.8b show the change
in occupation probability and the squared projections of another resonant mode in the
absorption spectrum at ωdr = 0.90ωsp.

In both resonances, sloshing type as well as inversion type dynamics are observed. In
Fig. 7.7a, the mode at 0.73ωsp exhibits rather faint oscillating features for states between
the 1h and 2g shells around the Fermi level. Moremarked, states well below and above the
Fermi level (2d, 3s, and 4p, 3f , respectively) gain and lose population in a monotonous,
non-oscillatory way. In Fig. 7.8a, the squared projections of the time-evolved states onto
the ground state basis are shown. In the high-energy region, mostly the transitions 4p�
5p and 2d � (4p, 3f) are contributing to the mode (marked with black circles). Also,
1d� 2f is faintly involved. Most of these contributions exhibit inversion type behavior in
the occupation dynamics. From that, it is concluded that the mode is mostly a "quantum
core plasmon" and, therefore, predominantly of single-particle-like character.

In contrast to this, Fig. 7.7b shows much richer oscillatory sloshing features in the occu-
pation dynamics of states right above and below the Fermi level between the 2d and 2g
shells. Additionally, also inversion type dynamics especially in the 1f , 1g, 3d, 2h, and
3f shells are visible. From the projections in Fig. 7.8b it is apparent how the states are
coupled in more detail. We see, for instance, that the pairs 1g � 3f and 1f � 3d are re-
lated via inversion type transitions in Fig. 7.7b. However, the strong oscillatory features
translate to the appearance of a whole collection of coupled states in Fig 7.8b that are
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Figure 7.8: Squared projections |〈φn(t)|φm(0)〉|2 of the time-
evolved single-particle states |φn(t)〉 onto the ground states |φm(0)〉
for an arbitrarily chosen time. The yellow shaded 2f orbital is the
Fermi level in the simulation. Please note the different scale of the
color bars. (a) "Quantum core plasmon", ωdr = 0.73ωsp (b) "Classical
surface plasmon", ωdr = 0.90ωsp. Both figures adapted with permis-
sion from Ref. [124]. Copyright © 2010 IOP Publishing.

arranged along two lines close to the diagonal of the matrix (marked with black ellipses;
please also note the different color bars). Exemplarily for a sloshing type state coupling,
the 1i � 1h transition is highlighted with green color in Fig. 7.8b. The associated chan-
ges in occupation probability ∆P (1h, t) and ∆P (1i, t) are heavily oscillating, as can be
seen in Fig. 7.7b. In conclusion, the mode is classified as a "classical surface plasmon" of
mainly plasmonic character.

In summary, it can be stated that Townsend and Bryant rely on a different concept of a
plasmonic response as compared to the above approaches, such that direct comparison is
hardly possible. It is based on the energy rather than real space. The analysis shows that
there are two fundamentally different ways how single-particle energy states exchange
electronic population. Oscillatory sloshing type charge exchange occurs close to the Fermi
level and is reflected by real-space induced charge oscillations close to the surface of the
particle. Therefore, it seems natural to associate these transitions to plasmonic modes.
However, the real-space induced charge has never entered the considerations as an in-
put.

An evident disadvantage of the present method is that the simulations must be subse-
quently evaluated by a human being to finally arrive at a classification result. This bears
the risk that subjective views influence the outcome and the final classification result de-
pends on the individual. To prevent this, we introduce the energy-based plasmonicity
index (EPI) in the next chapter. It is designed to quantitatively capture the inversion and
sloshing type contents of a mode. With the EPI, the plasmonic character of a resonance
– following the energy space-based concept of plasmonicity according to Townsend and
Bryant – may be judged based on a number between 0 and 1.
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7.7 Conclusions

In this chapter, we have introduced several approaches that exist in literature to assess
and quantify the nature of a resonance in a nanostructure – all focusing on slightly differ-
ent aspects ofwhat constitutes a plasmonon thenanoscale. In particular, single-particle-
like modes are to be distinguished from plasmonic ones both for theoretical interest and
for many practical purposes.

Among these approacheswere the real space-based plasmonicity index (PI) and generalized
plasmonicity index (GPI). These two measures rely on the charge patterns induced in real
space and the resulting induced potential that builds up in the nanostructure. The collec-
tivity index (CI) indicates how many single-particle transitions are significantly involved
in a given mode. Being defined as the product of the CI and the oscillator strength of a
mode, the plasmon index constitutes a quantity that relies both on the mode’s real-space
and energy-space characteristics. In a multidimensional classification table, the super-
atomic character of amode, its collectivity, and its dipole additivity are determined to group
nanooptical resonances into four categories – plasmon-like, collective, single-particle, and
interband.

Moreover, we introduced two more complex computational procedures to determine the
character of amode based on energy-space characteristics. TheCoulomb scaling approach
proposes to artificially alter the electron-electron interaction strength in a series of sim-
ulations gradually and observe the shifting behavior of the modes in the spectrum. An
investigation method based on sloshing and inversion type dynamics of the population of
single-particle eigenstates was presented in the last section. The latter is also the basis
for the next chapter where we introduce our own contribution to the scientific discussion
– the energy-based plasmonicity index (EPI) as an approach to quantify the sloshing and
inversion type content of a mode.
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8 | The Energy-BasedPlasmonicity
Index

8.1 Introduction

In the previous chapter, we have given an overview over several approaches that exist
in literature to assess the nature of optical modes in nanostructures. With the PI, the
GPI, the superatomic character, the dipole additivity, the plasmon index, the CI, and the
collectivity, literature provides many quantitative measures for mode characterization
with respect to several distinctive features of nanooptical response. Whereas the former
four of them rely on real-space charge dynamics, the latter two quantify the number of
single-particle energy states involved in the formation of a given mode, and the plasmon
index combines both approaches.

Although with the scaling approach, we have a powerful tool at hand to investigate in-
teraction energy-based aspects of modes, there is no quantitative measure relying on
the population dynamics of single-particle eigenstates in energy space yet. The EPI is
intended to fill that gap and to provide an easy-to-calculate index for the classification
process based on themethod by Townsend and Bryant. To that end, the EPI measures the
content of sloshing and inversion type transitions in a nanooptical mode. The EPI can
be readily computed in any wavefunction-based method, such as TD-DFT, for instance.
However, in the following, it is introduced based on the notation of the TB framework,
which has been discussed in detail in this thesis earlier.

8.2 The EPI in Tight Binding Notation

Instead of the state vector |Ψ(t)〉, the central quantity within the employed TB simulation
method is the density operator ρ(t) = |Ψ(t)〉〈Ψ(t)|. Since this is a unique map |Ψ(t)〉 7→
ρ(t), we refer to ρ(t) as ’state’ in the following as well. First, we want to recall very briefly
the basic relevant properties of the density operator that have been introduced in detail
in Sec. 5.1.

Let {|j〉} be the set ofN TB eigenstates of a HamiltonianHTB, such thatHTB|j〉 = Ej |j〉
for 1 ≤ j ≤ N . The diagonal elements ρjj = 〈j|ρ|j〉 of the matrix representation of the
density operator in the basis of theTB eigenstates |j〉 can be interpreted as the populations
of the associated eigenstates. Similarly to the approach in Sec. 7.6, these populations are
initialized at time t = 0 according to ρjj = fj , where fj is the Fermi-Dirac distribution.
Moreover, all off-diagonal elements ρjj′ , j 6= j′, are zero at t = 0. They are called co-
herences and assumed to vanish in the ground state ρ0 := ρ(t = 0), as they quantify the
degree of coherent coupling between states |j〉 and |j′〉. Consequently, the density matrix
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of the ground state initially reads

ρ0
jj′ = ρjj′(t = 0) = fjδjj′ , (8.1)

and it evolves in time according to

∂

∂t
ρ(t) = − i

~
[H(t), ρ(t)]− 1

2τ

(
ρ(t)− ρ0

)
, (8.2)

whereH(t) = HTB−eϕ(t) is the time-dependent Hamiltonian of a TB structure, which is
coupled to a time-dependent electric field via its electric potential ϕ(t), see Eqs. (5.7) and
(5.10). Moreover, the last term in Eq. (8.2) phenomenologically accounts for all dissipa-
tive processes in the structure. As time passes, both the populations and the coherences
of ρ(t) change. However, the underlying basis set in which the density operator is ex-
pressed does not. It always remains the ground state basis taken at time t = 0. Therefore,
the matrix element ρjj′ in the TB framework is the direct counterpart of the Kohn-Sham
state projection 〈φn(t)|φm(0)〉 of the TD-DFT method in Eq. (7.9) and has the same inter-
pretation. The coherence

Cjj′(t) = ρjj′(t) (j 6= j′) (8.3)

quantifies to what extent states |j〉 and |j′〉 are coupled at time t and how much charge
they interchange. In case a single-particle transition |j〉 � |j′〉 occurs, it is indicated by
Cjj′(t). Moreover, we can track the change in occupation probability just like in the TD-
DFT framework. Equation (7.8) can be directly transferred to TB notation and reads (c.f.
Eq. (5.13))

∆P (j, t) = [ρ(t)− ρ0]jj = ρjj(t)− fj . (8.4)

8.3 Construction of the EPI

To calculate the EPI, we first define two auxiliary density operators, ρω and ρ̃ω. The op-
erator

ρωjj′ := |ρjj′(ts � 0)| (8.5)

is the density operator of the system after it has been illuminated with a monochromatic
laser field at frequency ω for a sufficiently long1 period of time ts. Moreover, we de-
fine

ρ̃ωjj′ =
ρωjj′

||Ej − Ej′ | − ~ω + iε|2
, (8.6)

where ε enforces the regularity of the denominator2 if the incident laser frequency exactly
matches the transition frequency, |Ej − Ej′ | ≈ ~ω. The operator ρ̃ω is very similar in
nature to the non-interacting susceptibility χ0(ω) of the random phase approximation
method [45, 121],

χ0
ll′(ω) =

2e2

~
∑
jj′

(fj − fj′)
〈l|j〉〈j|l′〉〈l′|j′〉〈j′|l〉

Ej − Ej′ − ~ω − i~/2τ
. (8.7)

1In this context, sufficiently long means that the system has reached a stationary state, and there exists
some ts > 0 such that for all t > ts, we find ρ(t+ Ts) = ρ(t) with some period Ts.

2Unless otherwise stated, all the simulations in this thesis have been performed with a value of ε =
0.05 eV, inspired by the universal broadening that is commonly used in DFT to convert a discrete set of
oscillator strengths into a continuous absorption spectrum. In the Supplementary Material of Ref. [A1], we
showed that the exact value of ε has very little influence on the value of the EPI.
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Both quantities are designed to feature poles at spectral positions associated with single-
particle transitions in the underlying non-interacting system. Please note, however, that
unlike ρ̃ω, χ0(ω) is a quantity in real space (in the above equation, |l〉 and |l′〉 denote real-
space orbitals localized around atom l and l′ rather than energy eigenstates).

The EPI is then defined as

EPI(ω) = 1− 〈ρ̃ω, ρω〉 ∈ [0, 1], (8.8)

where the scalar product 〈·, ·〉 of ρ̃ω and ρω is calculated through their matrix representa-
tions in the ground state basis ofHTB as

〈ρ̃ω, ρω〉 :=

∑
jj′ |ρ̃ωjj′ρωjj′ |√∑

jj′ |ρ̃ωjj′ |2 ·
√∑

jj′ |ρωjj′ |2
∈ [0, 1]. (8.9)

The scalar product in Eq. (8.9) may be interpreted as a measure of similarity of the oper-
ators ρ̃ω and ρω. In case the elements of ρ̃ω and ρω are distributed similarly in magnitude,
or ρ̃ω and ρω are proportional even, i.e. ρ̃ω = cρω with a constant c ∈ R, then we have
〈ρω, cρω〉 = 1. On the other hand, if the elements are disseminated unequally and the
overall structure of both operators does not match, then 〈ρ̃ω, ρω〉 ≈ 0. As outlined above,
the diagonal elements of the density operator ρ can be interpreted as the electronic pop-
ulations of the associated energy eigenstates. Therefore, in normalized density operators
(Tr(ρ) = 1) theirmagnitudes are in the order of 1/N if the associated states are populated,
where N is the dimension of ρ. However, it is the coherences Cjj′(t) that determine the
coupling characteristics of a given mode. And their absolute values are orders of mag-
nitude smaller usually. Therefore, we deplete the diagonal of ρω before we obtain ρ̃ω in
Eq. (8.6), that is, ρω → ρω −

∑
j ρ

ω
jj |j〉〈j|. In this way, we ensure that the coherences are

the only relevant input for the calculation of the EPI and the populations do not bias the
results due to their different order of magnitude.

Single-Particle and Plasmonic Contributions in ρω and ρ̃ω

The reasoning behind Eq. (8.8) shall be outlined in the following. Figure 8.1a shows an ex-
ample of the operator ρω for a linear polyene chain C70H72 at resonance for ~ω = 5.45 eV.
This specific mode has been selected as a showcase example since it has an intermedi-
ate EPI of 0.48 and, thus, exhibits both kinds of contributions to a similar extent. Just
as in Fig. 7.8, its matrix representation is symmetric with respect to the artificially de-
pleted diagonal, ρωjj′ = ρωj′j . The Fermi level is indicated by the black dashed lines, and
the red shaded area marks the notional region where the energy matching condition
|Ej − Ej′ | ≈ ~ω holds for the adjacent coherences Cjj′ . We observe the following two
kinds of contributions:

1. In the red shaded region, we notice a number of significantly contributing elements,
indicating single-particle transitions that happen in an energy-conservingmanner.
To highlight this, we exemplarily pick the most prominent coherences C17,42 and
C29,54 and investigate them in more detail. The associated energies of the single-
particle eigenstates are E17 = −3.88 eV, E42 = 1.51 eV, E29 = −1.51 eV, and E54 =
3.88 eV. Thus, the energy differences |E42 − E17| = |E54 − E29| = 5.39 eV can be
clearly related to the incident laser frequency ~ω = 5.45 eV. Consequently, this set
of coherences is associated to electronic transitions in the system’s non-interacting
energy landscape and is dominant in single-particle-like modes.
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Figure 8.1: Matrix representations of the operators (a) ρω and (b)
ρ̃ω for the linear polyene chain C70H72 illuminated at resonance
for ~ω = 5.45 eV. The red shaded area indicates the notional re-
gion where the energy matching condition |Ej − Ej′ | ≈ ~ω holds
and contains coherences that are associated to inversion type tran-
sitions. The purple shaded area contains coherences of predomi-
nantly sloshing type. The hybrid mode has an intermediate EPI of
0.48 and is neither of clearly plasmonic or single-particle-like na-
ture.

2. Close to the Fermi energy, connecting the two black dashed lines, we observe an-
other set of non-vanishing coherences (markedwith purple). They indicate the cou-
pling of states from closely below the Fermi energy to states closely above. Exem-
plarily, we present the associated energy differences of two prominent representa-
tives of this set of coherences: Both C25,36 and C29,40 cannot be related to the inci-
dent laser frequency, as their associated transition energies are 2.50 eV and 2.56 eV,
respectively. We conclude, therefore, that their existence is due to the electronic
interaction energy in the system and a signature of plasmonic response. Also the
HOMO-LUMO transition is heavily involved in the presentedmode, indicated in the
very middle by C35,36 with an associated transition energy of 0.24 eV.

The purpose of the defining expression for ρ̃ω in Eq. (8.6) is to selectively amplify only
those contributions in the matrix ρω that are related to inversion type single-particle
transitions and to neglect those that are indicative of sloshing plasmonic transitions. In
Fig. 8.1b, we show thematrix representation of the associated operator ρ̃ω. It can be noted
that the single-particle-like contributions in the red shaded areas are still present. In
contrast, the plasmonic purple contributions around the Fermi energy have been consid-
erably suppressed. They do not fall under the energy matching condition |Ej −Ej′ | ≈ ~ω
and are not even visible in Fig. 8.1b.

It has become apparent now how Eq. (8.8) judges the character of a mode. In case a
mode is foremost single-particle-like and, therefore, ρω features predominantly coher-
ences of inversion type (type 1), ρ̃ω and ρω are nearly proportional as all existing coher-
ences get enhanced. Consequently, 〈ρ̃ω, ρω〉 ≈ 1 and EPI(ω) ≈ 0. The mode is then
classified "single-particle-like". In the other case, if ρω features mostly coherences of
sloshing type (type 2), they get heavily suppressed through applying Eq. (8.6), and we
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Figure 8.2: Time evolution of the absolute values of the coherences
investigated in Fig. 8.1a. The C70H72 polyene chain has been illumi-
nated for 240 fs with a CW illumination of frequency ~ω = 5.45 eV.
The inset shows the dynamics of the coherences in the stationary
state.

obtain ρ̃ω ≈ 0N×N . As a consequence, 〈ρ̃ω, ρω〉 ≈ 0 and EPI(ω) ≈ 1. Thus, the mode is
classified as "plasmonic".

Coherence and Population Dynamics

Not only the arrangement of coherences in the matrix representation of ρω is indicative
of the physical nature of the associated transition, but also its evolution in time. Thus,
in the following, we discuss the temporal evolution of both the coherences Cjj′(t) and
the changes in occupation probability of the associated states, ∆P (j, t) and ∆P (j′, t).
The reasoning of classifying the involved transitions into two groups is further supported
by this analysis, as will become apparent below. Moreover, we prove the above-made
statements that coherences in the red (purple) shaded areas in Fig. 8.1 are of inversion
(sloshing) type.

In Figs. 8.2 and 8.3, we show the temporal evolution of the coherences investigated in
Fig. 8.1a and the respective changes of occupation probability. We show representatives
of the inversion type process (red shaded region in Fig. 8.1), the sloshing type process
(purple shaded region), and hybrid transitions, as well as the HOMO-LUMO transition,
which is also contributing significantly to the mode.

We observe in Fig. 8.2 that the absolute values of the coherences C17,42(t) and C29,54(t)
(red lines) – taken from the red shaded region of Fig. 8.1a – steadily increase with time.
Moreover, in Fig. 8.3, we note that the associated electron donor state below the Fermi en-
ergy of the former coherence (j = 17) also loses populationmonotonically, and∆P (17, t)
does not exhibit any oscillatory features – as expected for inversion type single-particle-
like transitions. Accordingly, the acceptor state j = 42 gains population monotonically,
∆P (42, t) = −∆P (17, t), as E42 lies above the Fermi energy and is initially unoccupied
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Figure 8.3: Time evolution of the change of population ∆P (j, t)
for four selected states below the Fermi level. The states are chosen
as representatives of four categories: the HOMO-LUMO transition
(j = 35), purely sloshing type dynamics (j = 25), purely inversion
type dynamics (j = 17), and a hybrid transition (j = 29), where
both sloshing and inversion type dynamics are involved in the as-
sociated coherences. The inset shows the dynamics of the change
of population in the stationary state.

(not shown in the figure). The discussion of the more complicated case of ∆P (29, t) as a
hybrid state is moved to a later stage.

On the contrary, the purple lines in Fig. 8.2 reveal that the absolute values ofC25,36(t) and
C29,40(t) – both taken from the purple shaded region in Fig. 8.1a – considerably oscillate
in time. Also, the associated change in occupation probability of the former coherence,
∆P (25, t) (light purple line in Fig. 8.3), oscillates in a sloshing typemanner – as expected
for interaction energy-mediated plasmonic transitions. The coherence associated with
the HOMO-LUMO transition, C35,36(t), is also of sloshing type, as apparent from the grey
lines in Figs. 8.2 and 8.3.

One may conclude from Fig. 8.1a that the population of state j = 17 is transferred ex-
clusively to state j = 42 in a pure inversion type process. This leads to an inversion type
steady decrease of population of state j = 17. On the other hand, states j = 25 and j = 35
exclusively exchange population in purely sloshing type processes, leading to oscillatory
features in the associated time-evolution of their population decrease. State j = 29, how-
ever, is of hybrid nature. From Fig. 8.1a, we note that it is coupled to both state j = 40
and j = 54. The former coupling is of sloshing type, the latter one of inversion type. In
Fig. 8.3, this is reflected in the fact that the corresponding loss of population is higher
as compared to state j = 25 but completely in phase with it. The dark purple line may
be regarded as the sum of the red and the light purple line. Please note here, that state
j = 35 also loses comparatively much population as it couples to two other states as well.
However, both couplings are of sloshing type in this case.
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Figure 8.4: Absorption spectra (blue solid lines, right axes) and
EPI (vertical lines and diamonds, left axes) of the most pronounced
absorption peaks for (a) the linear C70H72 polyene chain with con-
stant inter-atomic hopping rates t = 2.66 eV and (b) the dimerized
C70H72 chain with alternating hopping rates t ±∆ with ∆ = 0.18t.
Matrix representations of ρω and ρ̃ω for the plasmonic modes (c)
~ω = 2.85 eV and (d) ~ω = 8.15 eV of the linear chain with high EPI
values of 0.84 and 0.81, respectively. Matrix representations of ρω

and ρ̃ω for the single-particle-like modes (e) ~ω = 2.85 eV and (f)
~ω = 8.15 eV of the insulating dimerized chain with low EPI values
of 0.03 and 0.05, respectively.

Limiting Cases: Metallic and Insulating Carbon Chains

The above example shown in Fig. 8.1 is a hybrid resonance leading to an intermediate EPI
value of 0.48. To complete the picture, we show additional simulation results of more
distinct cases in Fig. 8.4. The top row shows the absorption spectra (blue solid lines)
of (a) a linear C70H72 polyene chain with constant inter-atomic hopping rates and (b)
a dimerized C70H72 polyene chain with alternating inter-atomic hopping rates. Being
known as a metallic molecule, the former supports many plasmonic modes. The latter is
insulating and exhibits a band gap of around 2 eV for the chosen set of parameters, which
prevents intraband electron dynamics and, thus, plasmonicmodes from emerging. Along
with the absorption spectra, we show the EPI values of themost prominentmodes in both
species as sticks. From both spectra, we pick the two modes of highest (and lowest) EPI
values (marked with red) of the linear and dimer chain, respectively, and present their
associated matrix representations of ρω and ρ̃ω in the bottom rows of the figure.
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In the case of the linear chain, we present ρω and ρ̃ω for the modes at (c) ~ω = 2.85 eV
with EPI = 0.84 and at (d) ~ω = 8.15 eV with EPI = 0.81. In both cases, the associated ρω

exhibits a typical plasmonic fingerprint, featuring a set of prominent contributions that
connect the black dashed Fermi energy lines. However, in ρ̃ω wemostly observe the coher-
ences that belong to the energy matching region. Thus, ρ̃ω looks substantially different
compared to ρω and the respective matrix overlap 〈ρ̃ω, ρω〉 is small, rendering a high EPI
value.

As an insulating species, the dimerized chain offers two single-particle-like modes of
strikingly small EPI at ~ω = 2.05 eV with EPI = 0.03 and at ~ω = 4.04 eV with EPI = 0.05.
The matrix representations of their auxiliary density operators are shown in Figs. 8.4e
and 8.4f, respectively. For both modes, the matrix representations of ρω and ρ̃ω have a
clear single-particle-like fingerprint and look nearly identical, indicating that all con-
tributing coherences Cjj′ fulfill the condition Ej − Ej′ ≈ ~ω. Consequently, the two op-
eratorsmay be regarded as almost proportional and their overlap is close to unity, leading
to a small EPI value.

8.4 Validation of the EPI

After we have introduced the reasoning behind the EPI and presented the above showcase
examples, we now apply the EPI to more elaborate structures in the following. To further
validate the idea of the EPI also by utilizing other simulationmethods, we first investigate
structures that have already been extensively studied in literature before. Within a TD-
DFT scheme, we3 examine the sodium chain Na20 and the silver tetrahedron Ag20 [A4]
and compare our results to the classification outcomes of the Coulomb scaling and the
(G)PI approaches outlined above. For a detailed discussion on the calculation of the EPI
in linear-response TD-DFT (LR-TD-DFT), see App. A. After this validation, we perform
a very detailed EPI analysis of the modes in another carbon-based structure described
within a TB formalism: a finite triangular graphene nanoantenna.

8.4.1 Validation 1: Sodium Chain Na20

In Fig. 8.5a, we present the absorption spectrum (black line, left axis) of the sodium chain
Na20 and the associated EPIs (blue sticks, right axis) for excited states in the spectral re-
gion between 0 eV and 2 eV. The absorption spectrum exhibits two well-separated peaks
around 0.6 eV and 1.5 eV, following almost flawless Gaussian shapes. Related to these
two modes, we also see high EPI values. It is apparent that two of the modes with EPIs of
above 0.4 (marked with thickened blue lines) are distinctly more plasmonic than all the
others that have EPIs of around or less than 0.1. For these two modes, we also plot the
transition densities as insets: The fundamental longitudinal mode with one nodal point
at around 0.6 eV and the higher-order mode with three nodes at 1.5 eV. They both exhibit
high dipole moments. This is qualitatively consistent with the findings of the (G)PI in
Fig. 7.2a and the Coulomb scaling approach in Fig. 7.3a. Both of these approaches also
label two modes in the same spectral region as plasmonic and the associated transition
densities are in qualitative agreement with our findings.

Thus, it may be concluded that these characterization methods agree in classifying the
longitudinal modes of the sodium chain Na20. This is easily explained by the fact, that
in this molecule, the defining plasmonic features that these methods rely on, overlap.
Both plasmonic modes exhibit a large dipole moment of the charge cloud oscillation in

3The TD-DFT simulations of the Na20 and Ag20 species for the validation of the EPI have been performed
by my colleague Christof Holzer, who is also one of the co-authors of Ref. [A4].
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Figure 8.5: Absorption spectra (black line, left axis) and EPIs (blue
vertical sticks, right axis) of (a) the sodium chain Na20 and (b) the
silver tetrahedron Ag20, obtained with TD-DFT. For the two excited
states with the highest EPI values in each case, the associated tran-
sition densities (isovalue of 0.0005 atomic units) are plotted as in-
sets. Both figures adapted with permission from Ref. [A4]. Copyright
© 2022 AIP Publishing.

real space as well as they emerge from Coulomb interaction energy, such that they blue-
shift with increasing Coulomb interaction strength. Moreover, the associated dynamics
in energy space are of sloshing type.4

8.4.2 Validation 2: Silver Tetrahedron Ag20

Figure 8.5b shows the absorption spectrum (black line, left axis) of the silver tetrahe-
dron Ag20 and the associated EPIs (blue sticks, right axis) for the excited states in the
spectral region between 0.5 eV and 3.5 eV. The absorption spectrum exhibits one pro-
nounced peak around 3.2 eV and a broad absorption tail towards lower energies between
1.5 eV and 2.7 eV, mainly consisting of threemuch smaller peaks. The twomodeswith the
highest EPI values at 2.25 eV and 3.2 eV are highlighted with thickened sticks and the in-
sets show the corresponding transition densities. The high-absorbing mode is classified
most plasmonic, in accordance with the PI, the GPI, and the Coulomb scaling approach in
Figs. 7.2b, 7.2c, and 7.3b, respectively. However, we find twomore modes with a relatively
high EPI value around 2.25 eV and 2.4 eV. In the Coulomb scaling approach, the same
qualitative behavior can be observed around (E/∆)2 ≈ 2.7 and (E/∆)2 ≈ 3.1, which
translates to E ≈ 2.4 eV and E ≈ 2.6 eV, respectively. Here, we see two relatively close
modes in the broad absorption shoulder that shift moderately with increasing Coulomb
interaction strength, also indicating moderate plasmonic character. In contrast, the PI
and the GPI find only one more plasmonic mode between 2.7 eV and 2.8 eV besides the
high-absorption peak. Thus, we may conclude that the real space-based PI and GPI de-
viate from the interaction energy-based scaling method and EPI as there are apparently
inversion type single-particle transitions with high dipole moment in the system.

4Please note again here that the CI, for instance, and the multidimensional approach classify the lon-
gitudinal L-modes as single-particle-like. This is because they take into account the number of involved
single-particle transitions. The EPI is independent of this number, but only judges if the transitions happen
in an inversion or sloshing type manner.
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Figure 8.6: (a) Armchair-edged triangular graphene nanoantenna
consisting of 270 atoms with side length 3.7 nm. The wave vector
of the incident y-polarized electric field is perpendicular to the an-
tenna. (b) Full TB energy landscape of the triangle shown in (a). (c)
Energy landscape of the triangle close to the particle-hole symme-
try lineE = 0, where the optical interactionmostly occurs. We label
energy levels below (above) E = 0 with (primed) Greek letters. The
red dashed arrow indicates the transition energy Eα→α′ = 1.11 eV
between the energy levels α and α′.

Afterwehave validated the performance of the EPI by applying it to twobenchmarkmodel
systems in a TD-DFT framework in this section, the remainder of this chapter is dedicated
to the detailed application of the EPI to a graphene nanoantenna described within the TB
formalism.

8.5 Application of the EPI: Graphene Nanotriangle

Through recent progress in the fabrication of nanostructured graphene [37, 38], the in-
terest in investigating the plasmonic response supported by these structures has lately
experienced a boost both theoretically [22, 43–49, 80, 237] and experimentally [39–42,
286, 287]. In the following, to get a comprehensive picture, we aim to shed light not
only on the EPI of the modes in a graphene nanotriangle but on many aspects of the
structure’s response to optical excitation at the same time. Among them are the real-
space and energy-space electron dynamics,Coulomb interaction scaling, and– aswework
with graphene – the doping degree of freedom. Although it is known already that dop-
ing finite graphene antennas with single electrons may evoke previously absent infrared
modes [45], we investigate them in more detail. Especially, we study if they are really
plasmonic, as often claimed. Or, more precisely, we want to work out concerning which
aspect one may call them plasmonic or not. The content of this section is based on our
work in Ref. [A3].

The structure of interest – a triangular graphene nanoantenna consisting of 270 atoms
– is shown in Fig. 8.6a. It has armchair edges and a side length of 3.7 nm. At these small
scales, classical methods cannot accurately capture the structure’s properties anymore,
and quantummechanical approaches are inevitable [44, 45]. Although the associated TB
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Hamiltonian without external electric field can be solved analytically [288], we rely here
on the numerical simulationmethod presented in Sec. 5.1 that is necessary as soon as ex-
ternal irradiation or interacting electrons are taken into account. We consider y-polarized
monochromatic plane wave illumination hitting the antenna perpendicularly.

Figure 8.6b shows the non-interacting energy level diagram of the system. We note that
the triangle appears to be already large enough that the discrete energy levels follow the
characteristics of the continuous band structure of 2D graphene, as shown in Fig. 3.4f.
Yet, as a result of the finiteness of the antenna, the continuous bands in 2D graphene
discretize, andwe observe discrete energy states with a relatively largeHOMO-LUMOgap
of 1.11 eV in the undoped antenna. In Fig. 8.6c, we zoom to the energetic region close
to the particle-hole symmetry line E = 0 eV, identical to the Fermi level in an undoped
structure. In this spectral region, we find the single-particle states primarily involved
in optical interaction mechanisms and label their associated energy with (primed) Greek
letters below (above) E = 0 eV. Accordingly, Eα→α′ is the transition energy that lifts an
electron from energy level α to α′. Please note that we are labeling energy levels rather
than energy eigenstates. The α(η)-level of the antenna, for instance, consists of two
(three) degenerate states.

8.5.1 Absorption and the Effect of Doping Charge

Due to the conical shape of the band structure of extended 2D graphene near its Dirac
points at the edges of the first Brillouin zone and the linearly vanishing density of states
at E = 0, raising or lowering the charge carrier density by electrostatic gating or optical
pumping substantially influences the electronic and the optical properties of the mate-
rial. Being called a semi-metal or a gap-less semiconductor, graphene is not conducting
in its neutral configuration. Not until the conduction (valence) band is populated with
electrons (holes), electric current can be evoked [140], and plasmonic response expected.
This practical feature translates to finite graphene nanoantennas as well, as discussed in
detail in Sec. 3.4. Here, we investigate how the number of doping electrons affects the
absorption characteristics of the nanotriangle.

Non-interacting Absorption

Figure 8.7a shows the absorption cross-section of the above presented triangular gra-
phene nanoantenna for non-interacting electrons in the absence of Coulomb interaction
as a function of the number of doping electrons. In the undoped (d = 0) antenna, the
lowest-energy absorption peak is at 1.11 eV, which can readily be attributed to the tran-
sition from level α to α′ across the HOMO-LUMO gap. Accordingly, the following two
prominent modes in the undoped antenna around 2 eV and 2.15 eV, correspond to the
transitions δ → β′ and δ → δ′, respectively.5

Characteristic for the non-interacting absorption spectrum is the spectral stability of the
modes with respect to the doping charge d. As long as a transition is allowed, it always
takes place at the same energy. However, doping can change the oscillator strength of a
mode or cause it to disappear from the spectrum altogether. For instance, after doping
the antenna with d = 4 electrons, the α′-level is fully occupied by electrons. Conse-
quently, the transition α → α′ vanishes from the spectrum since the α′-level cannot act
as an acceptor state anymore. On the other hand, doping can also give rise to newmodes.
For example, in the one-fold doped antenna, three newmodes appear in themid-infrared

5Whenever the occupation of the energy levels allows it, the inverse transition is also possible for sym-
metry reasons, i.e. if Eδ→β′ occurs, then also Eβ→δ′ does.
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Figure 8.7: (a) Non-interacting (λ = 0) and (b) interacting (λ = 1)
absorption cross-sections of the triangle shown in Fig. 8.6a as a
function of the doping charge. Arrows indicate prominent absorp-
tion peaks that are related to single-particle transitions in the en-
ergy level diagram in Fig. 8.6c. The energy Eα→α′ reflects the bare
transition from level α to α′, whereas Edα→α′ in the interacting case
accounts for the transition that is dressed by the Coulomb interac-
tion energy. (c) Absorption cross-section of the undoped (d = 0)
structure as a function of the Coulomb interaction scaling parame-
ter λ.

region below 0.5 eV. They belong to the transitions α′ → β′, α′ → γ′, and α′ → δ′, respec-
tively, where the newly occupied α′-level acts as the electron donor state now.

Interacting Absorption

The interacting absorption cross-section as a function of the doping charge taking into
account Coulomb interaction is shown in Fig. 8.7b. It substantially differs from its non-
interacting counterpart. In the undoped case, we observe again one prominent mode
between 1 eV and 2 eV, which can bemainly attributed to theα→ α′ transition. However,
it is blue-shifted and resides around 1.4 eV now. Thus, we conclude that it is considerably
dressed by Coulomb interaction energy that shifts it toward higher energies and call the
mode Edα→α′ .

To prove that it is indeed a congeneric mode, we show in Fig. 8.7c the smooth transi-
tion from Eα→α′ to Edα→α′ as the Coulomb interaction scaling parameter λ is gradually
increased from 0 to 1. We observe a substantial blue-shift of the mode and a decrease of
its oscillator strength for higher Coulomb interaction strengths. Moving to higher doping
levels in Fig. 8.7b, two blue-shifting modes appear that build up their intensity as the
number of electrons in the system is growing. In anticipation of the results of our later
analysis, we name them P1 and P2.

100



8.5. Application of the EPI: Graphene Nanotriangle

Figure 8.8: Absorption cross-sections of the 270-atomic nanotri-
angle specified in Fig. 8.6a for (a) 0, (b) 2, (c) 10, and (d) 20 dop-
ing electrons as a function of Coulomb interaction scaling parame-
ter λ. The yellow dashed lines mark modes that are investigated in
more detail below for the two-fold (modesA,B, andC) and 20-fold
(modes P1, P2, and S) doped structures.

Characteristic for the interacting absorption spectrum is the gradual shift of the energies
of manymodes when single electrons are added or removed from the structure. Since the
plasma frequency of classical plasmons depends on the charge carrier density asωp ∝

√
n,

they are known to blue-shift with increasing charge carrier density (see also Eq. (2.14)).
The modes under consideration here show a more complex behavior. Some of the modes
red-shift (Edα→α′), others blue-shift (P1 and P2) with increasing doping d, and still others
(mostly above 3 eV) remain spectrally stable, just like in the non-interacting case.

8.5.2 Coulomb Scaling Approach

Before we investigate the above-presentedmodes in real and energy space inmore detail,
let us focus on the Coulomb interaction scaling approach for differently doped triangles
before. In Fig. 8.8, we present the absorption cross-sections of (a) an undoped, (b) a two-
fold doped, (c) a ten-fold doped, and (d) a 20-fold doped triangular antenna (Figs. 8.7c
and 8.8a coincide). Besides the previously mentioned continuous passage from Eα→α′

to Edα→α′ both in Figs. 8.8a and 8.8b (mode B), we note a similar behavior for the low-
energymodeA in Fig. 8.8b that is the (dressed) α′ → δ′ transition. But in accordance with
the overall analysis in Sec. 7.3, not all modes exhibit the same shifting characteristics.
Mode C in Fig. 8.8b, for example, barely changes its spectral position as a function of the
Coulomb scaling parameter. In the heavily doped species in Figs. 8.8c and 8.8d, we observe
both spectrally stable modes (S) and considerably shifting ones (P1 and P2). Based on the
Coulomb scaling approach, only the modes P1 and P2 in the heavily doped case d = 20
can be considered plasmonic, although the transition here is admittedly very smooth and
the classification not obvious. Modes A and B could be called intermediate, and modes
C and S could be classified as single-particle-like.
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Figure 8.9: Real-space induced charge distribution in the two-fold
doped 270-atomic graphene nanotriangle in the non-interacting
case for (a) mode A, (b) mode B, and (c) mode C, as labeled in
Fig. 8.8b. (d)-(f) Same as (a)-(c), but for interacting electrons. In
the top left and top right corners of the subfigures, we show the
energy and the EPI of the corresponding modes, respectively. The
green dashed lines indicate the nodal line of the charge distribu-
tion. The size of the atoms is proportional to the absolute value of
the induced charge.

To get an even more complete picture, we thoroughly investigate below the modes A,
B, and C in the moderately doped case d = 2 (which is similar to the undoped case but
additionally supports the mid-infrared mode around 0.5 eV) and the modes P1, P2, and S
in the heavily doped species with d = 20.

8.5.3 Real-Space Dynamics

Classically, plasmonic modes are accompanied by oscillating long-range charge distribu-
tion patterns in real space. To judge the real-space characteristics in the present case, we
show in Fig. 8.9 the induced charges of modesA,B, andC in the two-fold doped triangle,
both for non-interacting (Figs. 8.9a-c) and for interacting electrons (Figs. 8.9d-f).

Moderate Doping: d = 2

In the non-interacting case, modes A and B reside at 0.55 eV and 1.12 eV, respectively,
and have exceptionally low EPIs of 0.05 and 0.02, which clearly indicates their single-
particle nature. However, their real-space induced charge patterns have palpably dipolar
character, and we observe a charge separation, which leads to strong induced potentials
and, consequently, to high (G)PI values, as will be shown below. From that, it is apparent
that the existence of Coulomb interaction in nanostructures is by nomeans a prerequisite
for the emergence of long-range structured dipolar charge oscillation in real space like it
is in classical systems.
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Figure 8.10: Real-space induced charge distribution in the 20-fold
doped 270-atomic graphene nanotriangle in the non-interacting
case for (a) mode P1, (b) mode P2, and (c) mode S, as labeled in
Fig. 8.8d. (d)-(f) Same as (a)-(c), but for interacting electrons. In
the top left and top right corners of the subfigures, we show the
energy and the EPI of the corresponding modes, respectively. The
green dashed curves roughly indicate the nodal lines of the charge
distribution. The size of the circles is proportional to the absolute
value of the induced charge.

In the interacting case, bothmodes reside at higher energies, 0.72 eV and 1.36 eV, and also
their EPIs attain slightly higher values, 0.13 and 0.23. While in the non-interacting cases,
regions of atoms with positive and negative excess charges strongly overlap spatially, the
charge patterns in the interacting cases in Figs. 8.9d and 8.9e exhibit a more distinct
charge separation along the green dashed nodal lines.

The Coulomb scaling approach in Fig. 8.8 reveals that bothmodes aremildly shifting with
λ and are, thus, neither completely single-particle-like nor fully plasmonic. Other than
modesA andB, modeC does not shift withCoulomb interaction strength and is classified
single-particle-like within the Coulomb scaling framework. In the non-interacting and
the interacting cases, the induced charge patterns look rather jumbled and orderless.
The EPIs of 0.02 for λ = 0 and 0.14 for λ = 1 classify both modes as single-particle-like
– in agreement with the Coulomb scaling method.

Heavy Doping: d = 20

The heavily doped triangle offers two modes that blue-shift very strongly in the scaling
approach in Fig. 8.8d. Moreover, we note that mode C from Fig. 8.8b is retained in the
energy region around 3 eV such that it can be directly compared to mode S in Fig. 8.8d.6

Figures 8.10c and 8.10f show the induced charge of mode S at 2.98 eV and 3.05 eV in the
non-interacting and interacting case, respectively. With 0.02 and 0.17, their EPI values
are essentially equal to those of mode C, and the associated induced charge patterns are

6Modes C and S are mainly associated with the single-particle transition ε → η′ that is still allowed as
level η′ remains unpopulated even after doping with 20 electrons.
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also very similar. Therefore, it can be seen as a prime example of a single-particle-like
mode – unaffected by an increased charge carrier density in the system and spectrally
stable as the Coulomb interaction strength is varied.

Contrary to that, themodes P1 and P2 exhibit significantly higher EPIs of 0.49 and 0.78 in
the interacting case, respectively. This identifies them as truly plasmonic in the sense of
the EPI. Reminiscent of the labeling in Fig. 7.4, we assign P1 to the fundamental dipolar
plasmonic mode with one nodal line and P2 to the next higher order plasmonic mode
with two nodal lines (see the green dashed lines in Figs. 8.10d and 8.10e). Figures 8.10a
and 8.10d show the associated induced charge of P1. It resides at 0.55 eV for λ = 0 with
an EPI of 0.02 and at 1.39 eV for λ = 1 with an EPI of 0.49. Figures 8.10b and 8.10e show
the associated induced charge of P2. It resides at 1.09 eV for λ = 0with an EPI of 0.07 and
at 2.03 eV for λ = 1 with an EPI of 0.78. Both plasmonic modes have very clean charge
separation patterns without any overlapping regions of alternating signs. In general, it
can be stated that the presence of Coulomb interaction causes a tendency to push the
charge toward the edges of the structure. By comparing the upper and lower rows of
Figs. 8.9 and 8.10, this can be easily seen.

The comparably low EPI value of the fundamental mode P1 nicely highlights a shortcom-
ing of the EPI that needs to be discussed here: the Coulomb interaction-mediated en-
ergy of the mode, 1.39 eV, accidentally coincides with the energies of contributing single-
particle transitions, E139→164 = 1.41 eV and E137→160 = 1.43 eV, for instance. Although
the mentioned transitions only weakly contribute to the mode in total, the expression in
Eq. (8.6) causes their contribution to get significantly enhanced in ρ̃ω and, therefore, they
reduce the EPI of the overall plasmonic mode to an intermediate value.

Moreover, from the close inspection of modes A andB in Fig. 8.7b, we can conclude that
the shifting characteristics of amode as a response to amodification of the charge carrier
density in the system cannot be used to unambiguously determine the character of that
mode. While modeA (which is the dressed single-particle transitionEdα→α′) red-shifts as
a function of charge carrier density, mode B (which is Edα′→δ′) blue-shifts. This is true,
although both modes shift in the Coulomb scaling approach in a similar way toward the
blue (see Fig. 8.8b), and bothmodes have a very similar real-space induced charge pattern
(see Figs. 8.9d and 8.9e). It can be further highlighted here that the mode P1 (P2) in the
non-interacting and the interacting case have substantially different EPI values despite
their real-space charge distribution is very similar to each other. This emphasizes that
the EPI is not based on real-space quantities.

8.5.4 Energy-Space Dynamics

One of the key advantages of the used simulation method is the possibility to access the
time-resolved energy space population dynamics. Therefore, we outline in the following
how themodeswhose real-space characteristics have been studied in the previous section
are characterized in energy space. To that end, we investigate the change in population
probability ∆P (j, t) = ρjj(t) − ρ0

jj of the states |j〉 (see Eq. (8.4)) for the modes A, B, C,
P1, P2, and S, both for non-interacting and for interacting electrons.

Moderate Doping: d = 2

Figure 8.11 shows the changes in population probability of the two-fold doped triangle
as a function of time. We plot the five last optical cycles of the simulation period after the
system has reached the stationary state. We show only the states |j〉 in the range 100 ≤
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Figure 8.11: Difference in population probability ∆P (j, t) for the
modes (a) A with EPIs of 0.05 (λ = 0) and 0.13 (λ = 1), (b) B with
EPIs of 0.02 and 0.23, and (c)C with EPIs of 0.02 and 0.14 in the two-
fold doped graphene nanotriangle. We show the states with 100 ≤
j ≤ 160. The left (right) subfigures correspond to non-interacting
(interacting) electrons. The time axis is limited to five optical cycles
of the stationary state dynamics.

j ≤ 160, as all the other states do not contribute to the formation of the investigated
modes.

Modes A and B in Figs. 8.11a and 8.11b show clean and constant inversion type dyna-
mics of the changes in population in the non-interacting cases (λ = 0, left subfigures).
We see that, indeed, the levels α′ and δ′ for mode A and α and α′ (or HOMO and LUMO)
for mode B are defining the mode in energy space as donor and acceptor states, respec-
tively. They interchange population in a monotonic manner, typical of single-particle-
like modes. However, in the interacting cases (λ = 1, right subfigures), a slightly more
complex structure becomes apparent. Although the involved states are mostly the same
ones, we now also observe sloshing type oscillatory patterns on top. Moreover, especially
in modeB, additional states below and above the HOMO and LUMO are weakly activated
by the Coulomb interaction and contribute by interchanging the population in an oscil-
latory manner.

The same quantity for mode C is shown in Fig. 8.11c. In contrast to modes A and B, we
find exclusively inversion typenon-oscillatory contributions, both for thenon-interacting
and the interacting case. The only difference is that in the interacting case, a whole set
of additional transitions occurs, and additional states become enabled. It is emphasized
here that despite the two subfigures in Figs. 8.11a and 8.11b differ only slightly from each
other, the energies of the associated modes are considerably different from each other.
On the other hand, the two subfigures in Fig. 8.11c differ comparably strongly, as many
additional pairs of states are engaged in themode after the Coulomb interaction is turned
on. Yet, the energies of the associated modes are similar. This illustrates that the energy
of a mode is not primarily determined by how many or which transitions contribute to
it, but rather by how they contribute to it – in an inversion type or sloshing type man-
ner. The EPI can be seen as a quantification of the share of sloshing type transitions that
contribute to the mode.

105



Chapter 8. The Energy-Based Plasmonicity Index

Figure 8.12: Difference in population probability ∆P (j, t) for the
modes (a) P1 with EPIs of 0.02 (λ = 0) and 0.49 (λ = 1), (b) P2 with
EPIs of 0.07 and 0.78, and (c) S with EPIs of 0.02 and 0.17 in the 20-
fold doped graphene nanotriangle. We show the states with 120 ≤
j ≤ 200. The left (right) subfigures correspond to non-interacting
(interacting) electrons. The horizontal dashed line represents the
Fermi energy and the time axis is limited to five optical cycles of the
stationary state dynamics.

Heavy Doping: d = 20

In Fig. 8.12a, we present the change in population probability of mode P1 in the heavily
doped (d = 20) graphene nanotriangle. Whereas only inversion type monotonic transi-
tions are visible in the non-interacting case with an EPI of 0.02, we observe oscillatory
features in all of these transitions in the interacting case. It is remarkable here, that only
very few additional states are engaged through the onset of electron-electron interaction.
The set of active states remains mostly the same, but the nature of the already present
transitions is altered from inversion to sloshing type. This alone leads to a massive shift
of themode from 0.55 eV to 1.39 eV as Coulomb interaction is gradually turned on, as well
as to a substantial increase of the associated EPI value from 0.02 to 0.49. The change in
population of mode P2 is depicted in Fig. 8.12b. Similarly to the previous case, we ob-
serve a substantial onset of oscillatory behavior when the Coulomb interaction is taken
into account as compared to the non-interacting simulation. Also, it is highlighted that
the set of active states in both plasmonic modes (EPI of 0.78) is strongly located in the
vicinity of the Fermi energy EF (see the yellow dashed line in Fig. 8.12b). Please note,
that this characteristic feature of a plasmonic mode has been observed by Townsend and
Bryant in TD-DFT simulations before already (see Figs. 7.7 and 7.8), and was consistently
reproduced in the TB approach here.

The change in population probability of mode S is shown in Fig. 8.12c. In the non-
interacting case, we notice the strong contribution of the transitions from level ε, which
is deep below the Fermi energy, to level η′ just above EF (see again Fig. 8.6c for the la-
beling). This highlights the single-particle character of the mode. Besides another faint
additional inversion type transition that arises in the interacting case, the mode practi-
cally retains its single-particle energy-space characteristics, as the Coulomb interaction
is turned on. Also the energy of the mode barely changes in that process.
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In conclusion, we can note that in the moderately doped7 structure, we do not iden-
tify plasmons in the sense of the EPI. All three modes (A, B, and C) can be considered
predominantly single-particle-like, but moderately dressed by interaction energy. This
renders low, but non-negligible EPI values between 0.13 and 0.23. The presence of the
modes can be largely attributed to single-particle transitions in the non-interacting en-
ergy landscape of the structure in Fig. 8.6c. Only after doping the structure heavily, we
find plasmons in the sense of the EPI. In the 20-fold doped structure, for instance, modes
P1 and P2 yield EPI values of 0.49 and 0.78, respectively. They both show the expected
dipolar (multipolar) real-space induced charge and their energies can only be explained
by taking into account electron-electron interaction energy considerably. However, mode
S (which is closely related toC) retains its single-particle character even after heavy dop-
ing. While both for P1 and P2, sloshing type transitions appear in the interacting case,
mode S remains to be comprised of inversion type transitions mostly.

8.6 The EPI in Differently Sized Structures

The EPI of a mode is dependent on the single-particle eigenenergies of a given system
that sustains it and, therefore, also on the method that is in use. The eigenenergies Ej
of graphene-based nanoantennas in the TB description always lie in the energetic range
|Ej | ≤ 3t, where t = 2.66 eV is the hopping in the TB framework, see Figs. 3.4 and 8.6b.
Since the number of energy eigenstates is equal to the number of atoms in the structure,
larger antennas provide denser spacing of eigenenergies in the mentioned interval. As
accidental energy matching events like in mode P1 are less likely to happen in larger an-
tennas when more states are available in a given energy range, we expect better results
for larger antennas.

In Fig. 8.13a, we show the EPIs of the lowest-energy fundamental dipolar modes in trian-
gular nanoantennas of different side lengths in the range 3 nm ≤ L ≤ 9 nm with 168 and
1386 atoms, respectively. To keep the modes in the structures as comparable as possible,
we fix the Fermi energy of the nanoantennas at roughly EF ≈ 0.75 eV for every size. This
means, that a different number of electrons has been used for doping in each case. As
expected, we observe that the EPI of the associated fundamental dipolar mode increases
the larger the antenna gets. While in small antennas with a small number of excess dop-
ing charge, this fundamental mode is still associated with dressed single-particle-like
transitions (see modesA andB in Fig. 8.8b), in the classical limit (L ≥ 10 nm)with many
doping electrons, the fundamental mode belongs intrinsically to a sloshing type plasmon
(see mode P1 in Fig. 8.8b), and the EPI approaches 1.

8.7 Direct Comparison of the EPI and GPI

Comparing the EPI to other classification approaches, onemay state the following things.
The EPI identifies all modes in the undoped and two-fold doped antennas as predomi-
nantly single-particle-like. At the utmost, one could call mode B with an EPI of 0.23 in
the interacting case intermediate. ModesP1 andP2 can be regarded as plasmonic, whereas
S is single-particle-like. The scaling approach completely agrees with this classification.
While in Fig. 8.8b, modes A and C hardly shift with Coulomb interaction strength, mode
B does to a greater extent. In Fig. 8.8d, mode S is spectrally stable, but P1 and P2 shift
very strongly. In the multidimensional classification scheme of Tab. 7.1, all modes in the

7The same reasoning applies for the completely undoped structure as well. Besides the appearance of the
additional low-energy modes in the moderately doped structure, the discussion is along the same lines and
the corresponding modes qualitatively equivalent for d = 0.
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Figure 8.13: (a) EPI of the lowest-energy fundamental dipolar
mode in graphene nanotriangles of different side lengths L. The
Fermi energy is kept at a similar level EF ≈ 0.75 eV, which means
that differently sized triangles are doped with a different number
of electrons. (b) GPI of the two lowest-energy modes in the 270-
atomic graphene nanotriangle for different doping levels in the
range 1 ≤ d ≤ 9. Q = −2e is equivalent to d = 2. Adapted with
permission from Ref. [115]. Copyright © 2017 American Chemical So-
ciety.

two-fold doped triangle fall under the category "single-particle", as they mainly consist
of one single transition only, α → α′ or α′ → δ′. This is also in accordance with the EPI,
albeit for different reasons.

On the other hand, however, theGPI is in conflictwith the EPI inmany cases. As theGPI is
not a normalized quantity, a direct comparison of the GPIs of differently doped triangles
is cumbersome. In the spectral region evaluated in Ref. [115], modesA andB of the two-
fold doped structure have the highest GPI values of the investigated part of the spectrum,
3 and 5.5, respectively (see Fig. 8.13b). Consequently, they are both considered plasmonic
in the GPI approach. We furthermore observe that the GPI of the lowest-energy mode
increases the stronger the antenna is doped. In the limiting case of d = 9, the onset of the
plasmonic mode P1 is visible and accompanied with the largest GPI value attained in the
figure. It should be emphasized, however, that the author considers the blue dashed lines
in Fig. 8.13bmisleading. One should not perceivemodeA for d = 2 andP1 for d = 9 as the
samemodes, as it is insinuated by the figure. Whereas the former mode is predominantly
single-particle-like and associated with the dressed single-particle transition α′ → δ′,
the spectral position of the latter is predominantly determined by interaction energy and
emerges from many single-particle transitions, as has been outlined above.

It needs to be emphasized here, that the GPI and the EPI are based on different concepts
of plasmonicity on the nanoscale. Thus, it is neither surprising nor an inconsistency that
the classification results do not coincide. The former attains a high value when the mode
displays strong charge separation and, consequently, produces a high induced potential
in the molecule. The latter attains high values when transitions in the non-interacting
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energy landscape of a structure cannot explain the spectral position of a mode, and when
it is dominated by sloshing type transitions in energy-space. We want to highlight here,
that these characteristics go hand in hand in macroscopic systems, but need to be distin-
guished in nanoscale systems. Thus, the GPI and the EPI complement each other excel-
lently to get a full comprehensive picture of a mode in a nanostructure.

8.8 Conclusions

In this chapter, we have introduced and applied the EPI as our own contribution to the
scientific discussion. First, we outlined in detail how it is computed and interpreted,
and then motivated the correspondence to the computational method of Townsend and
Bryant. To validate the EPI on simple model systems, we applied it to the metallic linear
carbon polyene chain and to the insulating dimerized polyacetylene chain in a TB-based
framework, as well as to the sodium chain Na20 and to a small silver tetrahedron Ag20 in
a TD-DFT framework. Finally, we investigated thoroughly the EPI of the optical modes
in a 270-atomic doped triangular graphene nanoantenna, which has been studied in lit-
erature before in the context of the GPI also. Finally, we discussed the EPI in comparison
with other classification methods, such as the GPI.

The EPI constitutes a powerful tool to complement other existing approaches for the clas-
sification of modes on the nanoscale using quantum mechanical simulation schemes.
The underlying concept of a plasmon is based on electron-electron interaction as the es-
sential mechanism that leads to the formation of the mode. Therefore, the energy of a
plasmon in the sense of the EPI is determined by a complex interplay of coherently cou-
pled electrons and cannot be trivially linked to transitions in the non-interacting energy
landscape of a given structure. The EPI of amode lies between 0 (single-particle-like) and
1 (plasmonic). By comparing either Figs. 8.9d and 8.9f with similar EPIs but substantially
different real-space charge distributions or Figs. 8.10b and 8.10e with similar real-space
charge distributions but substantially different EPIs, it can further be seen that the real-
space induced charge is not linked to the EPI of a mode. The EPI is rather determined by
the amount of sloshing type single-particle transitions that contribute to the population
dynamics in energy space.
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In the presented work, we developed a time-domain tight binding (TB)-based simula-
tion framework to describe the optical properties of carbon-based nanostructures. It is
applicable to stand-alone planar nanoantennas and to hybrid systems that comprise a
nanoantenna and a foreign adsorbed atom (adatom) which interacts optically and chem-
ically with the antenna. Our TB framework is computationally much cheaper than com-
mon ab initio approaches, such as density functional theory (DFT), and can handle mole-
cules with hundreds or even thousands of atoms utilizing a reasonable amount of com-
putational resources. Of course, this speed-up comes with the cost of lower accuracy
in general. However, the employed TB approach is very accurate for the nanostructures
discussed in this work – especially in the case of graphene, which is one of the most
prominent candidates for future tunable optical devices due to its exceptional geometry
and band structure.

Capitalizing on this simulation framework, in the first part of the thesis, we investigated
hybrid systems of adatoms that are chemically coupled to carbon-based antennas. Par-
ticularly, we consecutively adopted two different perspectives. First, we studied what
impact the coupling parameters of an adatom have on the electronic structure and the
optical properties of an antenna. Then, we focused on how the quantum optical phenom-
ena of spontaneous emission and Rabi oscillations in the adatom are modified by taking
into account both the optical and the chemical interaction channel.

In the second part of the thesis, we discussed the issue of defining and measuring plas-
mons in nanoscale systems beyond the classical realm. Many previous approaches to
classify optical modes rely on the associated induced charge or the number of involved
single-particle transitions. To complement the body of literature on this issue, we con-
structed a normalized and dimensionless measure for plasmonicity – the energy-based
plasmonicity index (EPI) – that relies on the energy-space coherence dynamics in the sys-
tem’s density operator and, hence, neither on real-space characteristics of themodes nor
on the number of involved single-particle transitions.

Conclusions

In the first part of the thesis, after we recapitulated the necessary theoretical background
onnanoplasmonics inCh. 2 and the electronic and optical properties of graphene inCh. 3,
we focused on the electronic and optical properties of finite carbon structures. Based
on the TB method that is widely applied to calculate the band structure of extended
2D graphene, we determined the single-particle eigenenergies and eigenstates of pla-
nar carbon nanoantennas in Ch. 4. In particular, we discussed the linear carbon chains
of the Su-Schrieffer-Heeger (SSH) model, i.e. the conducting polyene and insulating poly-
acetylene molecules, and graphene nanoantennas of different shapes and edge types.
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Chapter 9. Conclusions and Outlook

We argued that graphene antennas with armchair edges are more suitable for applica-
tions in tunable optics as compared to zigzag-terminated antennas. Moreover, we saw
that the armchair graphene triangle under investigation has a similar energetic struc-
ture as the dimerized carbon chain, exhibiting a band gap across zero energy and two
quasi-continua of states above and below this gap, reminiscent of the conduction and
valence bands in infinite structures. Therefore, the conceptually easily accessible chain
species can serve as a starting point to understand electronically more complex systems
like the graphene antennas. In anticipation of the need to characterize hybrid systems on
the basis of their single-particle eigenstates, we introduced scalar measures to quantify
their localization, symmetry, hybridization, and their involvement in optical interaction
mechanisms.

Chapter 5 concentrated on the time-domain approach to describe the optical properties
of planar carbon molecules with electric fields. The presented framework allows to track
electronic dynamics both in real and energy space. Especially when focusing on higher
harmonic generation, we found that both plasmonic and single-particle-like modes are
suitable for producing higher harmonics in the emission spectrum of a structure. Both
the conducting linear chain and the isolating dimer chain offered higher harmonic gener-
ation of odd higher orders with similar strength. However, in the investigated graphene
nanoantenna, it was found that the generation of even-order higher harmonics is sup-
ported to a higher degree in the plasmonic modes of the highly doped antenna as com-
pared to the single-particle-like mode of the moderately doped one. On the other hand,
odd orders are generated for both kinds of modes to a similar extent.

Hybrid antenna-adatom systems were introduced in Ch. 6, where we extended the for-
malism from the previous chapters to include also two-level quantum emitters that are
optically and chemically coupled to the antenna. We concluded that there are two qual-
itatively different coupling configurations, edge and bulk coupling that need to be dis-
tinguished. Moreover, in different structures, different coupling strengths are optimal
to achieve maximum hybridization and tuning of the absorption cross-section. It was
found that, among all investigated configurations, the conducting linear chain offers the
highest degree of tunability when the adatom is coupled to a bulk atom of the chain. The
adatom effectively splits the chain into two smaller chains in this case. Consequently,
instead of exhibiting one prominent low-energy absorption mode that is associated with
the long chain, we observe two less intensemodes at higher energy that belong to the two
smaller chains. The absorption of the insulating dimerized chain species, on the other
hand, remained relatively inert for all investigated coupling configurations. Conversely,
also quantum optical phenomena routinely discussed in the context of two-level systems
are modified. Upon coupling the adatom to the antenna also chemically, the sponta-
neous emission of the adatom is suppressed as compared to the case when only optical
coupling is present. Moreover, we observe a decrease of the Rabi oscillation frequency
of the HOMO-LUMO transition in the hybrid system as the coupling strength between
the adatom and the antenna increases. These results highlight the necessity to also con-
sider electronic tunneling when a quantum emitter is brought close to a nanoantenna at
distances in the order of a few Ångström or a nanometer.

To begin the second complex of this thesis, we gave a broad overview of the research field
in Ch. 7, assessing different concepts of plasmonicity and presenting measures and char-
acterization approaches that already exist in literature. In particular, strategies to tell
apart single-particle-like modes from plasmonic ones are reviewed. They mostly focus
on the following three aspects of the modes: the induced charge distribution, the num-
ber of involved single-particle-transitions, or the amount of Coulomb energy associated
with the mode.
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In the last chapter, we introduced our own contribution to this discussion – the EPI. First,
we motivated the idea of its construction as a quantification of the sloshing and inver-
sion type dynamics of state populations that were previously found in DFT simulations
by Townsend and Bryant. We then validated the EPI by applying it to structures that are
routinely discussed in this context – the polyene and polyacetylene chains in a TB frame-
work and the sodium chain Na20 and the silver tetrahedron Ag20 within a DFT framework.
Finally, we applied the EPI to the modes in a graphene antenna that is known to support
both single-particle-like and plasmonic modes at the same time, and compared our find-
ings to other classificationmethods like the generalized plasmonicity index (GPI) and the
Coulomb scaling approach. We find that the classification results of the EPI and the GPI
do not coincide in general, as the latter is based on the real-space induced charge of the
mode. We showed that modes with incrementally different induced charge patterns may
have substantially different EPI values. Also, hybrid modes tend to resemble plasmonic
ones in real space. On the other hand, the Coulomb scaling approach of Bernadotte et
al. is mostly in agreement with our classification outcomes as it also predominantly re-
lies on energy-space considerations and Coulomb interaction. A substantial advantage of
the EPI over the scaling approach is that only a single simulation is needed to asses the
nature of a mode instead of a whole series of simulations with different Coulomb inter-
action strengths. Altogether, we find real-space considerations unreliable to determine
a mode’s nature as both single-particle-like and plasmonic modes were shown to exhibit
very similar induced charge patterns. On the other hand, we see clear signatures of both
mode types in the oscillating sloshing and monotonous inversion dynamics of the state
populations in energy space.

Outlook

Future research along similar lines could involve the following topics. The optical pro-
perties of themolecules considered in this thesis rely on the regularity of their geometric
structure. It was not investigated in this thesis how robust the discussed phenomena
are with respect to positional disorder of the antenna atoms. While the natural carbon-
carbon atomic distance is rather rigid, the inter-atomic distance in artificially fabricated
chains of quantum dots can be readily controlled and tailored. Also, graphene antenna
edges often exhibit pentagonal and heptagonal irregularities that disturb the hexago-
nal structure and, hence, modify the energy landscape. For the sake of simplicity, in
this thesis, the behavior of the hybrid systems was investigated under the assumption
of particle-hole symmetry of the energy landscape. We also kept the energies of the ad-
atom orbitals fixed and did not capitalize on the doping degree of freedom. Although
we briefly discuss asymmetric energy landscapes in Ref. [A5] as well, this discussion can
surely be intensified. Graphene is a representative of the so-called Van derWaalsmateri-
als that exhibit strong in-plane atomic bonds, but weak out-of-plane coupling. Therefore,
it is possible to create layered structures combining different Van der Waals materials
on top of each other. This opens up the route to control and engineer optical proper-
ties of low-dimensional materials even further. Hence, developing our hybrid simulation
framework further along these lines seems auspicious.
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A | The EPI in LR-TD-DFT

In linear-response time-dependent density functional theory (LR-TD-DFT), aswe applied
it in Ref. [A4], the energy eigenstates of a given system are defined by the eigenvalue
problem [289–291]  A B

B∗ A∗

X
Y

 = ~ω

1 0

0 −1

X
Y

 (A.1)

with the orbital rotation matrices

Aia,jb = (Ei − Ea)δijδab + (ai|jb) + fXC
ai,bj , (A.2)

Bia,jb = (ai|bj) + fXC
ai,bj . (A.3)

Here, Ei denotes the energy of the single-particle Kohn-Sham eigenstate ϕi and

(ai|bj) =

∫
d3r

∫
d3r′ϕa(r)ϕi(r)

1

|r− r′|
ϕb(r

′)ϕj(r
′) (A.4)

is a Coulomb interaction integral. The exchange-correlation kernel reads

fXCai,bj =
∂2EXC

∂Dai∂Dbj
, (A.5)

whereEXC is the exchange-correlation energywithin the adiabatic approximation [292].

From the solutions of Eq. (A.1), one can directly compute quantities like the oscillator
strengths and dipolemoments of excitations. Moreover, the EPI is accessible via the tran-
sition density in the Kohn-Shammolecular orbital basis,

ρωai = Xia,ω + Yia,ω. (A.6)

From that, one can obtain the auxiliary density operator in analogy to Eq. (8.6),

ρ̃ωai =
|ρωai|

||Ea − Ei| − ~ω + iε|2
, (A.7)

and finally arrives at the EPI

EPI(ω) = 1− 〈ρ̃ωai, ρωai〉. (A.8)
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B | Coulomb Interaction Matrix

B.1 Stand-Alone Antenna

The elements of the Coulomb interaction matrix v are defined in a two-fold way.

1. For elements that relate carbon atoms which are far away from each other, the in-
verse distance 1/r power law is employed [44] according to

vll′ =
Eha0

|rl − rl′ |
, (B.1)

where Eh = 27.21 eV is the Hartree energy and a0 = 0.53Å is the Bohr radius.

2. For elements in v, that relate close atoms, the same strategy cannot be applied
as divergences would appear for the diagonal elements vll. Thus, explicitly calcu-
lated values for the on-site, nearest neighbor, and next-to-nearest neighbor terms
vos = 16.52 eV, vnn = 8.64 eV, and vnnn = 5.33 eV, respectively, are used. They have
been determined analytically by Potasz et al. [186] by taking into account the spatial
extent of the pz orbitals in graphene through

vll′ =

∫
d3r

∫
d3r̃ ψl(r)ψl′(r̃)

1

|r− r̃|
ψl′(r̃)ψl(r) (B.2)

directly from the real-valued carbon Slater pz orbitals

ψl(r) =

√
ξ5

32π
zl exp

(
−ξrl

2

)
(B.3)

with ξ = 3.14 in graphene. The values are taken from Table I in Ref. [186].

B.2 Hybrid System

We construct the extended Coulomb interaction matrix of the hybrid system vhyb based
on the interaction matrix of the stand-alone antenna v. For the intra-antenna terms, we
have

vhyb
ll′ = vll′ for l, l′ ∈ [1, Na]. (B.4)

For the sake of simplicity, the elements of vhyb that relate orbitals within the adatom
are set to the on-site value vos, as if all of them were pz orbitals in graphene, such that
vhyb
gg = vhyb

ee = vhyb
eg = vhyb

ge = vos.

Elements that relate orbitals of the adatom with orbitals of the antenna have to meet the
constraint that they vanish for vanishing coupling strength, i.e. if the adatom is infinitely
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far away from the antenna. We assume

vhyb
elc

= vhyb
lce

= vnn ·
acc
d

√∣∣∣∣ tet
∣∣∣∣, (B.5a)

vhyb
glc

= vhyb
lcg

= vnn ·
acc
d

√∣∣∣∣ tgt
∣∣∣∣, (B.5b)

for the elements that couple adatom orbitals to the coupling atom orbital |lc〉, and

vhyb
el = vhyb

le = vllc ·
acc

d+ acc

√∣∣∣∣ tet
∣∣∣∣, (B.6a)

vhyb
gl = vhyb

lg = vllc ·
acc

d+ acc

√∣∣∣∣ tgt
∣∣∣∣, (B.6b)

for all other antenna orbitals, where d is the distance of the coupling atom lc in the an-
tenna to the adatom, and acc = 1.42Å is the carbon-carbon distance in the antenna.
The elements vllc are intra-antenna elements and can be calculated through Eq. (B.4).
Moreover, the coupling strengths te, tg can be determined from the distance d according
to [293]

te,g = t
(acc
d

)2
. (B.7)
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C | Nonlinear Parameters forHigher
Harmonic Generation

Table C.1 presents the full set of nonlinear parameters βd,En for the nth higher harmonic
of themode at energyE = ~ω0 in the 270-atomic graphene armchair triangle with doping
d discussed in Sec. 5.3.2. They relate the incident electric field component |Ẽ(ω0)| and
the induced dipole moment component |p̃(nω0)| according to

|p̃(nω0)| = βd,En |Ẽ(ω0)|n. (C.1)

Table C.1: Nonlinear parameters βd,En for the nth higher harmonic
of the mode at energyE = ~ω0 with doping d. (n.a. indicates that it
was not possible to determine the value reliably due to the lack of
data points in Figs. 5.7c and 5.7f.)

d 2 20 2 20 2 20

n E 1.36 eV 1.39 eV 1.7 eV 1.7 eV 2.08 eV 2.03 eV

1 20 80 6 20 10 9

2 1 60 0.15 2 0.06 1

3 20 300 2 30 1.5 1.5

4 7 300 0.09 2 n.a. n.a.
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