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Abstract

The rapid progress of technology in the semiconductor industry over the last decades

allowed the development of a whole new generation of fully integrated neuromodulators.

By an increase in the level of integration, new systems on chip (SoCs) that allow the

simultaneous recording and stimulation of nervous signals were developed. These chips

enable implantable, medical devices, capable of providing so far unreachable spatiotem-

poral resolution, while eliminating inflammation prone through-skin wires. The ongoing

demand for higher spatial resolution, together with the tight power and size require-

ments imposed by implantation needs, result in growing challenges for the integrated

circuit design.

Besides the fundamental requirements for power, area and noise, the unknown, biolog-

ical system itself imposes the biggest challenge. Since the observable signals and the

required stimulation patterns heavily depend on the physiology of each individual, all

systems require high flexibility and maximum adaptability to the patient. The presented

work deals with that challenge and presents new circuit architectures, that allow the re-

configuration of the recording system as well as the stimulation system to the current

neurological state, while being implanted.

In the recording subsystem, a new tuning mechanism for the low noise amplifier is pre-

sented. It provides a flexible trade-off between noise performance and amplifier band-

width, to adapt the recorder to the currently observed, neural signal. Further, electrode

impedance estimation was introduced with a new low-gain recording mode. Thereby,

the recorder is reused to acquire the impulse response of the electrode, which allows to

detect broken wires or electrode degradation due to electrochemical processes.

In order to provide maximum flexibility for the stimulation, a novel, high voltage (HV)

stimulator was developed, which is capable of providing current and voltage controlled,

arbitrary stimulation waveforms. This was achieved by a new, semi-digital feedback

loop, which controls the output current of the current stimulator in order to achieve the

desired electrode voltage. Thereby, power efficient class-B operation is achieved, while

requiring only little area overhead, as the full HV output stage is reused.

Both subsystems were combined, together with two high resolution analog to digital

converters (ADCs), in a 32 channel SoC, which provides significant advantages for fu-

ture implants by minimizing the required amount of off-chip components. Furthermore,

integrated electrode monitoring improves patient safety and the increased flexibility in

recording and stimulation improves the freedom in the design of experiments and ther-

apies.
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Chapter 1

Introduction

Biomedical brain implants are of major interest within the research and therapy of

neurological disorders, as implantable electrodes, that interface the brain below the dura,

can provide much higher signal levels and spatial resolution compared to non-invasive

Electroencephalography (EEG) techniques [19, 20]. Additionally, placing the electrodes

closer to the interacting neurons does not only yield improved signal quality, but also

allows to stimulate a reaction of the surrounding tissue with high spatial resolution, via

Functional Electrical Stimulation (FES). This reaction is triggered by injecting charge

into the nervous tissue, in order to depolarize a neuron and trigger an action potential.

The ongoing trend in brain implants is towards systems that provide a fast growing

number of independent, parallel recording and stimulation sites, together with wireless

power and data transmission [21–24].

In research, the increasing number of channels allows a higher spatiotemporal resolution

of the communication paths within the central nervous system. The combined stimula-

tion/recording capabilities can provide a detailed image of the nervous reaction, which

can be used to derive a mapping of the functional brain units [25] and lead to a deeper

understanding of the working mechanisms. Even high resolution recording alone can

be used to exactly locate the propagation of stimuli through the brain and track the

complete path from the processing of a visual stimulation all the way to a reaction in

the motor cortex [26]. Furthermore, high-resolution, bidirectional implants are not only

applicable in brain research, but also provide a significant improvement in the therapy of

neurological disorders, as they allow closed-loop stimulation devices. During closed-loop

stimulation, the recorded nervous signals are used to trigger a stimulation, to adapt the

stimulation parameters like waveform or intensity to the reaction of the nervous tissue,

or a combination of both [23, 27–29]. Several studies have shown, that this improves the

1
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stimulation efficacy and allows to adapt the stimulation process to the individual neural

state of each patient.

By integrating more and more functionality onto a single System on Chip (SoC) the

size, battery lifetime and functionality of neural implants could be improved over the

last decades. This led to systems with 100 channels or more [21, 30, 31] and even a

system with 1024 channels has been reported [32]. However, publications in the field

of neurology show, that a pure increase in the amount of recording/stimulation sites is

not the only way to go in order to improve therapeutic results. Besides the location of

stimulation, many other parameters like stimulus waveform, stimulation duration and

stimulation timing can severely influence the neural reaction [33–35]. The varying results

from different experiments make it clear, that an integrated neural stimulator should

offer maximum flexibility, in order to be adaptable to the neurological state of each

individual patient.

A new obstacle, which arises through the growing channel count, is the increasing amount

of data which must be transmitted from the implant to an external unit. With a band-

width of the neural signals of approximately 10 kHz [3, 20], a sample resolution of 16 Bit

and a channel count of 32 or more, a transmitter that is capable of transmitting several

10s of Mbit/s is required. This task becomes especially challenging with regard to the

power budget and the limitations in antenna size, due to the small size of the implant.

In conclusion, this briefing shows that a versatile stimulator is needed, as it offers re-

searchers maximum freedom in the design of neurological experiments and allows to

adapt stimulation patterns to the individual needs of each patient. Additionally a highly

integrated SoC is required in order to use the limited power and space in an implant to

its full capacity. Therefore a fully integrated 32 channel, bidirectional neural interface

has been developed in this thesis. The interface was implemented in a High Voltage

CMOS (HV CMOS) technology, which allows the use of a High Voltage (HV) supply for

stimulation, together with a Low Voltage (LV) supply for recording, thus increasing the

stimulators voltage compliance, while maintaining a low noise recorder with low power

and area consumption. During the design process three prototypes with increasing com-

plexity were manufactured and evaluated and all results were combined into the final

SoC. Additionally Ultra Wide Band (UWB) data telemetry was investigated, as it is

reported to offer the best power efficiency for the required data rates and its high center

frequency allow for small antenna dimensions.
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Figure 1.1: Different implementations of FES and their key parameters.

1.1 Motivation

Neurological disorders like epilepsy, impairments caused by stroke or Parkinson’s disease

are a common global health-care problem. Motor recovery after a stroke is a large

application field, mainly of neural recording, as loss of functional movement after a

stroke is the main cause of acquired adult disability in high-income countries [36]. In

this case, Brain Machine Interfaces (BMIs) can be used to bypass damaged brain areas

and restore lost body functions or control prosthetic devices [19]. The second big research

field for FES is the suppression of seizures in epilepsy or tremor in Parkinson’s disease

[37–40].

Epilepsy is the most common, serious, neurological disease, affecting approximately 50

million people worldwide [38], Parkinson’s disease is the most common neurodegenerative

disease affecting 1 - 2 % of persons over the age of 60 years [39]. Although the symptoms

of the majority of both patient groups can be efficiently treated with pharmacological

medications, around one quarter of the epilepsy patients remain with drug-resistant

epilepsy [38, 41] and approximately 50 % of patients with essential tremor, caused by

Parkinson’s disease, do not improve with pharmacological medications [39]. In this case,

clinical experience over the last decades has clearly shown, that FES can be used to

dramatically reduce the symptoms and significantly improve the patients quality of live.

In the open-loop, neural FES approach, voltage, current or charge pulses are applied to

one or several electrodes with a constant amplitude, duration and repetition frequency,

which must be preliminarily determined, based on empirical values. Figure 1.1 illustrates

the three different stimulation types together with their characteristic values. These

stimulation parameters must be adjusted by a person with adequate training during a

programming session [39], average values, e.g. for voltage stimulation in tremor patients,

are reported with amplitudes of 2.4 - 4.4 V, a frequency of 143 - 173 Hz and pulse widths

around 100 µs [42]. However, studies showed that more complex stimulation waveforms,

e.g. an exponential decrease, can provide more energy and charge efficient stimulation
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[33, 34, 43]. This allows to increase the battery lifetime of an implant and reduce the

risk of tissue damage, as the amount of delivered charge can be reduced.

The next step to increase charge and power efficiency is to combine a neural recorder with

a stimulation device and deliver on-demand stimulation pulses. This is done in closed-

loop FES, where not only the timing but also the stimulation amplitude can be changed,

based on the recorded signal, leading to a more efficient treatment, while offering less

side effects than continuous stimulation [37, 38]. Figure 1.2 shows the concept of a

closed-loop BMI. It consists of an implant, which contains the electronics for wireless

data and power telemetry, as well as the neural recording/stimulation front-end. The

interface between electronics and the nervous tissue is provided by a Micro Electrode

Array (MEA) with several tens up to more than a hundred separate electrodes for

stimulation and recording [44], [21, 45]. The example shows the system design intended

in this thesis, where every channel in the interface Integrated Circuit (IC) contains a

combined recorder and stimulator, to allow parallel recording and stimulation and a

shared Analog-to-Digital Converter (ADC) is used to digitize the recorded signals. A

digital on-chip control unit manages the stimulation timing and the communication to

the telemetry unit, which provides a wireless data and power link to an external unit.

Thereby no wired connections through the scalp are required, which minimizes the risk

of infections and inflammations.

In the shown example, the raw, recorded data is streamed out to the external unit which

has two major advantages. First, it allows to store all recorded data on a mass storage
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device, which is especially important for researchers, as offline signal analysis can be

performed. Second, the available computation power in an external unit is much higher

compared to the implanted device, since the power budget is strictly limited by the

heat flux of the implant. In order to limit its heating to less than 1 ◦C, the implanted

device must not exceed a heat flux of 65 mW/cm2, which sets, together with the limited

space, the overall power budget [46, 47]. Therefore, complex and power hungry signal

processing algorithms are put outside the body, were more area is available and more

heat can be dissipated without tissue damages.

In order to estimate the required data rate in this scenario, the bandwidth of the expected

signals that will be recorded can be analyzed. In extracellular neural recordings the

signal can be spectrally separated into low frequency Local Field Potentials (LFPs) and

high frequency Action Potentials (APs). LFPs are located between 0.5 - 200 Hz with

amplitudes in the range of 5 µV to 5 mV, APs are located between 0.2 - 7.5 kHz with

5 - 10 times smaller amplitudes [48, 49]. This results in an overall bandwidth of 7.5 kHz

for the neural signal, which requires a sampling rate of at least 15 kS/s to avoid aliasing.

In order to ensure that the signal quality is not limited by the quantization error of

the ADC a resolution of 16 bit is chosen in commercially available systems [50]. If we

increase the sampling rate to 20 kS/s to account for non-ideal filtering of the recorded

signal, the required data rate per channel Rch can be calculated to:

Rch = 20 kS/s · 16 bit/S = 320 kbit/s (1.1)

Many recent publications about implantable data links use the Impulse Radio Ultra

Wide Band (IR-UWB) technique, as it offers high data rates, combined with high power

efficiency and a license free use. Modern Complementary Metal-Oxide-Semiconductor

(CMOS) technologies allow to design power efficient implementation of transmitters that

use the frequency band between 6 - 8.5 GHz, which can be combined with on-chip data

encoding or even be included in a neural recorder SoC [51]. The reported transmitters

provide data rates of up to 230 Mbit/s, which is enough to transmit the raw data of

more than 100 channels, with a power consumption of less than 4 mW [52–54].

The main motivation of this thesis is to combine a neural recorder, a neural stimulator,

the digital control logic required to control the stimulation process and a high resolution

ADC on one chip, in order to allow extremely area and power efficient implants. A

second goal is to extend the capabilities of the on-chip neural stimulators in order to allow

arbitrary stimulation waveforms in current mode, as well as in voltage mode with one

device. This would give researchers as well as clinicians a powerful tool with maximum
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flexibility in the design of experiments and the possibility to adapt therapies to the needs

of individual patients.

To achieve this goal, different stimulator and recorder architectures were considered

during this research work, which are discussed within this thesis. A newly developed

architecture is shown that combines recorder and stimulator, while providing voltage

and current mode stimulation with minimal area and power overhead. Additionally an

improved recorder architecture that offers on-chip, signal adaptive bandwidth tuning

and bioimpedance estimation is presented. All presented solutions were verified with 5

prototypes, manufactured in a 180 nm HV CMOS technology.

1.2 Achievements and innovations of the research work

This section highlights the achieved findings of this work for biomedical modulators.

Furthermore, the specific innovations for neural recording as well as for the neural stim-

ulator are shortly presented.

The starting point of this thesis was a 32 channel neuromodulator design presented

in [55], which featured 32 low noise recording front-ends. However, there was no on-

chip stimulator included, but only 32 HV transmission gates were used to direct the

stimulation current of an external stimulator to one of the working electrodes. Therefore,

the first task in this thesis was to find a stimulator architecture, which allows to be

combined on-chip with the existing neural recorder. In the first approach, a HV, biphasic,

current mode stimulator was designed, in order to provide a large voltage compliance,

which is required for small, high-impedance electrodes. During stimulation phases the

recorder is protected from the potentially harmful voltage levels via HV switches. The

combined, bidirectional front-end was realized in a 180 nm HV-CMOS technology and

provides measured stimulation currents of up to ±10.2 mA with an output compliance

of ±8 V. Arbitrary stimulation waveforms were realized with a 5-bit current steering

Digital-to-Analog Converter (DAC), whose Dynamic Range (DR) was increased to more

than 50 dB by an additional output range selection. The recorder features a measured,

input referred noise of 3.3 µVrms in the LFP and the AP band [16].

In a second revision of the stimulator, its functionality was extended by a constant

voltage stimulation mode. This was achieved by a semi-digital feedback loop, which

controls the stimulation current in order to adjust the electrode potential to the desired

stimulation voltage. This novel architecture allows for the first time to fully reuse the

area consuming HV output stage of a current stimulator in order to achieve voltage

mode stimulation. Therefore, a very high area and power efficiency is achieved, with an
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area overhead of only 11 % for the bidirectional channel and less than 1 µW of additional

power consumption [14].

The second task in the thesis focused on the recording of neural data and to make it more

versatile for a broader variety of applications. Since not the entire bandwidth from 1 Hz

to 7.5 kHz is of interest in every experiment, a tunable high-pass cut-off frequency was

introduced to the Low Noise Amplifier (LNA). This allows a flexible trade-off between

recorder bandwidth and noise performance, which makes the recorder more adaptable

to the desired neural signal. Additionally, a 0 dB low gain mode was introduced, which

can be used to estimate the bioimpedance of the used electrode in combination with

the current mode stimulator. This increases patient safety, as electrode degradation and

ripoff can be detected and the stimulation waveforms can be adjusted accordingly [13].

Both results, from the development of the stimulator and the revision of the recorder,

resulted in the design of a 32 channel fully-integrated, bidirectional neural interface. It

combines a high resolution incrementel ∆Σ ADC (I∆Σ-ADC), the digital control logic for

stimulation and recording and 32 bidirectional neural front-ends. This allows to reduce

the number of components that are required for a neural implant, which tremendously

reduces the size and power consumption.

Therefore, the results in this thesis can be used to improve the State-of-the-Art (SoA) in

implantable neuromodulators, not only by decreasing their size and power consumption:

Additionally the extended functionality allows more patient safety, increases the freedom

in the design of experiments in research and makes the implant more adaptable to

the individual needs of patients. This can help neurologists in future work to further

extend the knowledge about function mechanisms in the central nervous system and

even provide new therapeutic measures for neurological disorders.

In the last part of this work, the already mentioned wireless data link, which is needed

to stream the data to an external unit, was investigated as an outlook for further de-

velopments. This led to a first, successful design and testing of a miniaturized UWB

transmitter, which is capable of delivering data rates up to 100 Mbit/s. Its small form

factor, power consumption and the measured robustness to environmental change make

it very promising for implantable, transcutaneous high-speed data transmission [18].

1.3 Outline of the thesis

This thesis is organized in 6 chapters. Chapter 1 gives a general introduction into the

topic of neuromodulation and highlights the work that was done in this thesis. The sec-

ond chapter explains the signaling mechanisms in the central nervous system between
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the fundamental, functional units, the neurons. This is used to derive the nature of

the observable, neural signals, how these can be measured using integrated circuits and

finally how brain activity can be electrically modulated. After deriving these funda-

mentals, Chapter 3 shows the neural recorder design, which was developed during this

work, explains novelties that were realized and how they improve patient safety, as well

as signal quality. In Chapter 4, the integrated, high voltage, neural stimulator is shown

and how the sensitive neural recorder can be protected from potentially harmful stim-

ulation events. A novel, semi-digital feedback architecture is presented, which allows

reconfiguration between current and voltage mode stimulation, achieving outstanding

area and power efficiency. Thereafter, the implemented 32 channel neuromodulator is

presented in Chapter 5, explaining in detail the utilized on-chip, digital waveform syn-

thesis, on-chip analog-to-digital conversion and the supporting analog circuitry. Finally

the thesis is concluded in Chapter 6 and an outlook on possible, future work in the field

is given.



Chapter 2

Background and State of the Art

In this chapter, the principal structure of a neuron and its communication mechanisms

are explained. Followed by this, the nature of electrical, neural signals will be explained,

which can be derived from the fundamental working principle of a neuron. It is im-

portant to understand the working mechanisms that lay behind these signals, in order

to successfully interface and record them, as well as to electrically stimulate a desired

neurological response. The second section of this chapter describes how nervous tissue

can be interfaced with electronics and what the resulting possibilities for signal recording

and neural stimulation are. Additionally, an overview of neurological disorders that can

be treated with electrical stimulation of the Central Nervous System (CNS) is given.

To close the chapter, the SoA in circuits used for neural interfaces is reviewed and a

selection of architectures is compared against each other.

2.1 Central nervous system

The CNS consists of the spinal chord and the main part of the whole nervous system,

the brain. It consists of approximately 1012 neurons [56], which communicate amongst

each other and thereby allow us to perceive our environment and control our body.

Understanding the complex working mechanisms that underly the overall functioning

has been a major area of research, on a cellular level as well as on a more macroscopic,

anatomical level.

2.1.1 Anatomy and function of the neuron

Figure 2.1 shows the anatomy of a neuron, the fundamental functioning unit of the

nervous system, and its connection to a second neuron. Starting on the left side, the

9
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Figure 2.1: Anatomy of a multipolar neuron.

neuron consists of the cell body (soma), to which two different types of extensions are

connected:

� Dendrites are the receiving part of the neuron, where the synapses of other neurons

end. A neuron can have several dendrites, with complex branching.

� The Axon is the transmitting part of the neuron and propagates signals to other

neurons or other types of cells (e.g. muscles). Every neuron has only one axon,

which is usually enclosed by a myelin sheath [57].

The dendrite is the part of the neuron that receives the input from one or several previous

neurons via the synapses. If a signal arrives at the axon terminal, a neurotransmitter is

released into the synaptic cleft, where it propagates to the dendrite of the next neuron.

Depending on the type of neurotransmitter, this excites signal propagation by depo-

larization or inhibits signal propagation by hyper polarization of the adjacent neurons

membrane voltage. All incoming signals are integrated at the axon hillock, where an

all-or-nothing decision is made, meaning if the membrane voltage stays below a certain

threshold no signal is propagated at all. However, if it reaches the threshold a new

action potential (AP) is generated at the axon hillock and propagates along the axon to

the next axon terminal.

Figure 2.2 illustrates the propagation of an AP along the axon. For simplicity only Na+

and K+ ions are shown, as these are the ones responsible for AP propagation. In the ab-

sence of an excitation, a voltage difference between the intracellular and the extracellular

potential of about -70 mV is observable, the so called resting potential (Figure 2.2 (1)).

This is maintained by Na+, K+ and Cl- channels as well as Na+ and K+ ion-pumps. If

the cell is depolarized above the marked threshold value, e.g. by synaptic excitation or

by an AP event along the axon, the voltage-gated Na+ channels open (Figure 2.2 (2)),

allowing more Na+ ions to flow into the neuron along their concentration gradient. This
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current leads to further depolarization, which opens even more Na+ channels, until a

maximum membrane voltage of approximately 40 mV is reached (Figure 2.2 (3)), where

the Na+ channels close again. The K+ channels have a delayed reaction, which leads

to a dominant K+ current at the peak of the AP, causing the membrane voltage to

drop back to its resting potential, after an observable undershoot, called hyper polar-

ization [2]. After an AP event the initial concentration levels are gradually restored by

sodium-potassium-pumps.

The described process can be modeled by two feedback loops as illustrated in Figure 2.3.

If a synaptic input depolarizes the membrane voltage above the threshold value, the

positive, sodium feedback loop amplifies the received signal to the full AP level. After

that, the negative, potassium feedback loop restores the resting potential and brings the

neuron back to its initial state. This signal triggering can be used to stimulate nerve

cells by electrical depolarization, as it will be explained in section 2.4.
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2.1.2 Observable neural signals

In the previous section the general propagation mechanism of neural signals was de-

scribed. Many approaches exist to record this communication between neurons, which

make use of different measurands that indicate neural activity. In the chemical domain,

direct measurement of neurotransmitter concentration is applied, mainly in in-vitro ex-

periments, where it can be used for early drug screening and drug discovery [58]. Another

method is Functional Magnetic Resonance Imaging (fMRI) and Functional Near-Infrared

Spectroscopy (fNIRS), where haemodynamic changes are measured to locate enhanced

neural activity and thereby study sensory processing, control of action or draw conclu-

sions about neural mechanisms [59]. Figure 2.4 compares all recording approaches which

can be used for BMIs, regarding invasiveness and spatiotemporal resolution [3].

It is clear that a trade-off between spatiotemporal resolution and invasiveness has to

be found for BMIs. Most commonly, implantable systems that use Electrocorticography

(ECoG) or intracortical electrodes are chosen, since they offer the highest spatiotemporal

resolution and can be recorded with highly integrated, area and power efficient devices.

Figure 2.5 shows the unfiltered, recorded extracellular potential from the prefrontal

cortex of a sleeping rat [4, 5]. The signal can be spectrally divided into two parts, in the

lower frequency band located between fLFP = 0.5 - 200 Hz are the local-field-potentials

(LFP) and in the higher frequency band located between fAP = 200 Hz - 7.5 kHz are the

action potentials (AP).

APs or spikes are caused by the rapid change in the extracellular potential when an

excitation is propagated along an axon, as described in subsection 2.1.1. Therefore, the

same characteristic waveform, which was previously explained with the two feedback

loops, can be observed as shown in the zoom in Figure 2.5. However, the maximum
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Figure 2.6: Neural signal filtered with 6th order Butterworth filter; Signal from: [5].

amplitude is much smaller than the amplitude shown in Figure 2.2, as only the change in

extracellular potential is measured and not the actual membrane voltage. Additionally,

the signal is damped because of the distance between the recording electrode and the

axon, which results in observable signal amplitudes in the order of 100 µV. The low

frequent LFPs are caused by synchronous activity of many neurons in a certain region

of the brain. As these neurons are too far away from the recording electrode their

individual spikes can’t be resolved, however the ”crowd noise” of their increased activity

produces a large signal which can be easily observed [49].

The waveforms shown in Figure 2.6 have been extracted using a low-pass and a high-

pass 6th order Butterworth filter, each with a cut-off frequency of 100 Hz to separate

the LFP and the AP signal. This high-order filtering accentuates the rapid rising edges

of the spikes, which results in filter artifacts that look like additional, positive spikes.
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Figure 2.7: Non-Faradic reactions at the electrode-electrolyte interface, based on [6].

Furthermore, the filtered signal shows more spikes with different amplitudes and wave-

forms. This is the case, because usually more than one neuron is close enough to the

recording electrode, such that their spikes can be resolved. The filtered AP signal even

allows to distinguish between different neurons by applying spike sorting algorithms, as

every neuron has its individual spike waveform, based on its physiological condition [60].

2.2 Interfacing of nervous tissue

While brief, intracellular recordings are possible using individually guided microelec-

trodes [49], the majority of interfaces between electronics and nervous tissue is provided

by electrodes that record the extracellular potential. These electrodes consist of electri-

cally conductive material, usually some kind of noble metal, which is in direct contact

with the brain fluid, but can differ in form, size and the used materials [61]. In the follow-

ing the signal transporting mechanisms and the resulting electrical model is explained

and how the electrode properties influence the parameters of the electrical model.

2.2.1 Electrode-electrolyte interface

If metal electrodes are used, three different mechanisms exist that transfer the electron

based signal conduction within the metal into an ion based signal conduction in the

electrolyte: capacitive charge transfer, electrochemical reactions and redox reactions.

Figure 2.7(a) shows the reversible, capacitive mechanism, which is dominant at small

voltages over the phase boundary and not associated with any electrochemical reaction.

In principle, a capacitor is formed by the electrons in the metal, a first isolation layer

of water molecules that are adsorbed at the metal surface, a second layer of water

molecules around the solvated ions and the ions itself as the opposite charge carriers

[6]. This process is mainly responsible for generating the recordable neural signal and
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(a) Schematic of the UEA. (b) SEM image of the UEA.

Figure 2.8: The 10 x 10 Utah electrode array (UEA) [7].

the desired method for stimulation, as for higher voltages, irreversible, electrochemical

reactions start. These reactions occur, when charges cross the phase boundary and

lead to changes in the chemical composition of the electrode-tissue interface, which can

produce cytotoxic substances. Therefore, electrode voltages must be kept within certain,

material dependent limits, to ensure patient safety.

If an electrode is operated within its reversible limits, the electrode-electrolyte interface

can be modeled with the Randles cell electrode model shown in Figure 2.7(b). It consists

of the double layer capacitor CDL, which is caused by the aforementioned non-Faradic

reactions, the solution resistance RS that models the current flow in the solution and the

reaction, or charge transfer resistor RCT, which models the undesired, electro-chemical

reactions [62]. In order to provide a good electrode for stimulation and recording, a large

CDL together with a small RS is required. This allows on the one hand side to transfer

a certain current density, which is required to achieve a stimulation effect, without

large electrode voltages and on the other hand side a good Signal to Noise Ratio (SNR)

during recording, as the resulting electrode impedance is equivalent to the signals source

impedance [63].

2.2.2 Implantable electrodes

Implantable electrodes for neural recording and stimulation come in many different

shapes, materials and with varying mechanical properties. One possible characteris-

tic which can be used to group the existing MEAs is between intracortical electrodes,

where the electrodes penetrate the brain tissue and ECoG electrodes that record signals

from the cortical surface. While intracortical MEAs offer high spatial resolution from

high impedance electrodes, ECoG offers larger electrodes with lower electrode impedance

and is likely to have greater long-term stability and patient safety [64].
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Figure 2.9: Commercially available 8x8 ECoG electrode array (CorTEC - AirRay)
[8].

The most prominent example of an intracortical MEA is the commercially available Utah

Electrode Array (UEA) that is shown in Figure 2.8. It consists of 100 electrodes, with a

length of 1.5 mm and a spacing of 400 µm that are fabricated on a silicon substrate. This

allows wafer scale fabrication with adapted processes from CMOS manufacturing, which

leads to comparably low costs and low variances in the electrode parameters. The well

established, silicon based processing allows the manufacturing of the smallest electrodes

available, which results in a very high spatial and temporal resolution [7]. Another ad-

vantage of penetrating electrodes is that they provide maximum signal amplitudes for

AP recording, as the distance between electrode and neuron is minimized. However,

this method comes with the disadvantage that the brain tissue is damaged during the

insertion of the array into the brain. Although studies showed that useful signals can

be acquired even 9 months after implantation, still concerns exist about longterm tis-

sue reactions, e.g. caused by micro movement and encapsulation [65]. Another major

drawback lies in the stimulation capabilities of these electrodes, which comes from the

unavoidable trade-off between charge capacitance and electrode size. The electrodes

double layer capacitance, which determines its charge capacity and thereby the stimu-

lation capability, can be calculated as follows.

CDL = εr · ε0 ·
A

dH
(2.1)

This is a first order approximation of CDL as a parallel plate capacitor, where A is the

effective area of the electrode and dH is the thickness of the water layer between the ions

and the electrode [6]. Due to their small, physical size, the shown electrodes have only

a comparably small CDL, thus offering only limited stimulation capabilities.

A different approach is the use of planar electrodes on a flexible substrate, e.g. silicone

rubber that are either placed directly on the brain tissue or very close to it on the

dura. Compared to the previously described intracortical implantation, this method
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Figure 2.10: System level diagram of a multi channel neural recorder.

is less invasive, as it does not mechanically damage the tissue during implantation.

Additionally, the increased electrode size provides lower electrode impedance and higher

charge capacities, which allows for higher stimulation intensities. However, the drawback

of this technique is that spatial resolution is lost because of the increased minimum

electrode size, which is manufacturable with this technique. Additionally, the neural

signal is spread due to the further distance of the electrodes to the neurons, resulting in

a further loss of spatial resolution. A second disadvantage is that the maximum number

of electrodes per area is lower [3], due to the increased electrode size.

2.3 Integrated recorders for implantable BMIs

As shown in the previous section, many different approaches are used to provide in-

terfaces between neural tissue and electronics. As this thesis is focused on ICs for im-

plantable BMIs, an overview of the SoA in ICs for recording of ECoG and intracortical

signals is given in this section, followed by stimulation ICs and bidirectional interfaces

in section 2.4.

Extracellular neural signals impose several challenges to an integrated recorder due to

the high impedance of the electrode, the small signal amplitudes and DC voltages in the

range of tens of mV that occur at the electrode-electrolyte interface. Figure 2.10 shows a

typical multi-channel recorder front-end, where each channel has its own neural amplifier,

which is the most critical stage in the design due to the following key parameters [49].

� Input impedance: Due to the high electrode impedance the first stage needs to

provide a large input impedance to avoid excessive loading of the signal source.

� DC suppression: DC offsets from the electrode-electrolyte interface must be sup-

pressed to avoid amplifier saturation.
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Figure 2.11: Capacitive coupled neural amplifier with pseudo-resistor feedback [9].

� Noise: Since the amplifiers input referred noise is directly added to the signal, it

must provide an integrated noise in the µV range to resolve AP signals.

� Dynamic range: The dynamic range muist be large enough to resolve spikes and

LFPs (10 µV to 2 mV) at the same time.

� Gain: Sufficient gain must be provided to alleviate noise requirements on the

following stages.

� Recording bandwidth: In order to record LFPs and APs a bandwidth of fmin≤ 1 Hz

to fmax≥ 5 kHz is required.

If the neural amplifier provides a low impedance output and eliminates the DC offset,

the input impedance and DC suppression issue is resolved in this stage. Additionally,

Friis formula shows that the noise of the following stages will be suppressed by the gain

of the neural amplifier. These points make it obvious that the first stage is the most

challenging element, but reduces requirements on all following stages.

2.3.1 Conventional architecture

In the conventional architecture, MOS based pseudo resistors are used to overcome the

area limited resistance of integrated feedback resistors which was first published in a

photo receptor architecture [66]. In Figure 2.11(a) the schematic of the adaption to a

fully differential, AC coupled, neural amplifier is shown [67]. It uses AC coupling over

the input capacitors CIN in order to block DC offsets from the electrode and two pMOS

diodes which act as pseudo resistors in the feedback, to set the input common mode of

the Operational Transconductance Amplifier (OTA) and to generate a high-pass corner

frequency in the sub-Hertz range.
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Figure 2.11(b) shows the bandpass transfer function of the amplifier. The passband

gain ALNA = CIN
CFB

is determined by the ratio of the input and the feedback capacitor

which allows a well defined gain in a CMOS application, since capacitor mismatch can

be designed to be in the sub-percent range. In the feedback path, CFB and the pMOS

pseudo resistor define the high-pass cutoff frequency fHP = 1
2πRPSCFB

, where RPS is

the small signal resistance of the pseudo resistor. The innovation in this design was

the use of the pseudo resistor which allows an area efficient CMOS implementation, by

realizing huge on-chip resistors. If the absolute voltage over the pseudo resistor stays

small enough to keep the MOS transistor and the intrinsic bipolar transistor off, RPS

can reach values of several TΩs [67]. This allows to choose CFB in the range of hundreds

of fF to achieve a high-pass corner frequency below 1 Hz which can not be realized with

conventional integrated RC elements, since the required silicon area would exceed the

available area budget.

In the described architecture, the input capacitor CIN is usually the dominating area

consumer. To achieve the desired gain, it must be sized ALNA-times bigger than CFB

which itself is limited in minimum size by technology constraints and the desired high-

pass frequency. Additionally, CIN must not be chosen arbitrary small, as a capacitive

voltage divider between the parasitic input capacitor COTA of the OTA and CIN lead

to a damping of the neural signal, thus reducing the SNR. According to [67] the input

referred noise of the neural amplifier v2
n,LNA can be derived from the OTA input referred

noise v2
n,OTA as follows:

v2
n,LNA =

(
CIN + CFB + COTA

CIN

)2

· v2
n,OTA (2.2)

This shows the noise penalty factor which increases with the parasitic input capacitor.

However, due to the low frequency band of the LFP signals, the OTA needs to provide a

low 1/f-noise corner frequency which can only be achieved by increasing the gate area of

the input devices. Therefore, good 1/f-noise performance comes with an increase of the

parasitic input capacitor COTA in this architecture, requiring again for larger input and

feedback capacitors. This results in a fundamental trade-off between integrated noise in

the LFP band and circuit area which limits the performance of this architecture.

Another disadvantage of this architecture is that the lower cut-off frequency is only

poorly designed during design time, as the absolute value changes with process- and

temperature variations. A linearized approximation of the pseudo resistor value around

its operating point at VDS = 0, can be calculated using the EKV model [68]:
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RPS

∣∣∣∣
VDS=0

=
UT
ID0

(2.3)

Where UT is the thermal voltage and ID0 the transistor dependent, residual channel

current. ID0 can be calculated from the subthreshold slope n, the gate oxide capacitance

per unit area Cox, the transistors width W and length L and the pMOS threshold VT0

as followed.

ID0 = 2nµCox
W

L
U2
T e
−VT0
nUT (2.4)

Although Equation 2.4 shows that the resistance can be designed by the transistors

geometry, it also reveals the exponential dependency of RPS on the process dependent

threshold voltage. Since the neural recorder is usually operated in the body, the tem-

perature dependency can be neglected, as excessive heating and cooling of the implant

is not expected.

2.3.2 Chopper stabilized architecture
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(a) Chopper stabilized neural amplifier, derived from
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Figure 2.12: Chopped neural amplifier.

As described in the previous chapter, 1/f-noise imposes a fundamental trade-off be-

tween area and noise performance of the conventional neural amplifier architecture. To

overcome this limitation, chopper stabilization was introduced in the design of neural

amplifiers. Figure 2.12(b) illustrates how chopper stabilization can be used to reduce

the in-band power of 1/f-noise.

In an ideal case, the input signal is up-modulated by multiplying it with a sinusoidal

signal with the chopping frequency fchop. This results in a shift in the frequency domain,
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which separates the signal from the low-frequent, input referred 1/f-noise n(t) which is

added by the amplifier. After amplification, the resulting signal is multiplied again, with

the same sinusoidal, which shifts the signal back down to its original frequency range,

while shifting the 1/f-noise to the chopping frequency (c.f. Figure 2.12(b)). Therefore,

the undesired noise can be filtered out by a low pass filter, which results in an overall

increase of the SNR, which is equivalent to a decreased input referred noise.

When looking into the SoA, many chopper stabilized architectures can be found [10, 69–

71] that successfully demonstrate the 1/f-noise reduction, which allows integrated noise

levels of < 1 µVrms in the LFP band. Although this approach yields the lowest noise level,

it comes with two major disadvantages, compared to the conventional architecture. The

first disadvantage is that the chopped amplifier requires an increased bandwidth, as it

must provide sufficient gain at the modulation frequency. This results in a higher power

consumption for the same load capacity compared to an un-chopped amplifier.

The second issue that comes with input chopping, is the reduction of the amplifiers

input impedance. Fig. 2.13 shows the simplified schematic of a chopped neural amplifier

with input impedance boosting [10]. The up-modulation is performed before the input

capacitors Cin, which is necessary for a fully integrated design. Chopping after the

input capacitors would decrease the input impedance of the OTA and therefore require

large off-chip capacitors as input devices to provide sufficient input signal. Without the

input impedance boosting, this results in the following input impedances ZConv for the

conventional architecture and ZChop for the chopped amplifier.

ZChop =
1

2πfChopCin
ZConv =

1

2πfMaxCin
(2.5)
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Where fChop is the chopping frequency and fMax is the maximum signal frequency of the

neural signal. Usually fChop is chosen around 10 times larger than the maximum input

frequency, which yields an approximate chopping frequency of 100 kHz if LFP and AP

signals are recorded. This high chopping frequency pushes the up-modulated noise and

the chopping artifacts far enough away from the signal band to alleviate the adjacent

filtering. However, the resulting input impedance is more than 10 x smaller, compared to

the conventional architecture, resulting in a significant loading of the working electrode.

To improve the input impedance, impedance boosting can be applied as shown in Fig.

2.13 [10]. However, the achievable input impedance is still lower compared to the con-

ventional architecture, as the impedance boosting buffers must be chopped as well to

eliminate the 1/f-noise contribution of the buffering amplifiers. Additionally, the remain-

ing noise of the impedance boosting stage adds directly to the input referred noise and

the complexity of the architecture increases tremendously, requiring additional power

and chip area.

2.4 Integrated neural stimulators

Φ
Van

Vca

VCM

CVS
Vst

t

1/fst
Ast

tpulse
Vst

CQS

VCM

Cst

Vref,a

Vref,c

VCM

Φa

Φc

Ist

t

1/fst

Qst=CstVref

Ian

Ica

VDD

Ist

Ist

t

1/fst
Ast

tpulse

Electrode

CCS

VSS

VCM

disch

-Qst

Figure 2.14: Block diagram of a constant voltage (CVS), constant current (CCS) and
constant charge (CQS) stimulation.

Integrated neural stimulators are used to inject a controlled amount of charge into the

previously described electrode-tissue-interface or to actively drive the electrode to a

desired potential. Thereby, the extracellular potential can be modulated, which is used

to depolarize the membrane voltage and thereby trigger spikes at the desired neurons.

Depending on their working principle, SoA neural stimulators can mainly be divided into

three categories: constant voltage, constant current and constant charge stimulators.

Constant Voltage Stimulation (CVS) is the classical stimulation form which requires the

least circuitry. As depicted in Fig. 2.14, it can be simply realized by two stimulation

switches, for cathodic and anodic stimulation phase that connect the electrode to a

voltage source, e.g. realized by an implanted battery. The advantages of this method

are that it offers a very high power efficiency, since the only power losses are caused
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by the on-resistance of the stimulation switches. Furthermore, vast experience with

CVS exists among neurologists, since the first available stimulators for clinical trial

implemented it, making it still the method of choice for many studies. Despite these

advantages, the approach comes with two main drawbacks that directly effect the patient

safety, which must always be the main concern. First, the peak stimulation current is

uncontrolled and only dependent on the unknown electrode impedance. Second, the

amount of charge which is delivered per stimulation pulse is unknown as well, as it also

depends on the electrode impedance. Although the illustrated discharge switch can be

used to eliminate excessive charge, this is still an issue, since the required discharge

duration is unknown and discharging of excessive charge could trigger an undesired,

second stimulation response.

Rarely implemented, constant charge stimulators solve this shortcoming by applying a

programmable amount of charge to the working electrode, which is usually achieved by

using switched capacitor (SC) stimulation circuits. If a biphasic stimulation pattern

is used, two equal charge pulses of opposite polarization cancel each other, leaving no

remaining net charge on the electrode as it is illustrated in Fig. 2.14.

An example for a Constant Charge Stimulation (CQS) that was presented in [11], is

shown in a simplified version in Fig. 2.15. It consists of a high efficiency, capacitor

charger that charges a pair of external positive/negative stimulation capacitors CP/N

from the sinusoidal voltage Vcoil, which is provided by an inductive link. The stimulation

intensity can be controlled over two reference DACs, which set the voltage VP/N to

which the external capacitors are charged, resulting in a stimulation charge QP/N =

CP/N · VP/N . After the charging phase, a stimulation is performed by sequentially

discharging the capacitors over the switches SP/N into the electrode [11].

The advantage of this technique is that it offers a charge controlled stimulation mecha-

nism with a very high power efficiency. However, its main disadvantage is that it requires

large stimulation capacitors, which cannot be realized on-chip. This makes it hard to

realize this approach for more than a few parallel stimulation channels.
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2.4.1 Constant current stimulators

In Constant Current Stimulaton (CCS), a current waveform is used as stimulation sig-

nal. Together with precise timing, this method ensures just like CQS that a well-defined

amount of charge is applied to the nervous tissue, producing the desired stimulation

effect. Because of the good control over the applied charge and the well defined peak

currents, this method yields the highest patient safety, making it the method of choice

for integrated stimulators. Many different designs have been reported, with maximum

stimulation currents of several 100 µA [32] up to more than 10 mA [55] and voltage

compliances ranging from 1 V [72] up to tens of Volts [73]. The large variance in the

stimulation current arises from the many different use cases, as e.g. large, planar elec-

trodes for ECoG implantation require currents of several mA, whereas tiny intracortical

electrodes can only handle currents in the µA range.

All current stimulators have in common that a large voltage compliance is necessary,

since the electrode impedance can have large variations due to aging or tissue changes

and the stimulation current is only well defined within the compliance limits. The

aforementioned variations yield however a trade-off between area and power efficiency

on the one hand side and high voltage compliance on the other side. To illustrate this

trade-off, two exemplary stimulation output stages are shown in Fig. 2.16. Although the

left design minimizes the use of bulky HV devices by putting the current steering DAC

IDAC into the LV domain and shielding the mirroring devices, HV output transistors

cannot be avoided to withstand the 20 V supply level. Additionally, these devices must

be capable of driving the maximum stimulation current, which makes the highlighted,

cascoding transistors MHV,P/N the main area consumer. Compared to that, no HV

devices are necessary in the right design, since only a standard CMOS supply level
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of 1.8 V is used. This results in a much smaller active area, but mostly insufficient

compliance for large electrode impedances.

The power Pstim dissipated within the stimulator is usually dominated by the loss in its

output branch, since it drives the highest current Istim from the highest supply VDD,stim

and can in general be calculated for a stimulation event of time T as follows.

Pstim =
1

T

∫ T

0
(VDD,stim(t)− Vel(t)) Istim(t)dt (2.6)

For a rectangular stimulation pulse of duration Ts on a Randles cell electrode model the

resulting dissipated power in the stimulation circuit calculates as follows.

Pstim =
Istim
Ts

∫ Ts

0

(
VDD,stim(t)−

(
RSIstim +

Istim · t
CDL

))
dt (2.7)

where CDL is the double layer capacitance, RS is the solution spreading resistance and

the charge transfer resistance RCT is neglected, since it is assumed that the electrode

is operated in the non-Faradic regime (c.f. Section 2.2.1). This calculation shows that

for a minimum power consumption, the stimulator supply has to linearly track the

electrode voltage during a stimulation and that large voltage compliance comes with a

power penalty, if a constant supply voltage is used. Therefore, a careful analysis of the

expected electrode impedances is necessary to estimate the required voltage compliance,

or load adaptive supply schemes can be used, as presented in several publications [73–76].

2.5 Multi channel bidirectional neural front-ends

2.5.1 Bidirectional neural front-ends

As described in section 2.1, electrical stimulation can be used to trigger an AP at a

neuron, by modulation of the extracellular potential. In order to allow precise monitoring

of the evoked neural activity, the neural signal must be recorded at the same site, to

eliminate spatial offset. This can either be realized by connecting a standalone stimulator

and recorder to the same electrode, or by combining both parts in one Application

Specific Integrated Circuit (ASIC) to form a bidirectional channel.

Figure 2.17(a) shows the block diagram of a discrete realization, which consists of a

standalone, multichannel stimulator and recorder, with one recording and stimulation

channel connected to each working electrode. The advantage of this implementation is

that commercial off-the-shelf ASICs can be, which saves development time and costs,
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Figure 2.17: Bidirectional neural interface architectures.

but comes with several disadvantages: The first, major disadvantage is a larger area

consumption within the implant required for two separate ASICs, which leads to an

increased implant size. The second, major drawback is the increased loading of the

working electrode during recording periods. The input impedances Zrec and Zstim are

usually dominated by the parasitic capacitance of the bonding pads, which results in

an almost doubled capacitive load. This leads to a damping of the neural input signal,

which can only be compensated by increasing the active area of the electrode, thus

reducing the spatial resolution.

Figure 2.17(b) illustrates the architecture that was developed in this thesis. By com-

bining a recording and stimulation channel on-chip, a higher level of integration can be

achieved, which can be used to reduce the overall implant size. Furthermore, only one

bonding pad is connected to the working electrode, thus reducing the aforementioned

parasitic loading. In addition to that, an on-chip HV interface increases the circuit

safety, as it automatically disconnects the recorder from the electrode during stimula-

tion events, where potentially harmful voltage levels can be reached. Furthermore, the

blind time after a stimulation event can be reduced, since a combined on-chip control

logic can provide a more accurate synchronization of stimulation events and recorder

blanking.

2.5.2 State of the Art

SoA multichannel, bidirectional neural front-ends combine several of the previously de-

scribed recorder and stimulator circuits on a single chip to provide independent channels

for a BMI. The noise performance of the recorder architectures is usually compared by
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the Noise Efficiency Factor (NEF), which was first defined in [77] and can be calculated

by the following formula.

NEF = Vrms,in

√
2 · Itot

π · UT · 4kT · BW
(2.8)

It takes into account the bandwidth BW of the amplifier, the total required current

Itot and its integrated, input referred noise Vrms,in in said bandwidth. This noise is

compared, to the integrated thermal noise of a single bipolar transistor in the same

bandwidth, biased with the same current Itot [77]. Fig. 2.18 illustrates the power-area-

noise trade-off in the LNA design of neural recorders published in the Journal of Solid

State Circuits (JSSC) and Transactions on Biomedical Circuits and Systems (TBioCAS)

from 2010 to 2018. Shown is the maximum reported NEF vs. the active area, plotted

over the achieved in-band noise. The frontier of the SoA is indicated in blue.

[77]

[78] [79]

Figure 2.18: Illustration of the power-area-noise trade-off of various neural recorders
from JSSC & TBioCAS 2010-2018.

Three designs stick out from Figure 2.18, as they mark the frontier of the SoA. Muller

et al. achieved the smallest channel size in [78], as they got rid of the large coupling

capacitors, required in the classical architecture, by using a semi-digital feedback loop

with a DC coupled amplifier. However, this approach comes with very high manufactur-

ing costs, as low area and power consumption can only be achieved through technology

scaling. Furthermore, it does not allow the on-chip combination of a recording and

stimulation unit, since supply voltages of less than 1 V cannot be exceeded in such small

technology nodes, which would result in insufficient stimulator compliance.



28 Chapter 2 Background and State of the Art

In [79] Kim et al. achieve a high NEF, with small area and input referred noise, with

a direct oversampling ADC that digitizes the neural signal without pre-amplification.

The high area efficiency is achieved with a chopped, DC coupled input stage, which

limits the allowed electrode DC offset to ±130 mV, making the design less robust than

an AC coupled architecture. High power efficiency is achieved, by limiting the amplifier

bandwidth the 500 Hz, which allows the use of a 32 kHz chopping frequency, but cuts-

off the AP signal parts. In order to further improve noise and power efficiency, the

design does not include any input impedance boosting, as it was e.g. presented in [10],

which reduces circuit complexity but decreases the input impedance of the amplifier.

Especially for small, high impedance electrodes this results in excessive loading of the

working electrode, which causes a deterioration of signal quality or even harmful DC

currents.

With a NEF of 1.57, the design presented in [80] by Han et al. achieves an almost ideal

noise efficiency with a conventional architecture. A current reuse OTA biased in weak

inversion is used to provide the maximum possible transconductance for the given bias

current and thereby reduce the thermal noise. However, the overall area of 0.25 mm2

shows the limits of this approach, since it requires a large active area for the input

devices to reduce the 1/f-noise component.

In summary, the NEF vs area plot shows that a general trade-off between noise per-

formance, noise efficiency and area has to be made in the design of neural amplifiers.

However, a deeper analysis of only three publications shows, that a systems perfor-

mance cannot be fully measured by these key parameters. Many different, functional

approaches exist, where each one comes with further pros and cons, e.g. regarding

recorder robustness, patient safety or possibilities for further system integration.



Chapter 2 Background and State of the Art 29

JSSC ’11
[81]

ISSCC ’16
[21]

VLSI ’17
[44]

JSSC ’14
[82]

ESSCIRC ’14
[55]

TBioCAS ’16
[83]

No. Ch.
(Rec/Stim)

8/8 16/160† 64/4 4/2+8 32/1 4/4

Area/ch. 0.51 mm2 - - 0.18 mm2†† 0.33 mm2 0.12 mm2

Technology 0.35 µm 0.18 µm 0.18 µm 0.18 µm 0.18 µm 0.18 µm

Stimulator

On-Chip
/Ext.

On-Chip On-Chip On-Chip On-Chip Ext. On-Chip

Supply
[ V ]

5.05 ±(6...12) 12 5 18 5

Stim.
mode

CCS CCS CCS CCS CCS/CVS CCS

IStim,MAX 94.5 µA 0.5 mA 5.04 mA
116 µA/
4.2 mA

15 mA 0.25 mA

VStim,MAX - - - - 18 V -

Stim.
wvfrm.

Square Square Arbitrary Arbitrary Arbitrary Arbitrary

Wvfrm.
gen.

On-Chip On-Chip On-Chip On-Chip
Ext.

analog
On-Chip

Recorder

Power
[ µW/ch ]

19.9 5.4 8 245 2 · 48 5.5

LNA+HP LNA+LP LNA+ADC LNA+ADC Ch.+Driver bioADC

Input noise
[ µVrms ]

3.12 7.68 1.6 6.3 4.67 1.0

BW
1.1 Hz -
12 kHz

5 Hz -
7 kHz

<1 Hz -
500 Hz

0.6 Hz -
6 kHz

0.2 Hz -
7.5 kHz

0.25 Hz -
250 Hz

NEF
2.68 6.2 7.8 3.76 3.19 4.67

LNA+HP LNA+ADC LNA∗ ADC

ADC On-Chip On-Chip On-Chip On-Chip Ext. On-Chip

ENoB 9.2 bit 8.5 bit 12 bit∗∗ 8 bit 12 bit 9.4 bit

† : 40 current drivers with 1:4 Demux †† : Stim. output stage
∗ : AP band only ∗∗ : Estimated from spectrum

Table 2.1: Performance compared to the state of the art

Table 2.1 compares recently published, bidirectional front-ends. Most of the shown

stimulator designs use a supply level of 5 V, which has the advantage that the device

size required for such a supply level is still relatively small, compared to 18 V or even 45 V

devices that are available in HV CMOS. However, this results in a voltage compliance

of less than 5 V, which is not enough to drive small, high impedance electrodes. Only
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the design, presented in [55] by Bihr et al., provides a supply voltage of 18 V but has the

drawback that it requires an external stimulator, whose current is demultiplexed to one

of 32 recording electrodes. Overall, three designs,[21], [44], [55], provide only a shared

stimulation unit between several electrodes. This reduces the flexibility in stimulation

patterns and thereby the freedom in the design of experiments.

When looking at the recording capabilities, all implementations provide a similar record-

ing bandwidth from ≤ 1 Hz to 6 - 12 kHz with an integrated noise around 1 - 7.7 µVrms.

Only the recorders in [44] and [83] have a cutoff frequency ≤500 Hz and are therefore

not capable of recording LFP and AP signals at the same time. Although this results

in significantly less power consumption, a potentially valuable part of the neural signal

is lost.

Except for [81], all implementations use a 0.18 µm technology node, since it is widely

available and offers comparably low manufacturing costs. Furthermore, many 0.18 µm

technologies offer HV devices, which can be used to improve the voltage compliance of

the stimulator as it was done in [21], [44] and [55]. This is absolutely necessary, since

standard CMOS supply levels are usually insufficient to drive the varying electrode

impedances.

The analysis of the SoA shows, that the stimulation flexibility is still quite limited in the

existing implementations. Half of the designs feature less stimulators than recorders, by

either multiplexing one current source to several electrodes, or by allowing stimulation

only at several sites. This is a huge limitation for experiments as well as therapeutic

applications, as it results in a loss of spatiotemporal resolution. A second shortcoming

in the listed design is the stimulation supply and maximum current, required to allow

the use of varying electrode types. For small, intracortical electrodes, a HV supply is

required, which is only realized in three designs, of which one uses an off-chip stimulator.

At the same time, a stimulator must be capable of delivering currents in the mA range,

to drive large planar electrodes. Both criteria are only targeted by the implementation

presented in [44], which has again the drawback of providing only 4 separate stimulators.

2.5.3 Challenges and requirements

When looking into the SoA it becomes obvious, that there are no exact specifications

for neural interfaces. For the recording part, it is clear that low noise levels are always

demanded because of the small neural signals. However, Fig. 2.18 clearly illustrates the

trade-off between noise, power and area consumption of the recorder. Design techniques

for further noise reduction, like chopping, work very well, but influence other parameters,
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like the reduced input impedance of the amplifier. Therefore, it is very clear that not

only one isolated parameter should be optimized but all trade-offs have to be considered.

In order to allow the use of small, intracortical electrodes, a robust recorder with high

input impedance is required. This allows at the same time the usage of large, planar

electrodes with low electrode impedance, which gives neurologists maximum freedom in

the design of the overall system. In order to account for the unknown signal bandwidth,

depending on the chosen electrode type, the recording bandwidth should be adjustable

to the signal of interest, as this allows the end user a flexible trade-off between noise

performance and signal bandwidth. Although, noise levels could in theory be designed

arbitrary low, it is important for a practical recorder implementation to find a suitable

trade-off between power/area consumption and noise performance. Thereby excessive

area and power consumption can be avoided, which allows the use in a large channel

count system.

The analysis of integrated stimulation units shows clearly that CCS offers major ad-

vantages regarding patient safety and area consumption. Compared to CVS, charge

balanced pulses can be guaranteed within the voltage compliance for CCS and the max-

imum stimulation current is clearly defined, which are both key parameters for patient

safety. Compared to CQS, CCS stimulators can be fully integrated, with an active

area that allows for a high amount of parallel stimulation channels. In summary, these

advantages make CCS the method of choice for integrated, implantable multi-channel

stimulators. In order to allow knowledge transfer from previous CVS experiments to

CCS, recent studies started to compare both stimulation methods, evaluating their

safety, stimulation efficiency and required stimulation parameters against each other

[35, 84, 85]. However, these clinical studies require in the best case a stimulation device

that is capable of CCS and CVS, as otherwise an undesired level of uncertainty remains

in the results, as the study in [85] shows. Two recent publications that compare CCS

to CVS showed that it is in general safe to switch from voltage to current mode, but

certain patients react event better to CVS than CCS [35, 84]. In order to allow further

investigation on this topic, one clear challenge is to develop a stimulator, which can be

reconfigured between CVS and CCS. This would allow the direct comparison of both

methods and could provide the best stimulation pattern for each individual patient.

The analysis of both stimulator types however shows the same unsteadiness in the re-

quirements for voltage compliance, maximum/minimum stimulation current/voltage and

stimulation waveform as in the recorder parameters. This is again a result of the afore-

mentioned variability of the electrode impedance and the varying physiological state of

different patients, resulting in a high demand for arbitrary, patient specific, stimula-

tion patterns. In order to allow the use of high impedance electrodes, the stimulator
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requires a high voltage compliance, usually exceeding standard CMOS supply levels.

Additionally, the voltage overhead of the stimulator should be as small as possible, to

minimize the power dissipation. Last but not least, a high dynamic range is required

for the stimulation amplitude, to allow the use of electrodes with a large range of charge

capacities.

An additional challenge arises from the combination of stimulator and recorder. Since

the voltage amplitudes that occur during stimulation can be 120 to 140 dB larger than

the input referred noise of the recorder, the sensitive recorder must be protected dur-

ing stimulation events, which is usually achieved by blanking. This blanking can be

realized by protection switches that disconnect the recorder from the electrode during

a stimulation and pull its input to a fixed potential [55]. However, during this blanking

period the neural signal cannot be observed, leading to a undesired blind time. From the

stimulator point of view, highly accurate charge balancing is required to minimize the

residual voltage on the electrode, also referred to as stimulation artifact, in order to avoid

recorder saturation after reconnection. In passive charge balancing, this is achieved by

discharging the electrode over a transistor switch, which has the advantage of low power

and area consumption, but the drawback that the discharging is not monitored [73].

To overcome these shortcomings, different active charge balancing methods have been

presented. They either actively cancel the residual charge by insertion of the counter

charge, e.g. via a regulated number of current pulses [86], or adjust the amplitude of

one of the biphasic stimulation pulses until sufficient charge balancing is achieved [87].

Since the first described approach provides a fast cancellation of residual charge after

every stimulation and the second approach is well suited for long-term charge balanc-

ing, different architectures that employ both methods can be found in the literature

[73, 88, 89].

In summary a successful SoC for a BMI must offer high flexibility and adaptability for the

following three reasons. First and foremost, BMIs interface with a living organism, the

human brain that naturally varies not only from individual to individual, but also over

time. Therefore, exact a priori knowledge about the electrode/tissue interface, the shape

of the recorded signal or the response to stimulation patterns will never be available,

but can only be estimated within certain limits. Second, research and especially therapy

in the field of neuromodulation are still under heavy research. This results in only

vaguely defined requirements for neural interfaces, which can change due to new scientific

findings. Third, a BMI must be applicable in different scenarios, in order to allow the

variation of other parameters and investigate their influence.
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Neural recorder design

In this chapter, the implementation of the neural recorder unit and its HV compliant

interface to the stimulator is shown. The design is based on the recorder that was

developed in a previous Ph.D. thesis [12] and adds further functionality. As a first

improvement the recorders 1/f-noise was enhanced by a redesign of the OTA used in

the LNA. Further, a tunable high-pass corner frequency was introduced to the recorder

by pseudo resistor tuning in the feedback path. As a last addition, an online electrode

impedance estimation was realized by including a low gain mode into the first amplifier

stage.

3.1 Previous design

Fig. 3.1 shows the block diagram of the previously designed neural recorder, which was

published in [55] and [12].
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Figure 3.1: Neural recorder with spectral separation from [12].
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In front of the recorder a HV interface is installed, which will be presented in detail

in chapter 4. It provides two stimulation switches, which can connect the electrode to

an external, bidirectional current stimulator and two blanking switches, used to protect

the LNA from harmful voltage levels during stimulation events. The complete recorder

channel consists of an AC coupled LNA with pseudo resistor feedback which is followed

by an Anti-Aliasing Filter (AAF) that uses the same structure. Two Switched Capac-

itor (SC) based biquad filters are used for spectral separation of LFPs and APs and a

summing Sample-and-Hold (S/H) amplifier recombines the two signal parts.

The original LNA is a fully differential implementation of the neural amplifier from [67].

It offers an AC coupled, differential input in order to remove any DC-offsets from the

electrode/tissue interface. pMOS pseudoresistors are used in the feedback to realize a

high-pass cutoff frequency in the sub-Hertz range, which allows the recording of low

frequent LFP signals. The closed-loop amplifier has a low-pass cut-off frequency of

7.5 kHz, set by the load capacitor CL1, which is high enough to allow AP recording as

well. The inband gain of ALNA = Cin
Cf1

= 40 dB is achieved with an input capacitor of

Cin =15 pF and a feedback capacitor of Cf1 = 150 fF. After the LNA an AC coupled AAF

with a selectable gain of 0/6 dB and a low-pass cutoff frequency of 50 kHz is used to filter

out the DC offset of the LNA and further suppresses signals with a frequency higher

than 50 kHz. This second order filtering is required to avoid a loss of signal quality due

to aliasing and noise back folding caused by the subsequent SC filters.

In order to separate the low frequency LFPs from the high frequency APs two SC

biquad filters with a sampling frequency of fSC = 100 kHz are used. A SC implemen-

tation was chosen as it allows to realize the required small corner frequencies without

excessive area consumption and good linearity. The low-pass filter in the LFP band

provides a selectable cut-off frequency of fLFP = 100/200/400 Hz and an adjustable gain

of ALFP = 0/6/12 dB. In the AP signal path a bandpass filter with a selectable high-pass

cutoff frequency of fAP = 100/200/400 Hz and a gain of AAP = 0/6 dB filters out the high

frequency signal path. Since APs have a much smaller amplitude than LFPs, an adja-

cent SC amplifier provides an additional, selectable gain of AAP = 6/12/15/18 dB after

the bandpass filter. This spectral separation allows to individually set the gain for the

LFP and AP band, which can be used to equalize the spectrum of the neural signals.

This is important, as usually the signal amplitude is much lower in the AP band than

in the LFP band and only through equalization the full ADC resolution is used for both

signal parts.

After the described spectral separation, a summing S/H is used to recombine the two

signal paths and to provide a differential-to-single-ended conversion at the same time

(c.f. Fig. 3.1). Additionally, the S/H can be used to deactivate one of the signal paths,
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by deactivating the clock φ1 at the corresponding input switch. This can be used to

reduce the sampling frequency to lower values if only LFP signals are recorded, which

can be used to safe power in the originally used off-chip ADC and the telemetry unit

[55].

In [12] it has already been shown, that the noise of the complete channel is dominated

by the LNA noise. Therefore, the first amplifier stage was again analyzed an redesigned

to further reduce the inband noise. Table 3.1 summarizes the key parameter of the

previous recorder.

Design Original [12]

Gain
LFP 39 dB - 57 dB

AP 45 dB - 69 dB

Bandwidth
LFP 200 mHz - (100/200/400 Hz)

AP (100/200/400 Hz) - 7.5 kHz

Input ref. LFP 3.3 µVrms

noise AP 3.3 µVrms

Area
LNA 0.033 mm2

Rec + FE 0.182 mm2

Power
LNA 11.8 µW

Rec + FE 52µW

NEF LNA AP 3.19

Table 3.1: Performance of the original recorder design.

3.2 Noise improvement

Figure 3.2 shows the measured output referred noise spectrum of the old recorder design

in the LFP and AP band. In the LFP band it is clearly visible, that the noise is

dominated by 1/f-noise, whereas the AP band shows only white noise, shaped by the

transfer function of the recording channel.

The noise analysis in [12] showed, that the LNA is the dominating noise contributer

with a noise share of 81 % in the LFP band and 87 % in the AP band. Therefore, its

noise was again simulated to identify the main noise contributers and further optimize

the performance. Figure 3.3 shows the schematic of the LNA and its OTA, implemented
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Figure 3.2: Measured output referred noise, divided by midband channel gain of the
original recorder for LFP and AP band, with maximum gain settings in both bands.

as a telescopic amplifier with continuous time Common Mode Feedback (CMFB). Ad-

ditionally, the noise current sources of transistors M3/4 have been added in parallel to

the according transistor. In order to reduce the 1/f noise of the input devices a pMOS

input pair has been used, since their 1/f noise is significantly smaller compared to nMOS

devices [90].
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Figure 3.3: Schematic of the original neural recorder. Highlighted are the main noise
contributers in the LFP band.

Schematic level simulations showed, that the main noise source in the LFP band was

the 1/f-noise of the load transistors M3/4. According to [90] the noise density of M3/4s

1/f noise can be expressed as follows.

di21/f =
KFF · g2

m

W · L · C2
ox

df

f
(3.1)
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where KFF is a coefficient which depends on the transistor and technology, Cox is the

technology dependent unit oxide capacitance, gm is the transistors transconductance,

W the transistor width and L the transistor length. In order to reduce the 1/f noise of

M3/4 their area was increased by a factor of 4, while keeping the aspect ratio constant.

Since the whole area of the LNA is dominated by the 15 pF input capacitors, this could

be done with a negligible area penalty.

After the described redesign, simulations showed that the 1/f noise of the input pair

M1/2 is now dominating the noise in the LFP band and their thermal noise is dominant

in the AP band. Following the same explanation as before, the 1/f noise could be

further reduced by increasing the area of the input pair. However, this would increase

the parasitic input capacitance COTA of the OTA, which results according to [67] in the

following noise penalty.

v2
LNA =

(
CIN + Cfb + COTA

CIN

)2

· v2
OTA (3.2)

where v2
LNA is the integrated noise power of the LNA and v2

OTA is the integrated noise

power of the OTA. Since a further increase of Cin would result in a huge area penalty,

the area of the input devices was not further increased.

After the redesign a significant mismatch between the LFP noise of the schematic level

simulation and the measured noise could be observed. The measured prototype revealed

an input referred noise of 3.4 µVrms, whereas the simulations resulted in a noise of only

2.9 µVrms. The increased noise was caused by the diodes D1-4 which were originally in-

stalled in the layout to avoid the violation of antenna rules, which could lead to plasma

charging damage. After analog extraction of said diodes, their 1/f-noise contribution

could be simulated in the LFP band, resulting in an improved matching between sim-

ulation and measurement. In a second prototype, these diodes were removed and the

layout was modified to meet the required antenna rules without them, leading to the

improved performance listed in Table 3.2.

Although the comparison shows an area penalty of ∼ 10%, this is not caused by the

previously described, increased transistor size, but for two different reasons. First, the

recorders functionality was extended by a low gain mode and a tunable cut-off frequency,

which is described in the following Sections. Second, there was a change in the 180 nm

CMOS technology, through which the previously used capacitors had to be replaced by

a different capacitor type, resulting in a 25 % reduced capacitance per area for the new

capacitors.
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Design Original [12] Revised

Gain
LFP 39 dB - 57 dB 39 dB - 57 dB

AP 45 dB - 69 dB 45 dB - 69 dB

Bandwidth
LFP 200 mHz - (100/200/400 Hz) 200 mHz - (100/200/400 Hz)

AP (100/200/400 Hz) - 7.5 kHz (100/200/400 Hz) - 7.5 kHz

Input ref. LFP 3.3 µVrms 2.9 µVrms

noise AP 3.3µVrms 3.3 µVrms

Area
LNA 0.033 mm2 0.036 mm2

Rec + FE 0.182 mm2 0.190 mm2

Power
LNA 11.8µW 11.8µW

Rec + FE 52µW 52µW

NEF LNA AP 3.19 3.19

Table 3.2: Performance of original and revised recorder design.

In order to reduce the noise in the AP band, the thermal noise of the input devices needs

to be reduced, which can only be achieved by increasing the transistors gm. However,

since M1/2 already operate in week inversion, a higher gm can only be achieved by

increasing the biasing current Ibias, which would result in an undesired increase of power

consumption.

[77]

[78] [79]

Figure 3.4: Comparison of the revised recorders NEF to the SoA.

Figure 3.4 shows that the revised recorder achieves a good trade-off between NEF, area

consumption and input referred noise, compared to the SoA. In section 2.5.2 the designs

at the frontier of the SoA have already been discussed and their shortcomings compared

to the presented implementation has been highlighted. Again, the main reasons for the
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chosen implementation were its high input impedance due to AC coupling, its robustness

against DC offsets and the compatibility to an on-chip HV stimulator due to the available

HV devices in the chosen technology.

Other designs in the proximity of the presented implementation show, that it is possible

to further improve the NEF and noise performance, which can be easily achieve by

implementing the OTA within the LNA as a current reuse amplifier. Thereby the gm of

the input stage is increased, which reduces the input referred, thermal noise component

as previously discussed and thereby directly improves the NEF. However, this improves

only AP band performance, since the LFP band is 1/f-noise limited. Since the nMOS

input transistors that are required for a current reuse input stage provide worse 1/f-noise

performance, this results in an observable area penalty in order to meet the same LFP

noise specifications.

3.3 Tunable neural recorder

The use of a pMOS pseudo resistor in the feedback path offers the previously explained

advantage of DC suppression, while providing a high-pass corner frequency that is low

enough to record in the sub-Hertz range. However, this technique comes with the draw-

back that the absolute value of the pseudo resistor is subject to strong variations due

to process variations. This shortcoming led to the idea of using an adjustable pseudo

resistor, which allows to achieve a tunable high-pass cutoff frequency [13, 91, 92]. The

resistance of the pseudo resistor RSD0 can be calculated by a linearization around the

DC operating point, where the voltage across the resistor VSD = 0 V. Based on the EKV

model, this leads to the following expression [93]

RSD0 =
UT
I0

exp

(
− VSG
n · UT

)
(3.3)

where UT is the thermal voltage, VSG is the Source-Gate voltage, n is the slope factor

and I0 is the residual channel current. From Equation 3.3 it can be seen, that the

resistance of the pseudo resistor can be exponentially tuned by applying a selectable

Source-Gate voltage.

In [91] an approach was presented in which the voltage drop over a diode connected

MOS transistor is used to set the Gate-Source voltage VGS of the pseudo resistor. This

allows to reduce the resistance, by forcing an adjustable bias current through the diode,

which resulted in a high linearity and a large dynamic range tunable recorder. However,

the implementation has the drawback of only a moderate tuning range caused by the
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Figure 3.5: Neural recorder front-end with tunable high-pass frequency.

limited maximum applicable biasing current that causes a static power consumption. In

a different design, presented in [92], a two-stage tuning is implemented, which splits the

tuning range into a coarse and a fine tuning. The coarse tuning is achieved by a back-

to-back MOSFET switch, which is digitally switched off to achieve the high impedance

mode, or switched on to achieve the low impedance mode. In series to this switch a

pseudo cross-coupled resistor whose resistance is controlled by a 2-Bit current DAC was

used for fine tuning. Although the tuning range of this implementation is significantly

increased by splitting it into fine and coarse tuning, the resistance change between the

on and off state of the back-to-back switch is relatively high. This leads to a large jump

of the cut-off frequency, which leaves a large frequency range uncovered.
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Figure 3.6: SC serial DAC used for pseudo resistor tuning, modified from [13], with
permission from ©2016 IEEE.

In the approach developed with this these, that was presented in [13], four floating bias

voltages VSG1-4 are used to tune the pseudo resistors, as shown in Figure 3.5(a). As it

can be seen from Equation 3.3, an exponential tuning characteristic can be achieved by

linearly adjusting VSG1-4, which has the advantage of providing sufficient resolution for

low frequencies, while covering a wide tuning range.
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Therefore the digitally adjustable voltage VSG is generated with a liner, 4 bit serial

SC DAC, which is shown in Figure 3.6. It is operated with a clock frequency of

fDAC = 1 MHz, resulting in an update rate of 200 kHz and a dynamic power consumption

of PDAC = 4.3 µW. The DAC provides a reference free, differential output voltage be-

tween 0 V and 500 mV with a 4 bit resolution at four separate outputs VDAC1 to VDAC4

and requires an active area of 330 µm x 70 µm. An additional advantage of the chosen

architecture is, that the DAC can be switched off if no tuning is required, reducing its

current consumption to negligible leakage currents.

By sizing the reference capacitor Cref = 4·C1-4,1 4 times as big as the 4 working capacitors

C1-4,1, one shared reference capacitor can be used to generate all four outputs. This does

not only improve the area efficiency, but also eliminates a possible mismatch in the tuning

voltages. Since all working capacitors are shorted whenever the clock signal is high, it

is ensured that VDAC,1 = VDAC,2 = VDAC,3 = VDAC,4, which avoids a loss of linearity due

to mismatch in the tuning voltage.

After each conversion cycle, the 4 outputs of the DAC are used to periodically charge

the floating capacitors C1-4,2 of the LNA and the AAF, which is shown in Figure 3.5(b)

for the LNA only. A periodic refresh with a frequency high enough to be out of the

signal band is necessary in order to compensate for leakage currents and maintain a

constant biasing voltage. Since the AAF is designed with a cut-off frequency of 50 kHz,

the suppression of the artifacts that are generated in the LNA by the updates of C1,2

and C2,2 is so high, that they disappear in the noise floor. The tuning artifacts that are

generated in the AAF, are input referred suppressed by the gain of the LNA, which is

also high enough to push them below the noise floor.

When using the DAC output to bias the pseudo resistors one problem that occurs is

that the high impedance node between the two pMOS transistors of the pseudo resistor,

is not able to drive the output capacitors of the DAC. This results in a slow transient

behavior, which can be improved by adding two unity gain buffers A1 and A2 to improve

the floating battery, as shown in Figure 3.5(b). Each buffer consumes a current of 50 nA

from the 3 V supply, resulting in an overall power consumption of 0.6 µW, which is

negligible compared to the combined 13 µW consumed by the differential amplifiers of

the LNA and the AAF.

Figure 3.7 shows the measured Transfer Function (TF) of the LFP channel for minimum

gain settings. It can be seen, that the midband gain stays constant at 40 dB, while the

high-pass corner frequency can be tuned between 200 mHz up to 4 kHz. The initial jump

of the corner frequency is caused by an offset of the SC serial DAC, which produces a

tuning voltage slightly bigger than 0 V for an all zero input word caused by charge

injection. When the digital control word is increased, the predicted exponential tuning
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[14].

characteristic can be observed, which results in equidistantly spread cut-off frequencies

in the logarithmic plot. The initial offset could be reduced by increasing the capacitor

sizes of the SC DAC, thus reducing the effect of charge injection.

Figure 3.8 shows the measured output spectra for the LFP and AP band in untuned

mode and when the lower cutoff is tuned to 4 Hz. In order to demonstrate the effect of

tuning on the linearity, two sinusoidal input signals were applied to the recorder in each

band. For the LFP channel an input frequency of fin,LFP = 35/39 Hz was used and for

the AP channel fin,AP = 1/1.2 kHz was used. Under both conditions the in-band noise

floor stays constant and a linearity of more than 54 dB is achieved. However, it can

be observed that the integrated LFP noise is reduced, as the low-frequency 1/f-noise is
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filtered when the lower cut-off frequency is increased. This allows a trade-off between

measurement bandwidth and in-band noise during runtime [14].

3.4 Electrode impedance estimation

A major problem in the design of neural interfaces is the unknown and varying electrode

impedance as previously described. Since it affects the quality of the recorded signal, as

well as the optimum stimulation parameters and the safe stimulation boundaries [61, 94],

the possibility of characterizing the electrode impedance is of great advantage [95]. Since

the electrode/tissue interface can heavily vary over time due to changing tissue adhesion,

scarring or electrode degeneration, online impedance monitoring provides crucial infor-

mation, which can improve patient safety by detecting broken electrodes and adjusting

stimulation parameters in the case of impedance changes.

The implemented impedance estimation is based on the measurement of the electrode

impulse response to estimate the parameters of a simplified Randles cell model. Similar

to the system presented in [21] the electrode voltage is measured while a short current

pulse with the minimum amplitude of Istim = 32 µA is driven into the electrode by the

CCS. However, in contrast to the approach in [21] the shown implementation, which was

presented in [13], does not use a dedicated signal path for impedance estimation, but

uses the recording channel itself to measure the impulse response of the electrode. This

has the advantage, that the impedance estimation can be performed at every electrode

and is not limited to a few testing electrodes.

VSG1

Cfb=150fFCin

Clow=150fF

G0

G0

Vout,+

Vout,-

VDD,HV

VCMVCM

300mV

recLV
pulse

Pulse
Gen.

HV
Protection

recHV

El.-
Model

RS

RCT CDL

IAN

ICA

VSS,HV

CCS

OTA1

recHV

Electrode Counter
Electrode

Low/high
Gain

Clow=150fF

Cfb=150fF

VSG2

IStim

Bidirectional 
Channel

Cin

M1

M2

M3

M4

MHV1

MHV2

negelected
for estim.
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In order to allow the reuse of the neural amplifier to measure the impulse response

an additional low gain mode has been realized, which is shown in Figure 3.9. This

is needed since the resulting voltages would drive the LNA into saturation during the

impedance estimation. The low gain mode is activated by the control signal G0, which

disconnects the 15 pF input capacitors Cin from the input, by opening the nMOS switches

M1/2. Two additional switches M3/4 pull the input capacitors to ground, in order to

eliminate the parasitic signal path over the open transistor switches M1/2 through the

input capacitors, which would otherwise alter the amplifiers transfer function. The

remaining input capacitor is then formed by Clow = Cfb , resulting in an in-band gain of

0 dB. Figure 3.10 shows the simulated TF of the LNA, followed by the AAF, in low and

high gain mode. As the upper cut-off frequency fhigh is set by the gain-bandwidth of

the differential amplifier and the lower cut-off flow = 1
2πCfbRps

by the feedback capacitor

and the pseudo resistor, both are independent of the gain mode and only the midband

gain is reduced to 0 dB.

Figure 3.10: TF of the LNA and AAF in low gain and high gain mode.

A remaining issue is, that when the neural amplifier is used to estimate the transfer

function, the result is not only the impulse response Hel(s) of the electrode, but the

combined response Hcomb(s) = Hel(s)·Hrec(s) of the electrode and the recorder. Since

the recorder TF varies due to process variations, device mismatch and aging, an on-

chip characterization method is implemented, using the same impulse response based

estimation method. Therefore, the recorder is disconnected from the electrode and the

stimulator via the HV protection switches MHV1/2 and a 100 µs short, 300 mV voltage

pulse is applied over the nMOS switches of the pulse generator. After measuring the

recorders impulse response, the parameters of the channel can be estimated, based on

the second order TF HLNA(s).



Chapter 3 Neural recorder design 45

HLNA(s) = A0 ·
2πfhigh · s

(s+ 2πflow) · (s+ 2πfhigh)
· e−s·τch (3.4)

Due to the discrete time operation, the channel introduces an unknown dead time τch

from the input of the pulse generator to the channel output. It is estimated by sweeping

τch from 0.5 to 1.5 ·TS , where TS is the sampling period of the output S/H and choosing

the τch that provides the best fit.

After the characterization of the LNA, the electrode is reconnected to its input and an

anodic current pulse with the minimum amplitude of 32 µA and a duration of 100 µs is

applied. The combined impulse response of electrode and recorder is measured over the

AP channel in order to estimate the TF Hcomb. This estimation is based on a TF with

3 poles, 2 zeros and a dead time τcomb, as the electrode model adds one additional pole

and zero, since the charge transfer resistor RCT is neglected in the estimation. Using

the aforementioned algorithm, all necessary parameters can then be estimated. Since

the calculated dead times do not influence the result of the parameter estimation, τch

and τcmp are both set to zero from here on. However, they cannot be neglected at first,

since this would lead to wrong values for the estimated poles and zeros.

From the channel measurement the parameters CDL and RS of the Randles cell model

can be estimated. As the charge transfer resistance RCT is usually negligible if the

electrode is operated within safe limits (c.f. section 2.2), it is replaced by an open. This

results in the following, simplified TF for the electrode impedance.

Hel(s) =
Vel(s)

Istim(s)
=
RSCDL · s+ 1

CDL · s
=
Hcomb(s)

HLNA(s)
(3.5)

Figure 3.11 shows the estimation process which was measured using a linear, lumped

element electrode model with a solution resistance of RS = 1 kΩ, a double layer capaci-

tance of CDL = 290 nF and a charge transfer resistor RCT = 1 MΩ. First the channel TF

is estimated by recording the recorder output while the 100 µs voltage pulse is applied.

In (a) the transient waveform of the input pulse and the recorded channel response is

plotted, (b) shows the resulting TF estimation and compares it to the measured channel

TF. It can be seen, that the estimation matches the measurement very well, with an

error of less than 1 dB in the pass band (200 Hz - 7.5 kHz). After the channel estimation

the impulse response of the electrode is measured, which is shown in (c) and the corre-

sponding RC-model estimation is shown in (d), together with the impedance of the ideal

model. The estimation results in RS = 1.15 kΩ and CDL = 256 µF, which corresponds to

an error of 1.2 dB in the impedance magnitude.
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(a) Transient response of the recorder to the
300 mV voltage pulse.
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Figure 3.11: Measured electrode impedance estimation for a lumped elements elec-
trode model (RS = 1 kΩ, CDL = 290 nF).

(a) Estimated impedance of Pt electrodes in PBS.
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444µm
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Ref. Electrodes

(b) Pt electrodes with varying diameter by cour-
tesy of Dr. Eickenscheidt, IMTEK, Freiburg.

Figure 3.12: Electrode impedance estimation of planar Pt electrodes.

In order to validate the results from the linear model, an array of different sized, planar

Pt electrodes was measured in Phosphate Buffered Saline (PBS). Figure 3.12 (b) shows

the electrodes of which the two largest were used as a common reference, in order to
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ensure a reference impedance low enough to be negligible. In (a) the resulting estima-

tions for the electrodes with a diameter of 196 µm to 582 µm are plotted. It can be

clearly seen, that the bio-impedance decreases with increasing electrode surface, mak-

ing the electrodes clearly distinguishable. This allows in-vivo monitoring of electrode

degradation, since a large range of bio-impedances can be detected.

3.5 Area and power breakdown

700µm

335µmHV interface
+ bond pad

LNA

LNA tuning

AAFLFP/AP
Filtering

Figure 3.13: Layout of the neural recorder.

Figure 3.13 shows the layout of the complete recording channel, including the 57 x 66 µm2

bond pad. The area and power shares of the different system parts are visualized and

listed below.

HV Interface
+ bond pad

32%

LNA +
Tuning
25%

AAF
11%

SC Filters
27%

Summing
S/H
5%

Figure 3.14: Area share of the
recording channel.

Block Area [µm2]

HV interface
75,000

+ bond pad
LNA 34,000
LNA tuning 23,500
LFP channel 22,000
AP channel 42,000
Summing S/H 12,000

Table 3.3: Absolute area
of the system blocks.

The main area consumer is the HV interface, as it includes the large bonding pad and

the bulky HV blanking transistors. Due to the aforementioned noise limitations and

the comparably large minimum length of the HV compliant transistors, this area cannot
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LNA
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LFP channel
18%
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27%
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Figure 3.15: Power share of the
recording channel (Tuning: ON).

Block Power

LNA 11 µW
AAF 6 µW
Tuning (ON/OFF) 4.9/0.6 µW
LFP channel 13.2 µW
AP channel 19.8 µW
Summing S/H 19.2 µW

Table 3.4: Power consump-
tion of the system blocks.

be reduced. The second largest area consumer are the SC filters, used for spectral

separation, whose area is dominated by noise limited capacitor sizes.

The table above lists the power consumption of the different system blocks. Together

with the previous area analysis it can be seen, that the spectral separation filters have

a rather large power and area share. As explained in [12], this is beneficial if a power

hungry or bandwidth limited telemetry unit is used. However, when switching to a

UWB based data link in future implementations, this part offers the largest potential

for optimization with regard to power and area efficiency, as spectral separation might

not be required anymore.



Chapter 4

High voltage neural stimulator

This chapter discusses the design decisions and implementation of the neural stimulation

unit and the HV interface, which is required to protect the recorder during stimulation

events. The design process was started with the development of a HV CCS in a pre-

ceding master thesis [96] and fully developed during this Ph.D. thesis. In the first part

the current stimulator and its interface to the neural recorder are described in detail

and measurement results that prove the combined stimulation/recording capabilities

are shown. Thereafter, a novel, semi-digital feedback architecture that allows the recon-

figuration between voltage and current mode is discussed in theory, its transistor level

implementation is shown and measurement results are presented.

4.1 Constant current stimulator

This section describes the fully integrated, biphasic current mode stimulator, which

was developed for the bidirectional, multichannel neural interface. It consists of a HV

output stage, that is operated from a ±9 V supply, in order to provide sufficient voltage

compliance, even for high impedance electrodes. On-chip waveform synthesis is realized

with a 5 bit current steering DAC, whose dynamic range is extended by a selectable

output range which is realized as a variable gain current mirror. The stimulator achieves

a maximum stimulation current of ±10.2 mA with a measured voltage compliance of

±8 V and a dynamic range of 50 dB.

4.1.1 Voltage domains

When looking into the SoA for neural stimulators, maximum output currents in the

range of 0.5 mA up to 15 mA [21, 44, 55, 97] can be found for integrated systems and

49
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commercially available systems like the Medtronic Activa� product series even offer

maximum currents up to 25.5 mA [50]. At the same time, bio-impedances are usually

reported with RS in the range of several kΩ and a CDL of around 10 nF-100 nF [86, 95],

which is in good accordance with our impedance estimations presented at the end of

chapter 3. If we assume, that during a safe stimulation only non-Faradic reactions

take place and therefore only a negligible amount of current flows through RCT (c.f.

section 2.2), the following electrode voltage VEl can be calculated for a 200 µs/0.5 mA

rectangular stimulation pulse.

VEl =
IStimTStim

CDL
+ IStimRS =

0.5mA · 200µs

100nF
+ 0.5mA · 10kΩ = 6V (4.1)

Where RS = 10 kΩ and CDL = 100 nF are estimates taken from [86]. This simple calcula-

tion makes it obvious, that a precise CCS requires a voltage compliance, which is above

standard CMOS supply levels to achieve the aforementioned stimulation currents. Since,

it is not possible to build a power efficient recorder with such a high voltage supply, as

power consumption rises with increasing supply voltage and bulky HV transistors have

to be used, the design is split up in a HV stimulator part and a LV recorder part.
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Figure 4.1: Evaluated approaches for the LV supply domains.

At the beginning of the stimulator design, three approaches for the split domains shown

in Figure 4.1 were considered, which is in detail discussed in [96]. The first options (a)

and (b) are directly derived from the design presented in [73]. Both use a unipolar HV

supply VDD,HV and achieve biphasic stimulation currents by setting the resting potential

of the electrode to VCM = VDD,HV/2 = 9 V. If only the stimulation unit is considered, this

supply approach yields higher area and power efficiency compared to (c), which is why

it was chosen in the epiretinal stimulator in [73]. However, the approach suffers from

major drawbacks if a bidirectional interface is required. The first implementation (a)

requires the input capacitors Cin to block a DC voltage of VDC = VCM - VDD,LV/2 = 7.5 V,

which exceeds the specified limits of the high capacitance MIM capacitors in the used

technology and would thus require the use of capacitors with a worse capacitance per

area. Since Cin is the main area consumer in the LNA, as explained in chapter 3, this
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Figure 4.2: Block diagram of the bidirectional neural front-end using floating voltage
domains.

would result in a large area penalty. Shifting the recorder into a floating voltage domain

with VCM as reference potential circumvents this problem, as shown in (b). However,

this approach has the problem, that now the digital supply levels and the LV recorder

supply have different references, which requires level shifting between the domains. This

would still be possible for the static set-up bits of the stimulator with little power penalty

by using the technique proposed in [73], but the shifting of the clock signals for the SC

filters would already cause an intolerable increase in power consumption.

Because of the aforementioned issues, the implementation shown in (c) was used to

realize the current stimulator. Here a bipolar HV supply with the negative voltage

VSS,sub below the LV ground and the positive supply VDD,HV is used to allow biphasic

stimulation and the resting potential of the electrode is at VCM = 0 V. It is realized by

putting the LV circuitry in a shared, floating deep n-well and avoids level shifting, since

the same reference is used for the LV recorder and the digital circuitry. Figure 4.2 shows

the block diagram of the implemented stimulator, with the different voltage domains.

Starting from the left, a 1.8 V digital core voltage is used for off-chip communication and

stimulation control, which is shifted to the 3 V analog LV domain using Level Shifter (LS)

from the standard cell library. A 5 bit current steering DAC in the LV domain is used

to synthesize an arbitrary waveform, which is driven into the electrode by a biphasic

HV output stage. Additional LS are needed to provide control signals for the floating

output drivers and the HV protection circuitry. All illustrated blocks will be explained

in detail in the following.
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4.1.2 Digital level shifters

The use of multi supply domains is a common approach in integrated circuits that require

a HV supply but has a limited power budget. By implementing floating voltage domains,

individual circuitry can be operated from a LV supply with a floating reference, like the

anodic and cathodic output stage in Figure 4.2, thus reducing the power consumption

compared to the use of the full supply range. Since control signals need to be available

in the floating domain as well, LS circuits are required that translate between one and

another domain. Especially in biomedical implants, this can be a limiting factor due to

the strict area limitations [32].
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Figure 4.3: Evaluated approaches for the LV supply domains.

LS implementations can be divided into two main categories, dynamic LS and static LS

[99]. In dynamic LS a cross coupled transistor pair is used to form positive feedback,

which generates a bi-stable output stage [98]. Figure 4.3 (a) shows a possible imple-

mentation that uses two HV nMOS input transistors and the LV pMOS cross coupled

pair. By inserting the highlighted HV protection, the output voltage can never drift

lower than one diode voltage below VSS,HV, which allows the use of LV devices M3/4

and results in faster transition times. The advantage of this structure is, that no static

current is consumed from the HV supply, independent of the input signal Vin. However,

this maximum power efficiency comes with drawback that a higher area is needed, as

four HV devices are required to form one LS.

Figure 4.3 (b) shows a static LS, which requires only one HV transistor M1, that is used

to switch the nMOS current source M2. The voltage drop over the passive load element

in the floating domain, in this case a pMOS diode, can then be used as the shifted output

signal. In order to get clean, digital output signals two additional inverters were installed

in the floating domain. However, the drawback of this circuit is, that a constant current

flows from VDD,HV to ground, as long as Vin is in the high state. Since this voltage
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Figure 4.4: Static LS with adaptive bias generation, derived from [15].

drop is usually quite large, already small currents cause a significant power dissipation.

These two characteristics, maximum area efficiency but static power consumption, make

the approach suitable for applications where a large number of signals with small duty

cycles need to be shifted. As stimulation events may only occur in a very limited share

of time in order to avoid tissue damage, this approach is very well suited for the tasks

of LS I&II in Figure 4.2.

A remaining issue of the static LS is, that the current source Iref must match the passive

load, such that the input of the first inverter reaches VSS,HV. As this voltage drop

changes with process, temperature and aging, this signal is only poorly defined, which

can cause large static currents in the first inverter. To avoid this issue we implemented

two adaptive, on-chip biasing circuits, that we presented in [15]. Figure 4.4 shows the

two biasing circuits and the corresponding LS for shifting into the + 6/9 V and the

- 6/-9 V domain.

In order to adjust the biasing currents Iup/Idown, two differential amplifiers in the corre-

sponding, floating domains are used to adjust the gate voltage of a HV MOS transistor,

forming a regulated current source. This current is mirrored back into the left branch,

which represents a replica of the actual LS channels, consisting of two stacked diodes

as the passive load element, a HV cascoding transistor and a LV current source. Since

the differential amplifiers have VSS,HV / VDD,sub as a reference, the feedback loop will

adjust Iup/Idown until the voltage drop across the load replica is equal to the floating

supply, adapting the biasing current to process, temperature and supply variations. The

generated current is then provided to each LS channel using a LV current mirror, which

allows to use one shared biasing circuit for all 32 stimulator channels, making the area

and power overhead negligible.

The diode stack is designed to have a nominal current of 2 µA, which can be adjusted

over the diode length. When designing the current through the diodes it has to be
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Figure 4.5: Monte Carlo simulation with 200 runs of the LS to evaluate device mis-
match.

considered, that a higher current results in faster switching times, but increased power

consumption as well. For the differential amplifier a single-stage OTA with current

mirror load was chosen, which results in an overall power consumption for the reference

generation of 40 µW for the shift into the higher voltage domain and 54 µW for the lower

voltage domain. Both biasing circuits together require an active area of 137 µm x 97 µm

and each LS channel roughly 2000 µm2.

Figure 4.5 shows the transient input voltage of the first inverters VX/Y over 200 Monte-

Carlo runs with a 200 kHz square wave input signal in the LV domain. It can be seen, that

VX/Y settle to the floating, digital levels with high accuracy. Due to mismatch between

the replica load and the diodes in the LS, a variation of ∆V1 = 130 mV around VSS,HV

can be observed when shifting the signal up and a similar variation of ∆V2 = 110 mV

around V DD,sub when shifting down. Additionally the switching of the active pullup

transistor Mup is indicated, which is added to the LSs in order to increase the transition

speed [98].

Since the HV interface requires additional control signals in the -9/+9 V domain, which

will be explained in section 4.2, the full scale LS shown in Figure 4.6 was implemented.

It consists of a combination of static and dynamic LS, as it uses the previously described

static LS to translate the LV input signal into the -9/-6 V domain, were it is used to

drive the input of a dynamic LS, realized as a latch. This design is chosen, as a static

LS is not beneficial in this case, since the passive load and the following inverters would

have to be HV compliant, resulting in a larger number of HV devices than the presented

solution, while still requiring static current.
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Figure 4.6: Digital LS from 0/3 V to -9/+9 V (LS III).

4.1.3 Current steering DAC

In order to provide maximum flexibility to the stimulation waveform, a current steer-

ing DAC is used in the LV domain to synthesize arbitrary stimulation waveforms. A

moderate resolution of 5 bit was chosen, since it allows to realize the DAC with binary

weighted current sources, as shown in Figure 4.7, without limitations due to device mis-

match. This results in a compact design, which can be directly controlled by a simple

binary input code [100].

Iref

b0 b1 bN-2 bN-1

2Iref 2N-2Iref 2N-1Iref

...

...

......

VDD,LV

IDAC

Figure 4.7: N bit current steering DAC with binary weighted current sources.

The DAC was implemented with a Least Significant Bit (LSB) current of 3.2 µA, which

results in a maximum output current of 100 µA. To further increase the DR, a variable

gain stage provides an adjustable gain of 1x, 2x, 5x or 10x, resulting in a DR of 50 dB,

which is required to increase the stimulators flexibility.

Figure 4.8 shows the transistor level implementation of the current steering DAC, to-

gether with the variable gain current mirror. The highlighted DAC is realized with

cascoded current sources to improve its linearity. In order to achieve good matching

between the reference and the binary current sources, M0m and M0 are biased in strong

inversion with an aspect ratio of (W/L)M0 = (2.2µm/20µm). All other current sources Mi

are realized as multiples of M0 with 2i elements to achieve binary scaling. Since matching
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Figure 4.8: 5 bit current steering DAC with variable gain current mirror.

is less critical for the cascoding devices Ci, they can be sized to (W/L)MC0 = (3µm/500nm),

which results in the same overdrive voltage, but a reduced active area and the uncritical

switches Si are realized with minimum length devices. The additional output switch S5

is installed to shut down the DAC current if no stimulation is active, in order to reduce

the LV power consumption.

(a) Differential non-linearity (DNL) (b) Integrated non-linearity (INL)

Figure 4.9: Simulated DNL and INL of the 5 bit I-DAC (200 Monte Carlo runs).

Figure 4.9 shows the DNL and INL of the DAC, which both stay below ±0.5 LSB,

meaning the DAC achieves the desired resolution and is strictly monotonic. Additionally,

the aforementioned disadvantage of the chosen architecture can be seen in the big DNL

values at e.g. 8 and 16, which are caused by the binary scaled current sources. However,

the simulation showed, that the architecture provides sufficient resolution, making it the

best trade-off with respect to area and complexity.
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4.1.4 HV output stages

Figure 4.10 shows the biphasic, HV output stage of the current stimulator, where the

previously described DAC and variable gain current mirror have been replaced by the

adjustable current source IDAC, to improve readability.
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Figure 4.10: Biphasic, HV output stage of the current stimulator, derived from [16].

The stimulation polarity is set by the active high, digital control signals Φa and Φc in

the VDD,LV (0/3 V) domain, which are translated into the according HV domain by the

LS circuits presented in section 4.1.2. The digital control logic must ensure, that Φa

and Φc are not active at the same time, since this would cause concurrent stimulation

currents.

During anodic stimulation Φa is in the high state (3 V = VDD,LV), which puts Ma into

the saturation region, thereby acting as a HV cascode. This protects the LV variable

gain current mirror from harmful voltage levels, as the source of Man can not rise above

VDD,LV. The reference current IDAC flows through Ma into the floating, anodic output

stage, where transistors M3m and M3 mirror it into the HV output branch with a gain

of 10. This enables a maximum stimulation current of 10 mA, while reducing the power

loss, which is caused by the current IDAC in the HV reference path.

The output current mirror is realized as a regulated cascode for two reasons. First, this

gain boosting allows an asymmetric design with a LV cascoding transistor in the reference
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Figure 4.11: Dual differential amplifier of the anodic output stage.

path and a HV cascoding transistor in the output path. Since M3c is intrinsically

protected by the diode connection of M3m and the by design limited reference current

IDAC, an area efficient LV pMOS can be used. In contrast to that, M3,HV must be

able to withstand the full supply range, as the stimulator output is a high impedance

node, which can reach both supply rails for high impedant loads. Without regulating

the sources of the two fundamentally different cascoding transistors, a large current

mismatch would result due to the large difference in threshold voltage of a HV and

a LV MOS device. The second reason for a regulated cascode is that it can be used

to achieve high voltage compliance even for large currents, thus achieving good power

efficiency [73]. The high compliance is attained by putting the reference of the two

differential amplifiers only 200 mV below VDD,HV, which leaves maximum headroom to

the cascoding transistor M3,HV. For small currents, M3 and M3m stay in saturation and

form a cascoded current mirror with active gain boosting. If the stimulation current is

increased, M3 and M3m will enter triode region, where they act as voltage controlled

resistors. Since both transistors have the same VGS and their VDS is regulated to the

same value, a good matching between the currents is achieved [101].

Figure 4.11 shows the implementation of the dual differential amplifier used in the anodic

output branch. In order to safe power and increase the matching, both amplifiers share

one reference current and have a common Vin,+ input. A symmetrical, single stage

amplifier has been used, as it achieves a sufficient DC gain of A0 = 62 dB and gain

bandwidth of 2.7 MHz. Since the desired common mode is only 200 mV away from the

positive supply, a nMOS input pair has been chosen. The same architecture is used for

the two dual differential amplifiers in the cathodic current path. However, the floating

amplifiers in the cathodic output stage are realized with a pMOS input pair, since their

common mode voltage is 200 mV above the negative rail. Table 4.1 summarizes the key

parameters of the used amplifiers. Both versions have been implemented with relatively

large input devices, in order to reduce the offset due to mismatch in the input pair, since

this determines the current mismatch for large output currents.
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NMOS Input stage PMOS Input stage

(W/L)in
7µm

2.2µm (W/L)in
8µm

0.8µm

COut 100 fF COut 200 fF

A0 60.3dB A0 61.6dB

GBW 2.7MHz GBW 1.6MHz

Itot 6.2µA Itot 5µA

Table 4.1: Design parameters of the dual differential amplifiers.

During cathodic stimulation Φc is active, allowing IDAC to flow through Mc into a first

regulated current mirror, which copies it into the cathodic output stage. Here it is

essential to regulate the drains of the mirroring transistors M1m and M1 in order to

achieve good matching, because of the asymmetric design and te big difference in the

voltage drop over the mirroring branches. The cathodic output stage is built up analog

to the anodic side.
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Figure 4.12: Relative mismatch of anodic/cathodic stimulation current for
IStim =±10.2 mA.

Figure 4.12 shows the simulated histogram of the current mismatch between anodic and

cathodic current for the maximum stimulation current of 10.2 mA. Since the mismatch

during maximum stimulation strength leads to the largest, absolute charge accumulation

on the electrode, this represents the worst case estimation. A Gaussian distribution has

been fitted with a mean of µ = −4.5 · 10−3 and a standard deviation of σ = 0.028. The

high matching reduces the remaining charge on the electrode after a stimulation, which

allows to keep the passive discharge period short and record fast after a stimulation [16].

In order to measure the voltage compliance of the recorder, the output voltage of the

stimulator VEl and the stimulation current through a 100 Ω resistor were measured,

using the National Instruments PCIe-6363 multifunction I/O device [102]. The result is
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Figure 4.13: Measured anodic/cathodic voltage compliance.
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Figure 4.14: Measured stimulation waveforms using a 100 Ω dummy load.

plotted in Figure 4.13, which shows a required headroom voltage of 1 V in anodic and

cathodic mode for the full scale current, resulting in a voltage compliance of ±8 V.

Figure 4.14 shows two measured stimulation waveforms that were generated with the

presented CCS and an external, digital control unit that provided the waveform infor-

mation. The shown results were acquired by sampling the voltage drop over a 100 Ω

dummy load with a 100 kS/s ADC. The first waveform shows an anodic first, biphasic

stimulation, with a Gaussian formed anodic pulse, followed by a rectangular, cathodic

pulse. The second waveform shows two biphasic, exponentially decaying stimulations
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with different amplitudes. Both waveforms illustrate the possibility of generating arbi-

trary stimulation patterns, when using the on-chip 5 bit I-DAC with variable, transient

input codes. Additionally (b) demonstrates the increased dynamic range, realized by the

variable gain current mirror. Table 4.2 summarizes the key parameters of the presented

current stimulator.

This work

Stimulation type Biphasic CCS

Supply voltage ± 9 V

Voltage compliance ± 8 V

Maximum stim. current ± 10.2 mA

Dynamic range 50 dB

Standby power 80 µW

Waveform generation On-Chip 5 bit I-DAC

Table 4.2: Parameters of the presented CCS.

The listed standby power is only valid if the stimulator is in standby during an active

stimulation events (e.g. during the inter pulse delay). This means no stimulation current

is currently driven into the electrode, but a stimulation is running. If the bidirectional

channel is in recording mode, as it is most of the time, the stimulator is put in sleep

mode by shutting down all biasing currents. This results in a negligible, remaining power

consumption, which is only caused by leakage currents.

4.2 High voltage recorder interface

During stimulation events, the electrode potential can easily exceed the 0/3 V supply

range of the LV neural recorder, depending on the electrode impedance and stimulation

intensity. This can lead to potentially harmful voltage levels at the recorder, leading to

accelerated aging due to stressed input devices, or even instantly damage the sensitive

recorder input. Previous work has shown that HV transistors can be used to disconnect

the recorder before the beginning of a stimulation event, thus protecting it from said

over-voltage scenarios [55, 103]. Besides the explained safety reasons, a second reason to

use such active blanking is the reduction of stimulation artifacts. Even if a stimulation

would cause harmless electrode voltages, the resulting signal amplitudes would drive

the recorder into saturation, because of its high gain. Since the neural recorder has a

high-pass corner frequency in the sub-Hertz range, it would take several seconds for it

to recover, thus leading to an unacceptable blind time after a stimulation event.
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Figure 4.15: HV compliant recorder interface.

Figure 4.15 shows the implementation of the HV interface. Two HV pMOS transistors

MHV1/2 are used to disconnect the recorder from the electrode and the counter electrode

during stimulation events. Two additional LV nMOS transistors MLV1/2 actively pull

the recorder inputs to ground, which further suppresses stimulation artifacts that could

otherwise capacitively couple into the high-ohmic recorder input. A third HV pMOS

transistor MDis is installed before the blanking switches between working and counter

electrode to provide passive charge balancing.

In [103] and [12] it has been shown, that the HV transistor switches are critical, since

their noise contribution will deteriorate the recorders noise performance. As both

switches are the first elements in the recording chain and do not offer signal gain, their in-

tegrated noise Vrms,HV adds to the integrated, input referred noise of the LNA Vrms,LNA

as follows.

Vrms,tot =
√
V 2
rms,LNA + V 2

rms,HV (4.2)

Since both HV transistors are operated as switches, they are supposed to be biased in

the linear region. Therefore, their thermal noise density dv2
HV is determined by the on

resistance Ron [90].

dv2
HV = 4kTRondf

Ron =
1

β0
W
L · (VGS − Vth)

(4.3)

Where W is the transistor width, L is the transistor length, β0 a process dependent

scaling parameter and (VGS-Vth) the overdrive voltage. Since the noise bandwidth is
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determined by the recorder bandwidth, the integrated noise, which is added by the

switches, can only be reduced by lowering Ron, which results in two design choices.

First a full scale LS is used, which provides a VDD,HV to the HV pMOS gates in the

case of stimulation, to disconnect them for all possible electrode voltages and -9 V in

the recording state in order to achieve the maximum overdrive voltage. Second is that

a good trade-off has to be found between the width W of the switches and their area

consumption. To determine an adequate size, a detailed noise analysis of the switches

was carried out during the first design, described in [12], resulting in a width of 286 µm for

the minimum transistor length of 1.8 µm. The chosen size resulted in a simulated input

referred noise of 200 nV, which is well below the noise of the LNA and no performance

deterioration could be observed in measurements. Since the existing circuit provided

sufficient performance, the same sizing was used in this work.

The LV switches MLV1/2 are less critical in terms of noise. Since they are opened during

stimulation, they only contribute 1/f noise by the reverse biased drain bulk diode. In

order to reduce this noise contribution, the width of the transistor must be increased, as

this increases the effective diode area. The same considerations hold for the protection

diodes towards VDD,LV and ground, which requires them to be larger than the minimal

size. A transistor width of 20 µm and a diode area of 58 µm2 resulted in a simulated

noise contribution in the sub percent range.

The circuit is protected against Electrostatic Discharge (ESD) events by two additional

HV MOS diodes towards VDD,HV and VSS,sub at the counter electrode. Since the output

devices of the CCS provide large, intrinsic diodes towards VDD,HV and VSS,sub, no explicit

ESD protection is required at the working electrode.
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Bidirectional Channel
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Figure 4.16: Measurement set-up to evaluate combined recording/stimulation.

Figure 4.16 shows the test set-up used to evaluate the combined stimulation/recording

capabilities, where a stimulation process is applied to a lumped element, Randles Cell

model (CDL = 1 µF, RS = 100 Ω, RCT = 1 MΩ). To record the stimulation current, the

voltage drop over an additional 100 Ω resistor in series to the electrode model was mea-

sured, which is not shown in Figure 4.17. Two external, 16 bit ADCs with variable
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Figure 4.17: Measured stimulation with intentional charge mismatch, passive charge
balancing and subsequent recording.

input range were used to sample the recorder output VRec and VEl. The signal source

Vtest generates a 1 kHz, 200 µVpp sinusoidal test signal at the electrode model. An ex-

ternal, digital control unit is used to select only the AP channel of the recorder, with a

configured gain of 68 dB and a high-pass cutoff frequency of 100 Hz.

Figure 4.17 shows the acquired waveforms of the recorder output Vrec, the electrode po-

tential VEl and the stimulation current IStim. In (a), IStim shows a Gaussian stimulation

waveform in the anodic phase, with a maximum amplitude of 5.2 mA and a square wave
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stimulation in the cathodic phase. The stimulation was intentionally designed to de-

liver asymmetric charge, to illustrate the effect of charge mismatch and passive Charge

Balancing (CB). Looking at the electrode potential VEl in Figure 4.17 (b), it can be

seen, that the anodic charge is not fully canceled, but a residual voltage of 300 mV

remains on the electrode after the intentionally mismatched stimulation process. The

remaining charge is then canceled by closing the passive CB switch, which results in an

exponentially decaying electrode potential. During the stimulation process, blanking is

activated, as shown in Figure 4.17 (c). However, due to the high channel gain, some

stimulation artifacts are visible, but do not drive the recorder into saturation. 2.5 ms

after the charge balancing the recorder is reconnected to the electrode and the ampli-

fied test signal is directly visible at the recorder output. The blind time could even be

further reduced, as CB was not directly activated after the end of the stimulation, to

visualize the residual voltage. This shows, that even for an intentional mismatch, small

blind times can be realized with the fully integrated, bidirectional channel.

4.3 Constant voltage stimulator
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Figure 4.18: Neuromodulator with semi-digital feedback to realize CVS, derived from
[14].

As it was described in the introduction, Constant Voltage Stimulation (CVS) is still quite

popular amongst neurologists, since vast experience with (CVS) is available. Therefore,

recent publications try to compare both methods against each other in terms of safety,

stimulation efficacy and stimulation parameters [35, 84, 85]. This leads to the need for a

reconfigurable current/voltage mode stimulator (CCS/CVS) to provide a powerful tool

for the direct comparison of CCS to CVS. A first implementation of such a reconfig-

urable CCS/CVS stimulator was presented in [97]. However, this implementation used

a resistive feedback Transimpedance Amplifier (TIA) to reconfigure the area consuming

output stage of the CCS into CVS, which results in large static power consumption for
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the voltage mode. Furthermore, stability issues can arise due to the capacitive nature

of the electrode, which is connected to the input of the TIA.

Therefore, the idea of a semi-digital feedback loop was adapted, which was first presented

in [76]. There it was used to reduce the power consumption of a CCS by controlling an

adaptable HV supply voltage. In the newly developed design the TIA used in [76] is

avoided, in order to mitigate stability issues. The stimulator uses the idea of semi-digital

feedback to reconfigure the CCS into a class-B voltage stimulator as illustrated in Figure

4.18. This approach was first published in [14] and achieves high power efficiency as

power consuming HV quiescent currents are avoided, as well as high area efficiency since

most of the feedback can be realized in the digital domain. In the following, the system

level architecture will be described together with a stability analysis of the feedback

loop, followed by measurement results that were obtained with a first prototype.

4.3.1 System architecture

CCS
Var. Gain

LS

Semi-digital 
Feedback

1b5 bit 
I-DAC Vref = 500 mV

Σbi[4:0]

bv[6:0]

RS

CDL

RCT Working
El.

IStim

bfb[4:0]
bfb[5]

Vout

SCB

VDD,HV

VDD,LV

VElVSS,subVSS,sub

VStim

Figure 4.19: Block diagram of the voltage/current mode stimulator, derived from
[17].

The block diagram in Figure 4.19 shows a more detailed view of the reconfigurable stim-

ulator. In current mode operation the CCS described in section 4.1 is used, illustrated

by the 5 bit current steering DAC in the LV domain and the HV output driver. Ad-

ditionally, the passive CB switch SCB from the HV recorder interface is shown, as it is

used for on-chip calibration, which will be explained later. By placing the CCS into the

shown semi-digital feedback loop, its output current is controlled to generate a constant

output voltage at the working electrode.

Therefore, a variable gain level shifter is used to transfer the electrode potential from

the ±9 V HV domain into the LV domain (0/3 V). This LS capacitively divides the

electrode voltage into the LV domain, where it is compared against a fixed reference

voltage Vref = 500 mV. The 1 bit decision is integrated by a 6 bit digital integrator,
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whose output bfb[4:0] controls the current of the I-DAC and the MSB bfb[5] switches

between anodic and cathodic current. Figure 4.20 shows the linearized, block-level model

of the mixed-signal control loop. Therefore, the single bit quantizer is linearized with a

gain of AQ and the electrode is modeled with a reduced Randles cell electrode model,

as the charge transfer resistance RCT is neglected, assuming safe operation.

+ I-DAC + +0

Working
El.

a2 ∫6b
Σ

a1

a4

Vref

a3
Vout

VElISt AQ

Figure 4.20: Linearized model of the CVS control loop, derived from [17].

The implemented control loop works similar to a second order Σ∆ Modulator (SDM)

with a constant ’0’ at its input. The first integrator within the loop filter is the digital

up/down counter that integrates the single bit comparator decision. Its output is con-

verted into the stimulation current ISt over the I-DAC and gets integrated by the second

integrator, formed by the double layer capacitance CDL. Together with an additional,

proportional part caused by the solution resistance RS, this results in the electrode po-

tential VEl, which is scaled by the gain of the capacitive LS a4. In order to account for

Vref at the negative output of the comparator, an additional summation node is intro-

duced before the quantizer gain. Since a stable Σ∆ loop regulates the input of its first

integrator to zero over time, we can calculate backwards that the electrode voltage must

be regulated to a value, that results in an output voltage of Vout = Vref of the variable

gain LS.

This LS must provide two essential features to allow CVS. First it must change the

reference potential of the stimulation voltage VStim = VEl − VSS,sub from VSS,sub = -9 V

to ground (0 V) and second it must scale VStim with a digitally adjustable gain ALS.

If this is the case and we assume that the control loop works in the aforementioned

manner, the electrode potential VEl calculates as followed.

Vout = ALS · VStim = ALS · (VEl − VSS,sub)

⇔ VEl = VSS,sub +A−1
LS · 500 mV

(4.4)

Equation 4.4 shows, that VEl can now be set to the desired value, by adjusting ALS.

The required LS is realized as a capacitive, sampling LS, which is shown in Figure 4.21.

It uses a clock frequency of fS = 1 MHz, a reference capacitor size of C1 = 180 fF and a

binary scaled capacitor array that realizes the variable gain. The additional capacitor
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Figure 4.21: Variable gain LS with binary scaled C-array, derived from [17].

Ctune can be adjusted between 0 and C1 and is realized with a 3 bit binary array. During

initial calibration, the electrode is pulled to ground over SCB and Ctune is stepped up

until Ctune + Cpar = C1, to account for parasitics.

During CVS, the output node Vout is reset by discharging it to 0 V over the nMOS switch

Mrst and the top plate of C1 is reset to VSS,sub over MH1, whenever the clock signal is

high. In the sampling phase, when the clock signal is low, the electrode potential VEl

is sampled on the top plate of C1 and the output node Vout is high-ohmic. Therefore,

Vout and the resulting LS gain ALS can be calculated as a capacitive divider with the

following, variable divider ratio.

VOut =
(VEl − VSS,sub) · C1

C1 +
∑5

i=0 bV iCV i + (Ctune + Cpar)

⇒ ALS =
C1

2 · C1 +
∑5

i=0 bV iCV i

(4.5)

Where bVi is the 6 bit digital input word of the capacitor array. Since CVi is binary

scaled relative to the reference capacitor C1, the electrode potential can be calculated

using Equation 4.4.

VEl = VOut ·
(

2 +
n

2

)
− 9V

= n · 250mV − 8V
(4.6)

This allows to adjust the electrode potential to a desired stimulation voltage, in minimum

steps of 250 mV, with an output range of ±8 V. Thereby the explained architecture

makes full reuse of the CCS and needs only one LS, a capacitive array and a comparator

with adjacent digital integrator in the LV domain. This results in an area overhead
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Figure 4.22: DT model of the CVS control loop.

of only 18.3 %, which will be shown in detail in section 4.4. Besides the high area

efficiency the architecture achieves class-B operation, since no static bias currents in

the HV domain are required as the output current is controlled digitally. Because of

the large supply voltage of ±9 V small currents lead already to comparably large power

consumptions, which emphasizes the high benefit of the proposed circuit.

4.3.2 Stability analysis

In the previous section it was assumed for the calculation of the electrode potentials

that the feedback loop is operated in a stable condition. Since an unstable feedback loop

would result in a direct hazard for the patient due to uncontrolled stimulation voltages,

a detailed stability analysis was performed. Due to the aforementioned similarity of the

control loop to a second order Σ∆ modulator, known concepts of SDM stability analysis

can be applied.

As one method of stability analysis which is used within the literature of linearized SDM,

the Root Locus Plot (RLP) can be applied [104–106]. Therefore, the mixed Discrete

Time (DT)/Continuous Time (CT) loop was transferred into the DT model shown in

Figure 4.22, using impulse-invariant transformation [104]. There, the single-bit quantizer

has been replaced by the additive white quantization noise model (eq) and a linearized

quantizer gain AQ, used to calculate k3. This results in the following coefficients k1/2/3,

which can be used to calculate the complete open-loop gain AOL.

k1 =
RS

VFS/IFS

, k2 =
1

fs · CDL
1

VFS/IFS

, k3 = AQALS (4.7)

AOL =

(
k1 +

k2

z − 1

)
·
(
−k3

z − 1

)
(4.8)

where VFS = 9 V is the full scale output voltage and IFS is the full scale output current of

1/2/5/10 mA, depending on the output range selection of the CCS, which was described

in section 4.1.
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Figure 4.23: RLP over k3 = AQ ·ALS and parametrized electrode values [17].

Figure 4.23 shows the RLP, which is acquired by sweeping the parameter k3 from 10-3

to 104 with 3 different combinations of CDL and RS. This sweep is important, as the

quantizer gain AQ itself is undefined in a single-bit quantizer (large differential input:

AQ→ 0, small differential input AQ→∞) and the LS gain ALS depends on the selected

stimulation voltage. The result is the typical RLP of a second order SDM, where both

poles start on the unit circle for quantizer gain of AQ = 0, indicated by ’k3 = 0’ in

the zoomed plot. When k3 is gradually increased, the poles stay either permanently

inside or outside the unit circle, solely depending on the choice of RS and CDL. This

means that the loop stability is independent of the product of quantizer and LS gain,

but depends only on the electrode parameters.

When the feedback loop has adjusted the electrode voltage to the desired value, the

remaining input voltage at the quantizer will move towards small values, meaning the

quantizer gain AQ and therefore k3 will move towards infinity. In this case the RLP

shows, that one of the poles moves to −∞. However, this will not result in instable

behavior, but the pole will always remain on the real axis, representing the effect of a

stable limit cycle. In this case, a very small input signal toggles around the comparator

decision reference [104]. This happens, when the stimulator reaches the desired electrode

potential, as the digital counter will always toggle with one current LSB around the final

value.

Figure 4.24(a) shows a second RLP, where RS was swept, while CDL was kept constant

for different values of k3. It can be seen, that independent of k3, the two complex poles

always enter the unit circle for a solution resistance of RS = 50 Ω. Since both analyses

show, that stability is solely dependent on the RS/CDL combination, a third RLP was

simulated to see the stability boundaries in dependency of RS/CDL, as shown in Figure

4.24(b).
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Figure 4.24: RLP for varying electrode parameters.

For the smallest simulated capacitance of CDL = 5 nF, a solution resistance larger than

200 Ω is required, whereas for larger CDL, this minimum RS value even drops. Since

for small electrodes with small CDL, the resistive part RS is usually very large, this

requirement is basically always met as long as the electrode is safely operated. Moreover,

when looking at Equation 4.7, it can be seen that even if an electrode should not fulfill

this requirement, the stability can be improved by increasing fs, as this has the same

effect on the system as increasing CDL.

In order to verify the presented stability analysis, the stimulator was simulated on tran-

sistor level in the same 180 nm HV CMOS technology which is used for the recorder.

The resulting electrode potential for two different RS/CDL combinations is shown in

Figure 4.25. In both cases, an output range of IFS = 2 mA was selected and the semi-

digital loop was operated with a sampling frequency of fS = 1 MHz. According to our

analysis, this would result in a minimum stable solution resistance of RS,min = 216 Ω for

a double layer capacitance of CDL = 7 nF. In accordance with our calculations, the out-

put voltage in Figure 4.25(a) shows stable behavior, but with very pronounced ringing,

as the electrode parameters are chosen close to the stability limits. With an increased

CDL, the system stability can be significantly increased, which eliminates the ringing in

Figure 4.25(b) and results in much faster settling speed.
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Figure 4.25: Simulated CVS waveforms on two different electrode models.

4.3.3 Measurement results

The described stimulator was tested using a single channel prototype, which was manu-

factured in the same 180 nm HV CMOS technology than the recorder. A first measure-

ment is shown in Figure 4.26, in which the same voltage waveform was applied to two

different, lumped element electrode models to demonstrate the electrodes impact on the

system stability.

In both cases the sampling speed was set to fS = 1 MHz, equivalent to the previously

shown simulation set ups. The red curve was recorded with CDL = 4.7 nF, RS = 260 Ω

and IFS = 2 mA. As these parameters are again very close to the stability boundaries,

the measurement shows heavy ringing, similar to the transistor level simulation. In

the second measurement, shown in green, the modeled capacitance was increased to

CDL = 68 nF. For illustration purpose, the maximum output current was additionally

increased to IFS = 5 mA which, according to Equation 4.7, further improves the systems

stability. In accordance with the simulation results, the measurement shows no ringing

and furthermore the overshoot was reduced to less than 100 mV.
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Figure 4.26: Measured CVS waveforms on two different, lumped elements electrode
models.

In order to illustrate the effect of the adjustable full scale output current IFS on the

stimulation waveform, the same stimulation is shown with a full scale current of 1 mA

and 2 mA in Figure 4.27. Since IFS is set by the variable gain current mirror, as described

in section 4.1, the minimum current step ILSB is increased by a factor of 2 as well. This

results in a two times bigger toggling Vtgl = ILSB ·RS of the stimulation voltage around

the desired value, for the same electrode parameters.

Beside the increased stability, the main advantage of the larger maximum current is the

increased slew rate that can be seen when comparing the two curves in Figure 4.27.

Since the stimulator can provide twice the current, the desired stimulation voltage is

reached without slew rate limitations in Figure 4.27(b), whereas the decreased, maximum

current leads to significant slewing in Figure 4.27(a). Thereby, the CVS offers a flexible

trade-off between high accuracy, which is needed for small, high impedance electrodes

and high output current, which is required for large, planar electrodes. A possible

improvement to further increase the accuracy of the high current mode would be the

use of a window comparator in a future implementation. Thereby the stimulator could

detect if the stimulation voltage is within a certain accuracy window around the desired

value and only readjust the current if this window is left, which would minimize the

current switching.
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Figure 4.27: Measured CVS waveforms with varying full scale current IFS.

Since the shown lumped element model does not cover the non-linear behavior of the

electrode-electrolyte interface, the stimulator was additionally tested on planar, plat-

inum electrodes in PBS. Therefore, the electrode potential was acquired at the electrode

connector, with a sampling rate of fS = 2 MHz. Since an additional shunt resistor would

add up to RS and thereby improve the stability of the control loop, the stimulation cur-

rent was not measured in this case, therefore only the digital input value scaled by the

current LSB is shown in Figure 4.28. The presented measurements show the reconfig-

urable current and voltage mode capabilities of the stimulator. In order to demonstrate

the robustness of the implemented control loop, two electrodes with a diameter of 88 µm

and 582 µm were used. Although the active area of the small electrode is more than

40 times smaller, still no ringing or overshoots can be observed in the measurements.

After settling, small variations around the desired stimulation value can be observed,

due to the toggling of the current LSB.
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(a) Current mode, Pt electrode: ∅= 88 µm. (b) Voltage mode, Pt electrode, ∅= 88 µm.

(c) [Current mode, Pt electrode, ∅= 582 µm. (d) Voltage mode, Pt electrode, ∅= 582 µm.

Figure 4.28: Measured electrode potentials for CVS/CCS on Pt electrodes in PBS.
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4.4 Area and power breakdown
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Figure 4.29: Layout of the HV current/voltage stimulator.
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Figure 4.30: Area share of the HV
stimulator.

Block Area [µm2]

CCS 148,960
Waveform gen. 36,500
Level shifting 24,680
Output stages 87,780
CVS 36,000
Var gain LS 21,300
LV + digital 14,700

Table 4.3: Absolute area
of the system blocks.

Figure 4.29 shows the layout of the combined voltage/current mode stimulator, the

area shares of the different system parts are listed and visualized below. It is obvious,

that the HV output stages are the main area consumers, as they require HV compliant

transistors with large W/L-ratio to drive the stimulation currents of up to 10.2 mA. This

shows again the benefit of the proposed, semi-digital feedback loop, as the complete

current stimulator is reused, which results in an area overhead of only 20 %.

In section 4.1 it was already mentioned, that the complete biasing of the stimulator can

be shut down, which results in a sleep mode where only negligible leakage currents are

present. The same holds for the CVS, as the biasing of the comparators preamp can be

shut down and the variable gain LS clock is gated. Although the power consumption will

in general be dominated by the stimulation current, Table 4.4 lists the quiescent currents

of the different system elements and their supply voltage in the standby mode during

an active stimulation. This means, that no stimulation current is currently driven, but

a stimulation is still active.
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Block
Supply
current

Supply
voltage

CCS

LV dual OTA 5.4 µA 3 V/0 V

Anodic dual OTA 5.4 µA 9 V/6 V

Cathodic dual OTA 4.3 µA -6 V/-9 V

Bias distribution 1.2 µA +9 V/-9 V

Anodic LS reference
Ishift = 2 µA 9 V/0 V

IOTA = 330 nA 9 V/6 V

Cathodic LS reference
Ishift = 2 µA 3 V/-9 V

IOTA = 330 nA -6 V/-9 V

CVS (@ fS = 1 MHz)

Var. gain LS 5 µA +9 V/-9 V

Comparator 1 µA 3 V/0 V

Digital filter < 100 nA 3 V/0 V

Table 4.4: Quiescent current I0 of the different stimulator blocks.

The standby currents listed in Table 4.4 sum up to a total power consumption of 67 µW

for one stimulation channel in current mode, if no stimulation current is applied but a

stimulation is active. As the LS reference is shared between all channels in a multichannel

design, it is excluded from the calculations. The biggest current consumers are the dual

differential OTAs, as they need to be able to drive the large HV transistors and determine

the settling speed of the stimulation currents. In voltage mode additional power is only

significantly dissipated by the variable gain LS. In this case, it is the fast switching of the

HV transmission gate, which is used to sample the electrode potential, that causes the

power consumption. Due to their HV compliance, even minimum sized devices result

in a significant gate area, which results together with the HV logic levels of ±9V in the

listed current consumption.

If the stimulator is put into sleep mode during recording periods, the bias current of

the three dual OTAs and of the CVS comparator is switched off, as well as the HV

bias distribution. Additionally, the clock of the variable gain LS and the digital filter

is gated. Only the two, shared LS references remain biased, in order to allow fast

switching between sleep mode and active stimulation mode, resulting in a sleep mode

power consumption of Psleep = 1.4 µW for each channel within a 32 channel stimulator.





Chapter 5

32 Channel Bidirectional Neural

Interface

In this chapter, the 32 channel, bidirectional neural interface is presented which was

developed during the thesis. This final chip offers 32 independent front-ends, where each

channel provides a LV, low noise, neural recorder with spectral LFP/AP selection and a

HV stimulator with reconfigurable voltage/current mode stimulation. Additionally two

multiplexed, Incremental Σ∆ (I-SD) ADCs were implemented to digitize the amplified,

neural signal and a digital stimulation control unit that provides the waveform data

during the stimulation process. In the first part of this chapter the front-end and the

overall floor plan will be shown. After that, the supporting on-chip analog circuitry is

explained, followed by the two ADCs and their digital interface. At the end of the chapter

the digital stimulation control unit is presented in detail, together with its programming

interface.

5.1 Neural front-end channels

Each channel of the 32 bidirectional, neural front-end channels is a combination of the

stimulator and recorder presented in chapter 3 and 4, together with a local digital control

unit (LCU), which provides the digital interface for stimulation control and recorder

setup. All on-chip digital logic works from a 1.8 V digital supply in order to reduce

the power consumption and allow the use of minimum sized standard cells, which are

only rated up to 1.8 V. Additionally a separate digital ground pad is implemented to

reduce switching noise within the analog parts. The interface between the 1.8 V LCU

and the 3 V analog parts is realized with standard cell LS provided by the technology,

79
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as illustrated in Figure 5.2. A detailed description of the LCU together with the digital

waveform synthesis will be given in section 5.2.
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Figure 5.1: Layout and prototype of a single front-end channel.
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Figure 5.2: Block diagram of the
neural front-end channel.

Block Area [µm2]

Stimulator 185,500

Recorder 184,000

HV-FE 50,500

LCU 42,000

Total 462,000

Table 5.1: Area of
the channel blocks.

In order to combine the LV recorder from chapter 3 and the HV stimulator from chapter

4, both parts are connected over the HV compliant protection interface [16]. The result-

ing connection can be accessed off-chip by one common bonding pad, which provides the

interface to the working electrode. Figure 5.1 shows the layout of a single analog front-

end channel and the chip photo of a prototype, manufactured in 180 nm HV-CMOS.

Each channel requires an area of 770 µm x 600 µm, of which an almost equal share of

40 % is occupied by the stimulator and by the recorder. Another 11 % are required for

the HV compliant recorder interface with the bonding pad and 9 % for the LCU. With

the almost square form shape of the channel, the floor plan shown in Figure 5.3(a) was

created for the SoC.

An improved area utilization could be achieved by flipping the channels 8-15 and 24-31

upside down, which can be seen by the slightly, vertically shifted bond pads indicated

in red in Figure 5.3(a). This allows double-row placement while still being able to easily

wire-bond all channel pads to the left and right hand side of the chip. This floor plan
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Figure 5.3: Multichannel, bidirectional neural interface.

results in an overall chip area of 4.65 mm x 5.3 mm, which allows the use of commercially

available 7 mm x 7 mm QFN-70 packages [107].

The remaining 20 IO pads that are required besides the working electrode pads are

split up in 10 pads on the top side and 10 pads on the bottom side of the chip. Their

functionality is listed in table 5.2, with ’Pin 0’ starting on the left side, as indicated

in Figure 5.3(a). Figure 5.3(b) shows, that almost 2/3 of the chip area are occupied by

the front-end channels and only 13 % overhead area is required, which is currently pad

limited and could potentially be improved by flip-chip bonding in a future version.
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Pin Pin name Description

IO Top

0 VDD 9
Positive HV supply (VDD,HV),
nominal: +9 V

1 VSS sub
Negative HV supply (VSS,sub),
nominal: -9 V; substrate potential

2 VDD 3
Analog LV supply
nominal: 3 V

3 adc clk
Clock for the ADCs and SC clock generation
nominal: fclk = 30 MHz

4 VSS 0
Analog LV ground
nominal: 0 V

5 adc data
Serial ADC data output
synchronous to ADC clk

6 adc csb
Chip select of the serial ADC data out
active low

7 1V5
Common mode reference voltage VCM

nominal: 1.5 V

8 vref p
Reference for recorder tuning and channel estimation
nominal: 500 mV

9 sync ch 0
Digital sync signal indicating ’ch. 0’ data output
active high

IO Bottom

0 VDD 1V8
Digital LV supply
nominal: 1.8 V

1 spi clk
Clock signal for the stimulation control
nominal: fclk = 8 MHz

2 VSS digi
Digital LV ground
nominal: 0 V

3 resetb
Global, digital reset signal
active low

4 chip id[0] Bit 0 of the 3 bit chip ID

5 chip id[1] Bit 1 of the 3 bit chip ID

6 chip id[2] Bit 2 of the 3 bit chip ID

7 data io
Serial data IO for stim. data and rec. set-up
synchronous to spi clk; bidirectional

8 spi csb
Chip select for the serial data IO
active low; requires ext. pull-up res. to VDD 1V8

9 ref el Reference electrode input

Table 5.2: IO pin description of the 32 channel SoC.
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5.2 Digital stimulation control
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Figure 5.4: Block diagram of the digital stimulation control.

The digital control was designed to allow the clustering of up to 7 chips, by assigning

a static 3-bit chip-ID to the neural interface chip and the dedicated 3’b000 address to

the control master, e.g. a micro controller. The main challenge that arises through this

possible large channel count is the trade off between the complexity of the control logic

and the flexibility in waveform generation. This forbids to store the complete waveform

of each stimulation channel amplitude value by amplitude value with sufficient time

resolution, as it would exceed the available area and power budget. Therefore, the

approach which was first presented in [73], is adapted. It splits up the digital control

into local and global functions.

The local functionality is provided by an individual Local Control Unit (LCU) at each

channel and shared, global functions are provided by one Global Control Unit (GCU).

The main functionality of the GCU is to provide the digital interface to an off-chip

programming unit, which provides the stimulation data (e.g. timing, waveform, ampli-

tude), to store the waveform information and to provide the stimulation timing. Each

LCU must store the local amplitude information, as these will differ from channel to

channel depending on the required stimulation location and provide the local channel

set-up. Figure 5.4 illustrates the combination of GCU/LCUs and shows the commu-

nication bus that provides set-up and timing data to the LCUs. Before the different

functional blocks are described in detail, first the stimulation process will be described

in general to facilitate the explanation.

The principle idea for the waveform generation is based on global timing assignment and

local amplitude control. Therefore, an initial stimulation amplitude is stored as a local

value in the LCU and locally modified during the stimulation process by commands that
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are globally timed and generated by the GCU. Figure 5.5 illustrates this stimulation

process, which will be described step-by-step in the following.
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Figure 5.5: Stimulation process with global timing and local amplitude control.

1. Store waveform

In the first step, the shape of the stimulation waveform is defined. Therefore, the

same set of n 4-bit stimulation commands is stored in the waveform memory of

each GCU in the cluster, together with a 7-bit timing value for each command.

This information must be provided by the master control device over the SPI bus.

A detailed description of the transmission protocol is provided in subsection 5.2.1.

2. Initialize LCUs

Before a stimulation can be started, each LCU which is supposed to stimulate,

needs to be initialized with a 5-bit initial amplitude, the initial stimulation polarity

(anodic/cathodic) and the desired stimulation type (current/voltage). All initial

data must again be provided over the serial interface, together with the desired

LCU address, which is composed of a 5-bit, hardwired, on-chip address and the

3-bit chip ID. After initialization, the according LCU is marked as initialized,

meaning it will listen to the command bus during stimulation.

3. Stimulation active

After storing the stimulation waveform and initializing the desired LCUs, a stim-

ulation can be started by sending the dedicated start stim command over the SPI

bus. This will transfer all GCUs into the stim active state, where they will exe-

cute the same stimulation commands in parallel. After activating the LCUs over

a dedicated on-chip command line, the stimulation control will read the first set

of command/timing data and start to decrement the read timing value. When the

timing value reaches zero, the according stimulation command is executed over the

control bus and the next command/timing set is read from the waveform memory.

This is done until the last, stored entry is reached, which terminates the stimula-

tion process and returns the GCU to the initial idle state.



Chapter 5 32 Channel Bidirectional Neural Interface 85

Since all GCUs get the same clock from the master control unit and the same

waveform information, a synchronous stimulation process is guaranteed.

5.2.1 Global control unit (GCU)

The main control logic of the GCU is located within the Data Distribution block, which

manages the complete on-chip data flow. Bidirectional off-chip communication is pro-

vided over a Serial Peripheral Interface (SPI) interface, as serial data transmission min-

imizes the number of required pads.

Serial peripheral interface (SPI)

In the current implementation the communication between the chips in the cluster and

the master control unit is realized with a SPI bus. It was designed for a nominal SPI

clock speed of fSPI = 8 MHz, which must be provided by the master control unit. Each

member of the bus has a synchronized address counter and is only allowed to start a

transmission if the address counter is equal to its assigned 3-bit chip ID and no other bus

member is currently speaking. The address counter is synchronized after the power-up

over the global reset signal, which must be provided by the master control unit. All

address counters are synchronized between the members of the SPI bus, by setting them

to 0 after startup by the global reset signal and synchronously counting up on every

rising clock edge of the common spi clk.

spi_csb ...
spi_clk ...

tx_data ...
data_rdy ...

chip_id 2 ... 2

Master Tx
(ID = 0)

addr_cnt 7 1 2 ... 0 1 2 30

Bus blocked
Chip Tx
(ID = 2)

On-Chip (ID = 2)

SPI bus

Figure 5.6: Exemplary SPI bus management based on chip id.

Figure 5.6 shows the internal signals of a neural interface, which has the statically

assigned ID chip id = 2, to illustrate the prioritization of transmissions. Indicated by

the first, dotted red line a transmission from the master control unit to one member of

SPI bus is started, by pulling the chip select bit spi csb low. The master control has its ID
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set to 0 which means it can start a transmission if the address counter addr cnt = 0 and

the chip select bit spi csb is high, meaning no other transmission is currently happening

over the bus. Therefore, the intended transmission is started at the falling edge of the

SPI clock.

The second red line indicates the situation, that data is ready to be transmitted from

on-chip to the master controller, but the bus is still blocked by a transmission. Since

the internal address count equals the chip ID and the data rdy flag is set high, the SPI

controller would initialize a transmission if the bus is available. However, since the chip

select bit spi csb is already pulled low by the master controller, the new transmission

is currently blocked. Therefore, transmissions from chips with a lower chip ID have a

higher priority and the master controller has the highest priority. The third red line

indicates the instance where the postponed transmission from chip 2 is started, as the

address count value is 2 and the SPI bus is unoccupied.

spi_clk ...
spi_csb ...

MSB b14 b13 b01 LSBb02spi_data ...
Figure 5.7: Timing of the SPI data transmission.

The actual transmission process is shown in detail in Figure 5.7. A transmission is

started when the Chip Select Bit (CSB) goes low, after which one SPI word with the

MSB first is received, consisting of 16 consecutive bits, read in on the rising clock edge.

In order to ease off-chip timing, new data is applied and the CSB state is changed on the

falling edge of the SPI clock. The CSB line itself requires an external pull-up resistor

to 1.8 V, since it is only actively pulled low by the currently transmitting chip. If no

transmission is active, all CSB IOs of the bus members are high-ohmic, thus requiring

the external pull-up. If a full word was successfully received, a dedicated data rdy control

line signals the Data Distribution Unit (DDU) that new data is available and the data

is forwarded via a 16 bit parallel bus.

Data Distribution Unit (DDU)

The DDU contains the main part of the global control logic and manages the whole

on-chip data flow. Figure 5.8 shows all connections of the DDU sorted by the adjoining

logical blocks.

On the top left, the chip id, spi clk and resetb are shown, which must be provided by the

external master control unit. Below that, the previously explained bidirectional SPI is
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Figure 5.8: Data IOs of the Data Distribution Unit (DDU).

shown, which manages the external data IO. It is connected over the 16 bit wide data in

bus to the DDU, that provides the received, parallelized input data and the 16 bit wide

data out bus that provides return code data. The SPI was implemented in a standalone

block to allow an easy replacement in a future version, where an arbitrary on-/off-chip

wireless data receiver with clock recovery could be used.

1 0
HEADER

Package
Type - 4b

Dummy 
- 3b

# Data-Packages
- 7b

(a) Header control word.

0 1
FOOTER

Package
Type - 4b

Dummy 
- 10b

(b) Footer control word.

Figure 5.9: Structure of the 16 bit SPI control words.

In general, the 16 bit SPI words can be divided into two subcategories, control words

that are illustrated in Figure 5.9 and data words. Control words start the transmission

to the DDU via the dedicated header bits, indicate the DDU what type of data will

be sent over the 4 bit package type and how many packages will be sent over the 7 bit

package count and close the transmission over the dedicated footer bits. The indicated

number of packages is sent between a header- and a footer-control-word via data words.

The structure and number of data words depend on the type of data that is transmitted

to the DDU, each possible type is illustrated and explained in section 5.2.2.
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Figure 5.10: Finite State Machine (FSM) of the DDU.

Figure 5.10 shows the Finite State Machine (FSM), which is used to process the data

reception within the DDU. Starting in the Idle state, the DDU expects one of the 5

header control words, followed by the indicated number of data words. To keep track

over the amount of received data, the RX cnt register is set to the initially indicated

number of packages and decremented after each received data word until it reaches

0. In order to detect possible package loss or faulty programmed transmissions, each

transmission sequence must be closed after the last data package by the according footer

command word, otherwise the DDU will discard the received data and enter the ERROR

state which is described in detail in section 5.2.4.

5.2.2 Data Package Types

In the following section, each data package type will be shown and explained in detail.

As previously described, each transmission consists of a header package, a footer package

and depending on the information type a variable amount of data word packages.

Package type: TIMING - Receive global timing data

The transmission of global timing data that defines the stimulation waveform, is

initialized by sending the timing header word illustrated in Figure 5.11(a). It

consists of the 4 bit timing command, a 3 bit timing LSB which sets the internal

clock divider described in section 5.2.3 and the 7 bit long number of timing data

words. After receiving the timing header word, the DDU receives the indicated

amount of stimulation command/timing data sets which are required for waveform



Chapter 5 32 Channel Bidirectional Neural Interface 89

1 0 TIMING
-4b

# Timing-Packages
- 7b

Timing LSB 
- 3b

(a) Timing header word.

STIM_CMD
-4b

STIM_TIMING
-7b

DUMMY
-5b

MSB LSB

(b) Timing data word.

0 1 TIMING
-4b

Dummy Bits
- 10b

(c) Timing footer word.

Figure 5.11: Bit level structure of a global timing transmission.

synthesis. Each set is consecutively stored in the waveform memory, where the first

command receive will be the first command executed during waveform synthesis.

Figure 5.11(b) shows the corresponding data word, which contains the timing

value in the 7 LSBs, followed by the 4 bit stimulation command. Since each

command/timing pair requires only 11 bit, the 5 MSBs have to be filled up with

dummy bits to form a valid SPI word.

The transmission process must be closed by the timing footer word, shown in

Figure 5.11. It consists of the two dedicated footer MSBs, followed by the same 4

bit TIMING CMD command used in the header word.

Package type: AMPL - Receive local setup data

1 0 AMPL
-4b

# Amplitude-Packages
- 7b

DUMMY
-3b

(a) Amplitude header word.

LCU ID
-5b

MSB LSB
Chip ID

-3b
AAF
-1b

LFP
-2b1 AP

-2b
CM
-2b

Gain Setting
Setup
Bit

(b) Setup data for the channel gain.

LCU ID
-5b

MSB LSB
Chip ID

-3b
Pol.
-1b

V/C
-1b

Init. Ampl.
-5b0

Setup
Bit Amplitude Setting

(c) Setup data for the initial stimulation amplitude.

0 1 AMPL
-4b

Dummy 
- 10b

(d) Amplitude footer word.

Figure 5.12: Bit level structure of LCU setup data transmission.



90 Chapter 5 32 Channel Bidirectional Neural Interface

The transmission of local setup data for the LCUs is similar to the described global

timing data transmission. Figure 5.12(a) and Figure 5.12(d) show the correspond-

ing header and footer words that initialize and close the transmission process. The

header consists of the two dedicated header MSBs, followed by the TIMING com-

mand, 3 unused dummy bits and the amount of amplitude packages within the

transmission coded in the 7 LSBs. The footer structure is equivalent to the one

used in the transmission of global timing data.

Since local data can contain the setup of the recorder channel as well as initial

stimulation amplitude and polarity, the data packages are further divided by a

dedicated setup bit. Figure 5.12 shows the two possible types of amplitude data

words. Depending on this bit, the following 7 bits are either stored in the gain

setup register or the initial amplitude register for the next stimulation within the

LCU.

Each received amplitude word is checked within the DDU if the sent chip ID

matches the externally assigned chip ID. If this is the case, the 5 bit LCU ID is

applied to the address bus and the remaining 8 bits are transmitted over the data

bus, as pictured in Figure 5.8. This avoids unnecessary on-chip data transmission,

in case the data is addressed to a different chip within the cluster, in order to

reduce dynamic power consumption.

Package type: GLOBAL - Receive global set-up data

1 0 GLOBAL
-4b

Dummy Bits
- 10b

(a) Global setup header word.

GLOBAL_SETUP
-12b

DUMMY
-4b

MSB LSB

b11 b0

(b) Global setup data word.

0 1 GLOBAL
-4b

Dummy Bits
- 10b

(c) Global setup footer word.

Figure 5.13: Bit level structure of a global setup transmission.

In this state, the DDU receives one global setup data word, which overwrites the

previous global setup. Figure 5.13(a) and Figure 5.13(c) show the corresponding

header and footer word. Since the 12 bit global setup must always consist of

exactly one SPI word, no package number is needed within the header, as it was

required for the two preceding transmission types.
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Name Description Setup Bit
Default
Value

Low Gain
Mode

LNA low gain mode for impedance es-
timation, as described in section 3.4.

b11 0

LNA Tune
Off

Switches pseudo resistor tuning of the
LNA, as described in section 3.3.

b10 1

Tune DAC
Value

Input value of the serial DAC used for
pseudo resistor tuning in the LNA.

b9 - b6 4’b0000

fHP

AP-band
High-pass cutoff frequency of the AP
channel biquad filter (c.f. section 3.1).

b5 - b4 2’b00

fLP
LFP-band

Low-pass cutoff frequency of the LFP
channel biquad filter (c.f. section 3.1).

b3 - b2 2’b00

Record
AP-band

AP band select in the summing S/H. b1 1

Record
LFP-band

LFP band select in the summing S/H. b0 1

Table 5.3: Global channel setup configuration.

Table 5.3 lists the 12 setup bits and describes their functionality. As long as no

global setup data was received by the DDU, the listed default values are applied

after a reset. Each new received set of global setup data overwrites the previously

stored setup.

Package type: START STIM - Start stimulation process

1 0 START_STIM
-4b

Dummy Bits
- 10b

(a) Start stimulation header word.

0 1 START_STIM
-4b

Dummy Bits
- 10b

(b) Start stimulation footer word.

Figure 5.14: Bit level structure of the stimulation start command.

The START STIM command does not accept any data word inputs, but requires

as the next input the corresponding START STIM footer package. If both, header

and footer package are received in the correct order, the stimulation process is

started with the previously stored timing at each electrode which as initialized

with amplitude data. This was implemented to avoid an accidental triggering of

the stimulation process, therefore any other input will result in the error state. If
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a stimulation is already running and another START STIM command is received,

the DDU changes into the error state as well.

Package type: RST LCU - Reset all LCUs

1 0 RST_LCU
-4b

Dummy Bits
- 10b

(a) LCU reset header word.

0 1 RST_LCU
-4b

Dummy Bits
- 10b

(b) LCU reset footer word.

Figure 5.15: Bit level structure of the LCU reset command.

Similar to the START STIM command, this state does not accept any data word

inputs, but requires as the next input the corresponding RST LCU footer package.

If both packages are received in the correct order, the stored amplitude data in all

LCUs is reset to their default state. In standard operation, LCUs are not reset

after a stimulation process, in order to allow the same stimulation pattern several

times, without retransmission of the amplitude values after each stimulation. This

will be explained in detail in section 5.2.3.

The described transmission protocol was designed to provide the minimum data overhead

for transmission of amplitude data. Since the waveform is usually kept constant within

an experiment or once it has been adapted to the need of the patient, it has only a small

share on the stimulation data required during operation. However, amplitude data has

to be constantly updated, depending on the desired stimulation site and intensity, which

makes it the largest part of all transmitted packages.
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5.2.3 Waveform synthesis

Idle START_STIM read
w.-mem

exec.
stim_cmd

timer--

timer!=0

clk_div++

clk_div!=t_lsb

mem_cnt--

mem_cnt==0

timer==0

clk_div==t_lsb

mem_cnt>0

Figure 5.16: FSM of the stimulation waveform synthesis.

Once a stimulation has been successfully initialized and triggered by the according com-

mand, the stimulation control manages the waveform synthesis. At the beginning of

each stimulation event, the HV protection switches at all electrodes that are involved in

the stimulation process are automatically opened to protect the recorder from damage.

After that, the stimulation control sequentially reads out the stored stimulation com-

mands and timing values from the waveform memory and processes them as illustrated

in the FSM in Figure 5.16.

After the timer value for a command has been read from the waveform memory, it

is decremented to zero with an adjustable timing LSB that is realized with the 3 bit

internal counter clk div. As previously described, the value for this divider is set in the

timing header package (c.f. Figure 5.11(a)) whenever new timing data is transmitted

to the DDU. This allows to program a minimum time step ranging from 125 ns to 1 µs.

When the timer reaches 0, the stimulation command is transfered to the DDU, which

forwards and executes it over the on-chip bus at all LCUs simultaneously. Table 5.4 lists

all available stimulation commands for amplitude manipulation, which can be realized

with a simple shift and count working register in the local units. This results in an area

and power efficient implementation, while still providing high flexibility in the waveform

design.

Each stimulation process must be closed with the command c END STIM, which auto-

matically reconnects the recorder over the HV switches, returns the stimulator to the

power saving sleep mode and restores the state of the LCU before the stimulation pro-

cess. This means, that initialized LCUs are not reset after one stimulation process, but

the same stimulation pattern can be triggered again by sending another stimulation start

command over the SPI bus. However, if this immediate re-initialization of the LCU am-

plitude values is not desired, an additional c RST LCU command can be added before
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the c END STIM command, which causes the LCUs to return to the non-initialized

state after the stimulation.

Stimulation
command

Binary
value

Description

c STIM OFF 0000 Turn the stimulation current/voltage off

c STIM ON 0001 Turn the stimulation current/voltage on

c LSB UP 0010 Increase the stimulation current/voltage by 1 LSB

c LSB DOWN 0011 Decrease the stimulation current/voltage by 1 LSB

c DOUBLE 0100 Double the stimulation amplitude.

c HALF 0101 Half the stimulation amplitude.

c INV POL 0110 Invert the polarity of the stimulation current/voltage.

c INIT DAC 0111 Load the initially stored stimulation amplitude.

c DISCH 1000 Toggle the passive discharge switch.

c RST LNA 1001 Toggle the reset switch in the LNA/AAF feedback.

c IDLE 1010 Return to the initial idle state (recording state).

c RST LCU 1010 Reset the LCU to the non-initialized state.

c I PULSE 1100 Toggle the LSB current pulse for channel estimation.

c I PULSE 1101 Toggle the voltage pulse for channel estimation.

c END STIM 1110 End of stimulation command.

c REC 1111 Toggle the HV recording switch.

Table 5.4: Stimulation commands for waveform synthesis.

Since the recorder is automatically disconnected at stimulating electrodes during a stim-

ulation event, the additional command c REC has been added to the command set.

This allows the user to manually toggle the state of the HV recording switch during a

stimulation event. However, this command should be used very carefully, since a wrong

switching of the protection switches can damage the recorder, by exceeding its safe input

voltage range.
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Figure 5.17: Default stimulation waveform.
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In order to allow direct stimulation after a startup, the default stimulation waveform

shown in Figure 5.17 has been implemented. It is by default loaded into the waveform

memory after each startup and cannot be changed.

5.2.4 Global Error Handling

ERROR Last
State?

RST
TIME

RST
LCU

RST
GLBL

==Ampl

==Time

==Glbl

TX
Error Idle

Figure 5.18: Global error handling in the DDU.

If the DDU receives an unexpected package, it enters the ERROR state. This can either

happen if a transmission is started without a header package, the wrong amount of data

packages is sent between a header and a footer package, e.g. caused by package loss, or if

new timing data is send during an active stimulation. Figure 5.18 shows the implemented

FSM for error handling. Depending on the previous state, in which the DDU has been

when the error occurred, all data which has been received in the ongoing transmission

process is discarded to avoid error propagation. Thereafter, the error message shown

in Figure 5.19 is generated from the previous transmission state and sent back over the

SPI bus.

RX_CMD
-4b

STIM
-1b

MSB LSB
DDU_STATE

-3b
DUMMY

-1b
DDU_STATE

-3b
4'b1010

-4b

Figure 5.19: Generated error message.

Each error word is headed by the 4 bit sequence 4’b1010, after which the state of the

DDU is transmitted from which the error state was reached. The following STIM bit

indicates, if a stimulation was active while the package that caused the error was received,

followed by the received 4 bit stimulation command. The error package is closed by a

dummy bit and the repetition of the 3 bit state of the DDU. This error message alleviates

debugging, since the external user receives the complete DDU state in which the error

was caused. Thereby, it can be seen, whether package loss occurred, a header/footer

package was missing, or the transmission conflicted with an ongoing stimulation event.
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5.2.5 Local Control Unit (LCU)
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Figure 5.20: Block diagram of the Local Control Unit (LCU).

Figure 5.20 shows the block diagram of the LCU, which controls the local amplitude

value of the stimulator and the gain set-up of the recorder channel. The main control

logic is located within the LCU ctrl block, which controls the internal data flow.

If no stimulation is active, the stim active control line is pulled low by the GCU. When

a new command arrives in this state over the 8 bit data bus, the LCU ctrl checks if the

5 bit data bus is equal to its hardwired address. If this is the case, the data is either

stored in the 7 bit gain register, defining the record channel gain, or as initial stimulation

amplitude data, based on the control bit, as described in the structure of the amplitude

data package. All values in the gain register are static and can only be changed by

transmitting new configuration data, if no stimulation is currently active.

Idle RX_data
addr?

false true

ampl?store
gain false true

store
ampl init

state
==
init?

false

true

RX_data

stim_active
  true

stim
exec.
cmd

RX_cmd

END_STIM

reload
init

RST_LCU other

StimulationSetup

Figure 5.21: FSM of the Local Control Unit (LCU).

After the LCU received a set of initial amplitude data (5 bit amplitude, 1 bit polarity, 1

bit voltage/current stim), it changes its state to the initialized state init, meaning it will

listen to stimulation commands if an active stimulation is indicated by the stim active

signal. When a stimulation starts, the amplitude data is loaded from the init register into

a working register, which has the advantage that the initial value can always be restored
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during stimulation. The work register can invert the polarity bit and provides a shift-

and-count register for the amplitude value, which allows the hardware efficient execution

of the commands listed in Table 5.4. During stimulation the stimulation commands are

received and executed by all initialized LCUs simultaneously. The command distribution

takes place over the data bus, while the address bus is deactivated, since no addressing

is performed during stimulation. Figure 5.21 shows the FSM of the LCU, where the left

part illustrates the setup mode, meaning stim active is low and the right part the active

stimulation mode.

After a stimulation event, the LCU reloads the stored, initial data and returns to the

init state. This has the advantage, that consecutive stimulations can be run without

the need for re-initialization before every stimulation event as described at the end of

section 5.2.3. This reduces the data overhead during experiments, that require the same

stimulation waveforms at the same electrodes several times, which is e.g. the case, if an

external trigger is used to start a constant stimulation.

As previously described, an automatic reset of the stimulation sites after a stimulation

is triggered if the waveform is terminated by the c RST LCU command. This command

returns all previously active LCUs into the uninitialized idle state. If said command is

included in the timing information, each stimulation requires a new amplitude value at

each desired electrode.

LCU LS
600µm

70µm

Figure 5.22: Layout of the Local Control Unit (LCU).

The LCU was synthesized using the 1.8 V standard cells provided by the X-FAB xh018

technology. In order to interface the 3 V analog circuitry, standard LS cells from the

technology library were used, resulting in the layout shown in 5.22. The total LCU,

including level shifting, requires an area of 600 x 70 µm2. The stretched layout is a result

of the channel height of 600 µm, which results in an ideal area utilization of the mixed

signal channel, as previously shown.

5.3 On-Chip Analog to Digital Converters (ADCs)

In order to digitize the acquired signals from all 32 channels, two incremental Σ∆-ADCs

were implemented on-chip. The incremental architecture was chosen, as it allows to

share one ADC between many channels by multiplexing, since it provides true sample-

to-sample conversion at Nyquist rate. Additionally, a high resolution of 14 bit or more
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can be achieved, since this type of converter benefits from noise shaping and a trade-off

between resolution and Oversampling Ratio (OSR) is possible. The implemented ADC

was first presented in [108] were a sampling frequency of fS = 30 MHz was used with an

OSR of 150, resulting in a Nyquist rate of fN = 200 kS/s. With these parameters an

effective resolution of 15 bit and a power consumption of only 1.1 mW was achieved.

In order to digitize all 32 channels with 2 ADCs at the required sampling rate of

20 kS/s/ch, each ADC needs to provide a sampling rate of 320 kS/s. Therefore, the

OSR in the aforementioned ADC was reduced from 150 to 90, which results in an ideal,

effective resolution of 14 bits and a maximum Nyquist rate of fN = 333kS/s, which meets

the required specifications while leaving the power consumption unchanged. Using two

of these modified ADCs the SoC is split up in the middle, where the 16 channels of the

left half (channel 0-15) are digitized by ADC 1 and the 16 channels in the right half

(channel 16-31) are digitized by ADC 2.
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Figure 5.23: Multiplexed, 16 channel sample-and-hold for the on-chip ADC.

Figure 5.23 shows one of the two fully differential input Sample-and-Hold amplifiers with

its corresponding ADC. The 16 channel multiplexer is realized within the S/H, with one

pair of input switches for each of the 16 channels. During each sampling period, only

one channel is connected to charge up one of the two sampling capacitor pairs CS1/2 or

CS3/4. The shown ”ping pong” implementation allows to constantly operate the ADC,

with no idle time between the end of one conversion cycle and the beginning of the next

cycle. At the same time, the speed requirements on the previous stage are alleviated,

since it has one full conversion cycle, during which it has to charge the corresponding

sampling capacitors. The flip-around S/H architecture additionally improves the initial

settling, since only parasitic capacitors have to be charged by the OTA when changing

from the sample to the hold state, since the sampling capacitors are already pre-charged
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during the sample phase. All control signals are generated from the 30 MHz ADC clock

clkISD and are shown in Figure 5.23(b).

After each conversion, the sampling capacitors are discharged by turning rst1 high, 5

clock cycles before the end of the conversion. During this reset, the ADCs input signal

is pulled to 0, with the control signal rst2, introducing a recuperation phase to the

I∆Σ-ADC, as it was proposed in [109]. This slightly improves the performance of the

modulator and at the same time alleviates the timing in the S/H. At the end of the

conversion, the integrators of the I∆Σ-ADC are reset with the rstISD signal and the

acquired value is streamed out over the serial interface, as indicated in the bottom part

of Figure 5.23(b). After the transmission of 16 bits from the first ADC, CSBADC goes

high for one clock cycle, before the 16 bits of the second ADC are transmitted.

All switches could be realized as transmission gates with sufficient linearity, except

for switches SBT1/2, which required the use of bootstrapped switches. Each sampling

capacitor CS1-4 has a size of 200 fF, to meet the required noise specification for a 14 bit

resolution. The OTA is realized as a folded cascode wit SC CMFB, since the ADC

requires a maximum peak-to-peak differential input voltage of Vpp,max =±2 V. It has

a total current consumption 57.6 µA and achieves an open-loop gain of A0 = 74 dB,

a gain-bandwidth of GBW = 200 MHz and a phase margin of 75°, when loaded with

the sampling capacitors of the ADCs first integrator Cint1/2 = 40 fF and the parasitic

capacitance of the bootstrapped switches SBT1-4. This high speed is required, since the

OTA must charge the input capacitor of the ADCs first integrator with the full ADC

accuracy within TS
2 = 1

2·30 MHz = 16 ns, as indicated in the ADC drawing in Figure 5.23.
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Figure 5.24: Simulated performance of the ADC, including the multiplexed S/H.

Figure 5.24 shows the simulated performance of the ADC, which is driven by the pre-

sented S/H amplifier. When simulated with transient noise, a Signal-to-Noise-and-

Distortion-Ratio (SNDR) of 75.4 dB is achieved with a 4 Vpp peak-to-peak input signal,

which is limited by the thermal noise of the driving stage. This results in an input
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referred noise of less than 0.1 µVrms for both LFP and AP channel, if the maximum gain

is selected (ALFP = 57 dB, fLFP = 0.2 Hz - 200 Hz; AAP = 69 dB, fAP = 200 Hz - 10 kHz).

The complete recording channel has an input referred noise of 2.9 µVrms in the LFP

channel and 3.3 µVrms in the AP channel for the same bandwidth and gain selection as

stated above. Therefore, the input referred noise contribution of the designed ADC is

negligible. The maximum achievable linearity of the recording channel was measured to

be slightly above 60 dB in untuned mode (c.f. section 3.3) for a 4 mVpp input signal,

dominated by the pseudo resistor in the LNA feedback. For the ADC, a Total Harmonic

Distortion (THD) of 89.6 dB was calculated from the noiseless simulation shown in Figure

5.24(b) for an input signal at the ADC of 4 Vpp. This clearly shows, that the linearity

of the overall recording chain will be limited by the neural recorder and the overall

performance will not be deteriorated by the ADC performance.

Since the overall performance is set by the preceding stages, no further power is spent in

the ADC and its driver, since any improvement in noise and linearity would not improve

the system performance, but only increase power and area consumption. Figure 5.25

and table 5.5 list the overall power consumption of the ADC, as well as its different

building blocks.

1. Integrator
42%

S/H MUX
30%

3. Integrator
14%

2. Integrator
14%

Figure 5.25: ADC and S/H power
share.

Block Power

ADC 329 µW
1st integrator 173 µW
2nd integrator 78 µW
3rd integrator 78 µW
S/H-MUX 173 µW

Table 5.5: ADC and S/H
power consumption.

The total power consumption of one ADC including the multiplexing S/H driver sum up

to 570 µW. As shown in Figure 5.25, the largest power consumer is the first integrator of

the ADC, followed by the driving circuit. This is reasonable, as in contrast to the second

and third integrator, the aforementioned circuits do not profit from noise shaping, which

results in the highest noise and speed requirements.
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5.4 Supporting analog circuitry

5.4.1 Linear regulators

Two Low Dropout Regulators (LDOs) have been implemented on-chip to generate the

±6 V voltages for the floating HV domains. Figure 5.26 shows the schematic level

implementation, where matching poly resistors have been used in the feedback, to adjust

the desired output voltage.
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Figure 5.26: LDOs for the ±6 V supply levels.

Both LDOs have a HV quiescent current of 9 µA under no load condition, which is set

by the resistors RL1/2 = 330 kΩ and require a stabilization capacitor of CL1 = 130 pF and

CL2 = 260 pF respectively. The minimum resistor is required to keep the HV devices bi-

ased without load, by providing a minimum current of 1.2 µA through the pass devices,

since the output current is heavily dependent on the number of active channels and

whether the SoC is in recording or stimulation mode. The +6 V LDO can sink a maxi-

mum current of 200 µA, which is sufficient to operate all stimulator channels at the same

time. Since the -6 V supply is required for all full scale LS, it can supply a maximum

current of 400 µA, in order to provide enough headroom for dynamic switching currents.

Both error amplifiers are implemented as single stage OTAs with current mirror load

and have a combined current consumption of 25 µA from the VDD,LV supply, which can

be reduced to 16 µA by shutting down the +6 V supply.

In order to save power, the +6 V LDO offers a sleep mode, where the biasing current of

the error amplifier is shut down, the gate of the pass device is tied to ground and the

HV switch in the feedback loop is opened. Thereby its power consumption is reduced to

negligible leakage currents and the +6 V supply is pulled to VDD,HV over RL1. This state

is used to safe power during recording periods, since the +6 V supply is only required for

stimulation. However, the -6 V is not implemented with a shut-down, since this voltage is

required for a safe operation of the full scale LS, which was described in subsection 4.1.2.
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These LSs are required to generate the switching signals for the HV blanking switches

and must therefore be working in recording mode as well.

CL2

CL1

LS Error Amps + HV MOS

480 µm

360 µm

Figure 5.27: Layout of the two LDOs.

Figure 5.27 shows the layout of the two LDOs, including the LS required to generate

the HV control signal 6VON,HV , which has an overall size of 480 µm x 360 µm. It can be

clearly seen, that the size is dominated by the big output capacitors CL1/2, which have

been implemented as MOS capacitors to achieve maximum capacitance per area.

5.4.2 Reference circuits

Reference voltage generator

In order to operate the regulated, triode current mirrors in the stimulator output stage

(c.f. section 4.1), reference voltages of Vref1 = VDD,LV - 300 mV, Vref2 = VDD,HV - 200 mV

and Vref3 = VSS,sub + 300 mV need to be generated. However, the dropout of 200/300 mV

is too low, to use a simple MOS diode which is driven by a current source, since the

used transistors have a threshold voltage of more than 600 mV. Therefore, the circuit

shown in Figure 5.28 was implemented.

As both implementations work in the same way, only the voltages of the left circuit will

be calculated. Additionally, it is assumed, that all transistors have approximately the

same threshold voltage Vth and that (W/L)1 ≤ (W/L)2. Applying Kirchhoff’s loop law

leads to the following relation:

Vout =VSS + (VGS1 − VGS2)

⇒ Vout =VSS + (VOD1 + Vth − (VOD2 + Vth))
(5.1)
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VGS1

VGS2

VDD,LV

VSS,sub

Vout

M1

M2

RESD

Iref

MHV1

(a)

Vout

M1

M2

VDD,HV

VDD,LV

VDD,LV

RESD

MHV2Iref

(b)

Figure 5.28: Reference voltage generation for the regulated, triode current mirror.

Therefore, the limiting threshold voltage cancels out in this implementation and VOut

can be set to the desired value over the different sizing of the two transistors.

Reference current generator

The standard gm-reference circuit, shown in Figure 5.29, is used to generate the biasing

current for the whole chip. Since the implant will be operated in a temperature stable

environment, no ambient temperature compensation was used for the sake of simplicity.

...

VDD,LVStartup Output C.M.

Iref

VDD,LV
4W1
L1

W1
L1

Figure 5.29: Beta multiplier for reference current generation.

The gm-reference generates a nominal reference current Iref = 15 µA, which is mirrored

with a 3:1 ratio in the output current mirror. The resulting 5 µA reference currents

are further distributed to 5 reference current mirrors, which generate the required 1 µA,

switchable reference currents for the single channels.
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5.5 Summary

In this chapter, the final, fully integrated, bidirectional neuromodulator was presented.

It includes 32 front-end channels, which provide recording with a gain of up to 57 dB

in the LFP band and 69 dB in the AP band with an integrated noise of 2.9 µVrms

(0.5 Hz - 200 Hz) and 3.3 µVrms (200 Hz - 7.5 kHz) respectively. Each channel features an

independent, biphasic HV stimulator, which can be reconfigured between current and

voltage mode stimulation. By using a ± 9 V stimulation supply, a maximum stimulation

voltage of ± 8 V can be generated, while the current stimulator features a maximum

output current of ± 10.2 mA. In order to provide almost arbitrary stimulation waveforms,

a dedicated, on-chip control logic provides programmable, digital waveform synthesis.

Two multiplexed, incremental ∆Σ-ADCs were implemented to digitize the acquired

neural signals from all 32 channels with a sampling rate of 20
kS/s
ch . The ADC together

with the multiplexing driver S/H was simulated with a THD of 90 dB and a SNDR of

75 dB, resulting in an effective resolution of more than 12.1 bit.

Table 5.6 compares the implemented SoC to the SoA. Except for the ADC, all listed

values are measured values from the implemented, low-channel count prototypes.
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JSSC ’11
[81]

ISSCC ’16
[21]

VLSI ’17
[44]

JSSC ’14
[82]

ESSCIRC ’14
[55]

TBioCAS ’16
[83]

This work

No. Ch.
(Rec/Stim)

8/8 16/160† 64/4 4/2+8 32/1 4/4 32/32

Area/ch. 0.51 mm2 - - 0.18 mm2†† 0.33 mm2 0.12 mm2 0.46 mm2

Tech. 0.35 µm 0.18 µm 0.18 µm 0.18µm 0.18µm 0.18 µm 0.18 µm

Stimulator

On-Chip
/Ext.

On-Chip On-Chip On-Chip On-Chip Ext. On-Chip On-Chip

Supply
[ V ]

5.05 ±(6...12) 12 5 18 5 ±9 V

Stim.
mode

CCS CCS CCS CCS CCS/CVS CCS CCS/CVS

IStim,MAX 94.5 µA 0.5 mA 5.04 mA
116 µA/
4.2 mA

15 mA 0.25 mA 10.2 mA

VStim,MAX - - - - 18 V - ±8 V

Stim.
wvfrm.

Square Square Arbitrary Arbitrary Arbitrary Arbitrary Arbitrary

Wvfrm.
gen.

On-Chip On-Chip On-Chip On-Chip
Ext.

analog
On-Chip On-Chip

Recorder

Power
[ µW/ch ]

19.9 5.4 8 245 2 · 48 5.5 11.8 + 40

LNA +
HP

LNA +
LP

LNA +
ADC

LNA +
ADC

Ch. +
Driver

bioADC
LNA +
SC-filter

Input noise
[ µVrms ]

3.12 7.68 1.6 6.3 4.67 1.0
2.9/3.2

LFP/AP

BW
1.1 Hz -
12 kHz

5 Hz -
7 kHz

<1 Hz -
500 Hz

0.6 Hz -
6 kHz

0.2 Hz -
7.5 kHz

0.25 Hz -
250 Hz

0.2 Hz -
7.5 kHz

NEF
2.68 6.2 7.8 3.76 3.19 4.67 3.19

LNA+HP LNA+ADC LNA∗ ADC LNA∗

ADC On-Chip On-Chip On-Chip On-Chip Ext. On-Chip On-Chip

ENoB 9.2 bit 8.5 bit 12 bit∗∗ 8 bit 12 bit 9.4 bit 12.1 bit

fS/Ch. 35.7 kS/s nA 1 kS/s 25 kS/s 20 kS/s 0.5 kS/s 20 kS/s

† : 40 current drivers with 1:4 Demux †† : Stim. output stage
∗ : AP band only ∗∗ : Estimated from spectrum

Table 5.6: Performance compared to the state of the art
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Conclusion and outlook

6.1 Conclusion

In this work, a fully integrated, bidirectional neural interface SoC has been developed and

is manufactured, with an overall die size of 4.65 mm x 5.3 mm. It features 32 independent,

AC coupled recording channels, which achieve a SoA noise efficiency factor and feature a

digitally adjustable gain and recording bandwidth for maximum flexibility. Two on-chip

I∆Σ-ADCs were implemented, which digitize the acquired signals with a sampling rate

of 20kS/s
channel , achieving a SNDR of 75.4 dB and a linearity of 89.6 dB. A HV compliant

interface circuit allows the on-chip combination of each recording channel with a novel

HV stimulator that provides an independent, arbitrary stimulation waveform at each

recording channel with outstandingly low area and power consumption in voltage or

current mode.

The development of the recording channel was based on the work presented in [12] and

is an improved version with extended functionality. By careful redesign, 1/f noise could

be reduced in the LFP band, without sacrificing additional power. This led to an overall

power consumption of 52 µW per channel, including the spectral separation filters and

an input referred noise of 2.9 µVrms in the LFP band (0.2 Hz - 200 Hz) and 3.2 µVrms in

the AP band (0.2 kHz - 7.5 kHz).

Since the used pseudo-resistor based architecture comes with a relatively large uncer-

tainty in the location of the high-pass cut-off frequency, an on-chip tuning mechanism

was implemented. It uses a SC charge redistribution DAC, which allows to digitally ad-

just the gate-source voltage VGS of the pseudo-resistor and thereby change its absolute

value. This architecture comes with three major advantages: First, the tuning requires

an additional power consumption of only 4.9 µW for the tuning of 4 pseudo resistors,

107
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including the analog to digital conversion. Second, the linear adjustment of VGS results

in an exponential tuning characteristic, which provides small tuning steps for low cut-

off frequencies together with a large tuning range from 200 mHz to 4 kHz. Third, the

SC implementation allows to almost completely shut down the tuning circuitry, which

results in a standby power consumption of only 600 nW if no tuning is required.

In addition to the improvement in signal quality, a novel electrode estimation technique

was implemented in the recorder front-end. Similar to the approach first presented in

[95] it uses an impedance estimation, based on the impulse response of the electrode.

However, in contrast to this implementation, we added a low gain mode to the low

noise amplifier of the recorder channel, which allows to reuse it to record said impulse

response. This allows to monitor the impedance at every electrode site, thus further

improving patient safety.

The on-chip neural stimulator was implemented with a separate HV output supply of

±9 V, while leaving the recording circuitry and the stimulation waveform generation

in the LV domain. Thereby an area consumption of only 0.46 mm2 per channel could

be achieved, for a maximum stimulation current as high as ± 10.2 mA with a voltage

compliance of ±8 V. Together with a dynamic range of 50 dB in the stimulation currents,

this provides a large degree of freedom in the design of experiments.

Lastly, a semi-digital feedback loop that allows to reconfigure the stimulator from current

mode into voltage mode was developed. This allows to fully reuse the area consuming

HV output stage of the stimulator, while achieving power efficient class-B operation.

Thereby, the stimulator is amongst the few published systems that allow both, current

and voltage mode stimulation, while significantly improving power and area consump-

tion. Additionally, the implementation provides improved patient safety, since its sta-

bility can be analyzed using well known concepts from SDM theory, which has been

presented within this thesis. This reconfigurability gives neurologists the chance to di-

rectly compare the effects of voltage and current mode stimulation, which allows to

transfer knowledge from previous experiments to new, safer stimulation methods.
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6.2 Outlook

As mentioned several times throughout the thesis, wireless, transcutaneous data trans-

mission becomes a major challenge for multichannel neural implants. If we want to

assure, that no useful information is lost, the two ADCs of the developed SoC produce a

minimum, combined data rate of 20
kS/s
ch ·32 ch ·14 bit= 8.96 Mbit/s, which is way beyond

the data rate of commercial, low power data transmitters, e.g. Bluetooth low energy.

Although the implemented filter structure allows to simply reduce the data rate, by

sub-sampling if only the LFP band is selected, however it is usually desired to extract

the whole neural signal during experiments, in order to acquire as much information as

possible. Therefore, the work on an IR-UWB data link was already started during this

thesis.

14 mm

Figure 6.1: Miniaturized IR-UWB transmitter [18].

An existing IR-UWB transmitter, which was realized in a 0.8 µm SiGe technology and

published in [110], was used to realize a first, miniaturized transmitter prototype, shown

in Figure 6.1. Based on the promising results, a CMOS based transmitter and receiver

is currently designed in the same technology as the SoC. This would allow data rates

of more than 100 Mbit/s with a power consumption of less than 10 mW, providing suf-

ficient bandwidth for more several hundred channels. Additionally, the use of the same

CMOS technology allows to integrate the telemetry unit on the same chip in future

implementations, allowing to further shrink the implant size.

A second, major opportunity for size and power improvements is the implants power

management. At the moment it is realized using discrete, linear regulators and charge

pumps, which consume a relatively large amount of space and lack in flexibility. An in-

tegrated power management solution would first of all reduce the amount of components

within the implant and thereby reduce its size, while improving the reliability. Second,

an application specific implementation can provide a feedback input, which would allow

to adjust the stimulators supply voltage to the electrode impedance, as it was presented
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in [73]. This would yield a significant improvement in overall power efficiency, thus de-

creasing potentially harmful heat dissipation to the surrounding tissue and increasing

battery lifetime.

With these improvements, a new generation of neural implants is possible, which allows

a more detailed insight into the working mechanisms of the CNS, by providing increased

spatiotemporal resolution. Furthermore reduced power consumption, improved reliabil-

ity and new safety features allow longterm implantation, making the next step towards

a broad, clinical application.
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tional neural interface SoC, including ADC, digital interface and stimulation/record-
ing process control.

Rohde & Schwarz GmbH & Co. KG, Memmingen, Germany 2013 - 2014
Antenna test range engineer

� Initial operation and planing of a novel, anechoic antenna measurement chamber.
Including specification, evaluation and certification of the RF measurement setup
and the design of measurement procedures for 3D antenna evaluation.

� Data processing of the acquired raw data for radio direction-finding systems.

127



128 Resume

EDUCATION

University of Ulm, Ulm, Germany Expected 2019
PhD (Dr.-Ing.) Electrical Engineering

� Thesis: Fully Integrated, Multichannel IC for Brain Machine Interfaces.

University of Ulm, Ulm, Germany September 2013
M.Sc. Electrical Engineering

� Thesis: Design and Layout of a Neural Stimulator Front-End in a 180nm HVCMOS
Technology.

University of Ulm, Ulm, Germany September 2011
B.Sc. Electrical Engineering

� Thesis: Aufbau eines Messplatzes zur Charakterisierung magnetoresistiver Sen-
soren.

Gymnasium Ochsenhausen, Ochsenhausen, Germany June 2007
Allgemeine Hochschulreife

SKILLS

Programing Languages:

� C/C++

� Verilog

� Labview

� Matlab

� Python

IC/PCB design tools:

� Cadence Virtuoso platform

� LTSpice

� Altium PCB Design

Languages:

� German: Native speaker

� English: Fluent

� French: Basic communication skills


	Declaration of Authorship
	Abstract
	Acknowledgements
	Contents
	List of Figures
	List of Tables
	Abbreviations
	1 Introduction
	1.1 Motivation
	1.2 Achievements and innovations of the research work
	1.3 Outline of the thesis

	2 Background and State of the Art
	2.1 Central nervous system
	2.1.1 Anatomy and function of the neuron
	2.1.2 Observable neural signals

	2.2 Interfacing of nervous tissue
	2.2.1 Electrode-electrolyte interface
	2.2.2 Implantable electrodes

	2.3 Integrated recorders for implantable BMIs
	2.3.1 Conventional architecture
	2.3.2 Chopper stabilized architecture

	2.4 Integrated neural stimulators
	2.4.1 Constant current stimulators

	2.5 Multi channel bidirectional neural front-ends
	2.5.1 Bidirectional neural front-ends
	2.5.2 State of the Art
	2.5.3 Challenges and requirements


	3 Neural recorder design
	3.1 Previous design
	3.2 Noise improvement
	3.3 Tunable neural recorder
	3.4 Electrode impedance estimation
	3.5 Area and power breakdown

	4 High voltage neural stimulator
	4.1 Constant current stimulator
	4.1.1 Voltage domains
	4.1.2 Digital level shifters
	4.1.3 Current steering DAC
	4.1.4 HV output stages

	4.2 High voltage recorder interface
	4.3 Constant voltage stimulator
	4.3.1 System architecture
	4.3.2 Stability analysis
	4.3.3 Measurement results

	4.4 Area and power breakdown

	5 32 Channel Bidirectional Neural Interface
	5.1 Neural front-end channels
	5.2 Digital stimulation control
	5.2.1 Global control unit (GCU)
	5.2.2 Data Package Types
	5.2.3 Waveform synthesis
	5.2.4 Global Error Handling
	5.2.5 Local Control Unit (LCU)

	5.3 On-Chip Analog to Digital Converters (ADCs)
	5.4 Supporting analog circuitry
	5.4.1 Linear regulators
	5.4.2 Reference circuits

	5.5 Summary

	6 Conclusion and outlook
	6.1 Conclusion
	6.2 Outlook

	Bibliography
	List of Author Publications
	Resume

