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Sampling and re-sampling complex time-to-event data:
beyond standard cohort and standard bootstrap

Jan Beyersmann!

Roughly two thirds of all primary outcomes in medical research are survival or time-
to-event outcomes. The statistical standard approach is a Kaplan-Meier analysis, ac-
companied by a Cox model if regression and testing is desired, applied to prospective
cohort data. This talk will consider situations where either a) collecting full cohort data
is too expensive or logistically even infeasible or b) more informative outcomes than the
common ”time-to-composite-endpoint” are investigated. Our motivating data examples
are a) an ongoing observational study on the occurrence and the impact of infections re-
sistant to Carbapenem, an antibiotic of last resort, and b) a randomized clinical trial on
Graft-versus-Host-Disease prophylaxis in leukemia patients undergoing stem cell trans-
plantation. In the first example, occurrence of the infection is both a time-to-event
outcome, subject to competing risks, and a time-dependent exposure, and one practi-
cal challenge is that all infected patients shall be sampled, but data on only a fraction
of the non-infected patients shall be collected. In the second data example, a relevant
outcome is the probability to be alive without immunosuppressive therapy, but neither
Kaplan-Meier nor competing risks methodology applies to analyzing this non-monotone
probability curve, but resampled time-simultaneous confidence bands do.

The link between these two problems is the modern counting process/martingale ap-
proach to event history data which we will exploit to a) analyse data where certain
patient trajectories are oversampled and b) resample event times that are not necessarily
independent. The latter is required by the common Efron bootstrap, but neither holds in
the presence of oversampling nor in common pharmaceutical studies. The talk will start
with some survival or event history fundamentals, namely that the analysis of time-to-
event data is based on hazards and that there is an overemphasis on survival functions
and the Kaplan-Meier method.

1 Institute of Statistics, Ulm University, 89081 Ulm, Germany

jan.beyersmann@uni-ulm.de



Optimization of stochastic functions by optimizing expectation
and variance

Marius Greiff !, Giinter Rudolph !

For deterministic functions, the same input always leads to the same output. For stochas-
tic functions, this is not true. So, when optimizing a stochastic function f, one has to
deal with the problem of varying outputs f(z,C) for the same input x due to the effects
of a random variable C. One possibility is to consider the expectation and variance of
f(z,C) and to choose z such that the expected value of f(x,C) is optimal (e.g. maximal)
and the variance of f(z,C) is minimal. Minimal variance of f(x,C) can be interpreted
as minimal expected deviation from the expected value.

We investigate the optimization of expensive stochastic functions f(x,C) with z € R
and C being a one dimensional random variable. Because f is an expensive function, we
want to evaluate it seldom. Therefore, we use a surrogate model of f to estimate the
expectation E(f(x,C)) and variance V(f(z,C)). For example the expectation can be

estimated as
Cy

E(f(z,C)) = /f(x,c) -pe(e)de

&)

using numerical integration. ¢; and ¢, denote the lower and upper integration limits, f is
the surrogate model of f and p¢ is the probability density function of C'.

Aiming for both an optimal expectation and a minimal variance results in a Pareto
front. Our goal is to get a good approximation of the true Pareto front, i.e. accurate
estimates for expectation and variance. We perform a simulation study to analyze how
well our approach works. We consider different functions f and different numbers of
evaluations of f.

I Department of Computer Science, TU Dortmund University, 44221 Dortmund, Germany

marius.greiff@tu-dortmund.de, Guenter.Rudolph@tu-dortmund.de



Tree-Structured Modeling of Time-Varying Coefficients
for Discrete Time-to-Event Data

Moritz Berger!, Marie-Therese Puth’, Gerhard Tutz® and Matthias Schmid’

Time-to-event models are a popular tool to analyse data where the outcome variable de-
scribes the time to the occurrence of a specific event of interest. We focus on the analysis
of time-to-event outcomes that are measured on a discrete time scale, which is a likely
scenario when events occur between pairs of consecutive points in time (e.g., between
two follow-up visits of an epidemiological study).

In the literature there exists a variety of regression models for discrete time-to-event
data, see for example [1]. The main principle is to model the discrete hazard function
AMtle) = P(T =T > t,x),t =1,2,..., where T denotes the event time and x is a set
of explanatory variables ' = (z1,...,,). Commonly it is assumed that the effects of
the explanatory variables are constant over time, and the dependency on time is solely
modeled by separate intercepts for each t, also referred to baseline coefficients. In many
applications, however, this assumption may be too restrictive.

A more general approach is to allow the effects to vary over time. Frequently it is natural
to assume that the coeflicients are represented by smooth functions of ¢. A popular strat-
egy is to use P-splines propagated by [2], where the smooth functions are expanded by
B-spline basis functions and an additional penalty term is used to obtain stable estimates.
Alternatively, it is often more appropriate to assume that the effects of the explanatory
variables do not vary over the whole range of ¢, but are constant over several adjacent
points in time. That is, one assumes that the time-varying coeflicients are represented
by piecewise constant functions. These functions can be obtained by using recursive par-
titioning techniques. To address this issue, we propose to utilize the tree-based approach
that was recently introduced by [3]. By iterative splitting in one of the explanatory
variables (with regard to the effect modifier ¢) the method yields a tree for each variable
that shows time-varying coefficients. Thereby, the algorithm itself identifies the coeffi-
cients (corresponding to an explanatory variable) that deviate from a constant and the
corresponding partitioning of the observation times.

IDepartment of Medical Biometry, Informatics and Epidemiology, Rheinische Friedrich-Wilhelms-
Universitdt Bonn, Sigmund-Freud-Strafle 25, 53127 Bonn, Germany

2Department of Statistics, Ludwig-Maximilians-Universitit Miinchen, AkademiestraBe 1, 80799
Miinchen, Germany

moritz.berger@imbie.uni-bonn.de, puth@imbie.meb.uni-bonn.de, gerhard.tutz@stat.uni-muenchen.de,
matthias.schmid@imbie.uni-bonn.de
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Graph-based Convolutional Neural Networks for analyzing
pathways in cancer

Hryhorii Chereda’, Frank Kramer!, Tim Beifbarth’

In recent years deep learning was applied to a wide range of problems in various areas.
Such deep learning tools as convolutional neural networks (CNNs) have been shown
to work well in natural language processing and computer vision, especially at image
classification tasks. Furthermore, CNN’s have been applied to bioinformatic challenges
like patient stratification tasks. Nowadays, deep learning (including CNNs) is extending
to Non-Euclidean domains such as graph-structured data and manifolds. We are planning
to map gene-expression data to the vertices of biological pathways and feed this graph-
structured data into CNNs in order to classify patients.

The usual CNN architecture consists of three types of layers: convolutional layers, pooling
layers, and fully connected layers. The first two layers utilize the structure of the data
preparing informative features for the fully connected neural network layers. In our work,
we consider three popular, but different approaches developed for application of CNN on
graph-structured data.

Our research aims to compare these approaches in order to address the question if the use
of graph-based CNNs is able to provide valuable classification improvements by utilizing
prior pathway knowledge.

Preliminary results show that the utilizing of the WNT signaling pathways as a prior
knowledge does not improve the performance of the classifier in the case of breast cancer
patients. The set of features covered by the WNT pathways (hundreds of genes) is not
informative enough. Hence, the future work will concern more informative biological
pathways that cover thousands of genes.

1 University Medical Center Goettingen, Department of Medical Statistics, Germany

hryhorii.chereda@med.uni-goettingen.de



Statistical Computing in Germany : The early years of
” Arbeitstagungen der Arbeitsgruppen” and the flair
and impact of Reisensburg

Lutz Edler!

The ”Statistical Computing 2018” as 50th Meeting of the Working Groups (WG) ”Sta-
tistical Computing” (GMDS/DR ) and Biostatistics (DfKl1) at Reisensburg should be a
reason for breathing-time and thinking back. This contribution is specific for celebrating
the 50" Reisensburg conference and aims to address the origins and the first periods
of the famous Reisensburg conferences until the mid 1990ties and the 25" meeting [1],
i.e. about the time when the DfKL formally joint the series of meetings around 1994
and when heat-lightening of big (genomic) data started. No much time should be spent
to the pre-history of computational statistics beginning in the 16th century when both
statistics and computing started at about the same time [2], a fact that sheds some light
on the duality of ”statistical computing” and ”computational statistics” the two labels
chosen by GMDS and the German Region (DR) of the International Biometric Society
(IBS) for the two WGs. Therefore, this presentation will consider mainly in the last four
decades of the last century. We start with a view on the 1960ties when the dinosaur main-
frame computers (IBM and UNIVAC) and languages such as FORTRAN and ALGOL
became available, when modern programming started and when soon the first statistical
programs were developed. The first three Reisensburg ” Arbeitstagungen” were two meet-
ings in 1974 and one in 1975, imbedded in a series of seven meetings all framed by the
DVM-107 BMFT project initiated, organized and headed by Norbert Victor [3,4]. This
project addressed, in particular, portability of programs, standardization and program
evaluation and their segmentation (later called modularity!) and developed SYSTAT as
program package. During the 1970ties, it must have been the flair of Reisensburg which
fixed the “Arbeitstagung” at Reisensburg Castle from the 9th meeting onwards, mainly
sponsored by the MEDIS Institute and GSF (Munich) and such connected again with
Norbert Victor [3] and soon also with Allmut Hérmann [5]. The 1970ties exhibited also
the first statistical analysis systems BMDP, SPSS, P-STAT and GENSTAT in UK. The
working group ” Statistische Auswertesysteme” of the GMDS was founded on 4** October
1974 in Mainz with its first Reisensburg Meeting from 2"? to 4** April 1975. The next
step to settle statistical computing at Reisensburg took place during the 1980ties by the
foundation of the WG ” Computational Statistics” within the DR in 1984 and a first joint
meeting of the two WGs of GMDS and DR 24" — 27" June 1985 with Allmut. Hérmann,
Reinhold Karl-Heinz Jockel representing the two WGs [6]. The 1980ties saw the rise of
the PC and workstation but also the ”collision” of statistical computing with modern
statistical methodology such as survival analysis, generalized linear models, robust and
exact methods, exploratory data analysis and graphical analysis, bootstrap, and expert

1 Division of Biostatistics-C060, German Cancer Research Center,,Im Neuenheimer Feld 280, 69120
Heidelberg, retired
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and knowledge based systems. This fruitful inclusion of new (bio)statistical methods
has characterized Reisensburg conference continued since then and may be seen as one
of its pillars of success. Relations between Reisensburg and COMPSTAT, the Interna-
tional Association for Statistical Computing (IASC) and the Journal of Computational
Statistics and Data Analysis (CSDA) will be addressed.
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State architectures in hidden Markov models

Jennifer Pohle’

Hidden Markov models (HMMs) are flexible, doubly stochastic time series models which
find application in many different disciplines, such as speech recognition, economics, bi-
ology and medicine (for an overview, see e.g. Zucchini et al., 2016). In its basic form, an
HMM assumes the observations to be driven by an underlying unobserved Markov chain
with finite state space. Each state is associated with a specific distribution that generates
the observation when the state is active. To completely specify such a basic HMM and
fit it to data, it is necessary to choose a family of state-dependent distributions and to
fix the number of states. After a general introduction to HMMs, this talk focuses on the
construction and dimension of the state space of an HMM.

First, in scenarios where the number (and interpretation) of the states is not clear a priori,
the selection of a model with an appropriate number of states is of crucial importance.
However, traditional information criteria like AIC and BIC tend to select models with a
very large number of states, leading to models that are not interpretable anymore (Pohle
et al., 2016). The main reason for this is that basic HMMs as outlined above involve a
very simplistic dependence structure, and the real data-generating process typically ex-
hibits more complex structures and dependencies than are accounted for in such simple
models. However, additional states are often able to absorb these structures, leading
AIC and BIC to select models with a larger number of states than the number of genuine
states. This is demonstrated using simulation studies and a case study on animal move-
ment data. When feasible, then the model formulation should of course be improved to
overcome any substantial lack of fit. However, incorporating all structures in the model
is often computational infeasible. Therefore, a pragmatic step-by-step approach is pro-
posed to select the number of states in cases where the focus lies on meaningful inference.
In the last part of the talk, a scenario with a more complex dependence structure will be
described in more detail, namely multivariate time series in which the different variables
are correlated but do not evolve synchronously. This can be modeled using coupled hid-
den Markov models (Brand, 1997). They can be seen as HMMs with an extended state
space, such that the standard HMM techniques, for example for parameter estimation,
state decoding, and residual analyses, can still be applied. We further extend coupled
HMMs to let the observed variables additionally depend on covariates, which leads to
coupled Markov switching regression models. The potential usefulness of this new class
of models is illustrated using a case study on electronic health record data.

1 Bielefeld University, Universitétsstr. 25, 33615 Bielefeld

jennifer.pohleQuni-bielefeld.de
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New insights in how to boost joint models for longitudinal
and time-to-event outcomes

Colin Griesbach®, Andreas Mayr®, Elisabeth Waldmann'

When analyzing data where event-times are recorded alongside a longitudinal outcome,
one commonly used approach in practice is separate modeling of the two outcomes with-
out considering any interaction effects. Joint modeling on the other hand accounts for
those interactions by combining a longitudinal and a survival submodel in one single joint
likelihood. This approach corrects for event-dependent dropout in longitudinal analysis
as well as for endogenous, time-varying covariates measured with error in survival analy-
sis. Waldmann et al. [2] initially proposed an algorithm to fit a joint model via gradient
boosting techniques discussed in [1]. Aim of the present work is to lay more focus on the
survival component of the model and expand the algorithm to also allow for variables
which only have an impact on the survival part of the model. Furthermore advantages of
flexible step-lengths v originally discussed in [3] with respect to reduced computational
effort are presented.
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More than one way: Exploring the capabilities of different
estimation approaches to joint models.

Anja Rappl’, Elisabeth Waldmann'

Confronted with data capturing longitudinal and time-to-event outcomes simultaneously
the data generating processes are best modelled jointly to avoid bias and account for
data drop-out [1,2]. The rising popularity of these joint models in recent years fostered
the development of different software routines for facilitated analysis incorporating the
current state of research. However, these routines differ in model formulation, estimation
technique and analytical purpose. Therefore, a comparison of different routines may
identify their capabilities and limitations.

The focus of our comparison will be on R routines exclusively. The R package JM by [4]
was one of the first routines available for joint modelling and joineRML by [3] expands
joint models to a multivariate setting. Both use expectation maximization for estimation.
In contrast, JMboost by [5] uses boosting and thus is the first package to offer automated
variable selection. These three candidates will be examined via a simulation study and a
real data example. The results may serve as a guideline for applicants and as a promoter
for a more routine application of joint models.
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Benchmark for Filter Methods for Feature Selection in
High-dimensional Data

Andrea Bommert!, Xudong Sun®, Bernd Bischl?, Jérg Rahnenfiihrer!, and Michel Lang’

Feature selection has become increasingly important for data analysis. Especially for
high-dimensional datasets, it is necessary to filter out the irrelevant features in order
to avoid overfitting. With respect to datasets from the bioinformatics domain, feature
selection also often allows identifying the features which are relevant for biological pro-
cesses. When fitting a model for such high-dimensional datasets, one needs to decide
first, which feature selection method to use. As there are very many of them, this is not
an easy decision.

The purpose of this talk is to compare and to benchmark filter methods. We investigate a
variety of different filter methods based on many high-dimensional datasets from various
domains. We aim to find out, which methods select the features of a dataset in a similar
order. Additionally, we search for optimal filter methods with respect to the predictive
accuracy of the selected features and to runtime.

1 TU Dortmund University, 44221 Dortmund, Germany
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Utilizing foreign classes for feature selection

Robin Szekely'?, Ludwig Lausser?, Viktor Kessler!, Friedhelm Schwenker® and Hans A.
Kestler!

Reduction to a small set of interpretable biomarkers is one of the key interests in model-
ing in the context of precision medicine [1]. These might reveal key aspects of a biological
system or even the causes of a disease. In a diagnostic setting, the corresponding marker
selection processes are typically focused on the analysis of the specific classes of interest.
Other entities that might be related to this classification task are usually neglected. How-
ever, foreign classes might be influenced by effects that also affect the classes of interest.
In this manner, a new tumor classification task can possibly be characterized by a set of
biomarkers obtained from another tumor classification experiment. Considering multiple
genomes of interest in such a way is a core aspect of pan-genomic analysis [2].

In a previous work, we analyzed feature selection in the context of multi-class classifica-
tion [3]. We observed that certain feature selection strategies mimic the feature signature
of one of their binary base classifiers while excluding selected features from most of the
other class combinations. Nevertheless, the corresponding multi-class architectures led
to accuracies comparable to those of more heterogeneous feature selections. Following up
this work, we systematically evaluate binary classifiers that operate on feature signatures
designed for the discrimination of a pair of foreign classes.

We analyze these classifiers in 10 x 10 cross-validation experiments on 9 publicly available
microarray datasets with multiple diagnostic classes. For our experiments, we utilized
linear support vector machines, 3-nearest neighbour classifiers and random forests. For
8 out of 9 datasets, we could observe foreign feature combinations that outperformed at
least 90% of those feature sets designed for the original classes.
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Visualizing the Feature Importance for Black Box Models

Giuseppe Casalicchio®, Christoph Molnar!, Bernd Bischl!

In recent years, a large amount of model-agnostic methods to improve the transparency,
trustability and interpretability of machine learning models have been developed. We
introduce local feature importance as a local version of a recent model-agnostic global
feature importance method. Based on local feature importance, we propose two visual
tools: partial importance (PI) and individual conditional importance (ICI) plots which
visualize how changes in a feature affect the model performance on average, as well as for
individual observations. Our proposed methods are related to partial dependence (PD)
and individual conditional expectation (ICE) plots, but visualize the expected (condi-
tional) feature importance instead of the expected (conditional) prediction. Furthermore,
we show that averaging ICI curves across observations yields a PI curve, and integrating
the PI curve with respect to the distribution of the considered feature results in the
global feature importance. Another contribution of our paper is the Shapley feature im-
portance, which fairly distributes the overall performance of a model among the features
according to the marginal contributions and which can be used to compare the feature
importance across different models.
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An Introduction to Shiny and R Markdown with Applications
in Research and Drug Development

Phil Bowsher?

RStudio will be presenting an overview of Shiny, R Markdown and HTML Widgets for
the R user community at Statistical Computing 2018 on Monday, July 9th 2018. This is a
great opportunity to learn and get inspired about new capabilities for creating compelling
analyses with applications in research and drug development. No prior knowledge of R,
RStudio or Shiny is needed. This short course will provide an introduction to flexible
and powerful tools for statistical analysis, reproducible research and interactive visual-
izations. The hands-on course will include an overview of how to build Shiny apps and
R Markdown documents. Immunogenicity examples will be reviewed and generated for
each topic.

Shiny is an open source R package that provides an elegant and powerful web framework
for building web applications using R. Shiny combines the computational power of R
with the interactivity of the modern web. Shiny allows users the flexibility of pulling
in whatever package in R needed to solve a problem. There are no limits to the types
of applications one can build, and no constraint on the visualizations that can be used.
Developers get the benefit of an open source ecosystem for R, along with the open source
ecosystem for Javascript visualization libraries, thereby allowing one to create highly cus-
tom applications. Shiny helps you turn your analyses into interactive web applications
without requiring HTML, CSS, or JavaScript knowledge. This powerful concept allows
you to easily deliver results as interactive data explorations instead of static reports to
your stakeholders and non R users. Immunogenicity assessments via Shiny will be cov-
ered. An introduction to databases via R will be reviewed along with how to connect
Shiny apps to databases. An introduction to creating web APIs with your existing R
code will also be discussed.

R Markdown is an authoring format that enables easy creation of dynamic documents,
presentations, and reports from R. It combines the core syntax of markdown with em-
bedded R code chunks that are run so their output can be included in the final document.
R Markdown documents help to support reproducible research and can be automatically
regenerated whenever underlying R code or data changes. Various types of R Markdown
output will be covered, including blogdown and bookdown. An R Notebook is an R
Markdown document with chunks that can be executed independently and interactively,
with output visible immediately beneath the input. R Notebooks can be thought of as
a special execution mode for R Markdown documents. The OpenFDA package and im-
munogenicity assessments will be used for the course examples regarding R Markdown
reports and R Notebooks.

RStudio will be showcasing several compelling examples as well as learning resources. As
part of the short course, some available drug development-related R Shiny apps and R
Markdown reports will be illustrated.

1 Director of Life Sciences & Healthcare at RStudio, Inc. , Indianapolis

phil@rstudio.com

15



Random forests for multi-omics data

Roman Hornung' and Marvin N. Wright®

In the last years, the availability of gene expression data, methylation data, copy-number
data and other types of omics data is increasing rapidly. As a consequence, there is also
more multi-omics data becoming available, that is, data for which measurements of dif-
ferent omics data types are present for the same patient. Multi-omics data are well suited
for obtaining prediction rules for phenotypic outcomes, such as response to therapy, be-
cause each of the involved omics data types can be expected to contribute some unique
information valuable for prediction.

However, the structure of multi-omics data is complex. First, the information contained
in the different omics data types, denoted as blocks in the following, is strongly overlap-
ping. Second, the levels of predictive information contained in the different blocks differ
and depend on the outcome considered. Third, there are strong interactions between
variables from different blocks. The complexity of these data makes it challenging to
exploit the available predictive information.

The prediction method random forest is known to be able to capture complex dependency
structures between the outcome and the covariates. Therefore, in this project we develop
a variant of the random forest method that is able to adequately take the block structure
of multi-omics data into account. In this process, we discuss several sensible, potentially
useful approaches that are applicable to binary, metric and survival outcomes. These
approaches are implemented and compared using real multi-omics data with a survival
outcome.
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A machine-learning based approach to the association
of next-generation sequencing derived genotypes with
(pain-related) phenotypes

Jorn Létsch®? and Dario Kringel

Pain, as many other medical conditions, has a complex pathophysiology [1] requiring
complex research approaches to reduce its still high medical medial and socio-economic
impact [2]. One of the most promising approach to pain and its development toward
persistence is the study of the genetic architecture of pain, which has been pursued for
more than 50 years [3]. While recent research approaches focused on functional single
genetic variants, this limited selection is increasingly perceived as an insufficient basis
for genetic diagnostics [4]. Indeed, with the broader availability of next generation se-
quencing (NGS) the restriction of the analysis to known functional variants has fallen in
favor of the full accessibility of the subject’s genetic information. However, the resulting
large amount of data poses challenges upon data analysis. Furthermore, to challenge
functional phenotype association with genotype related data by increasing the size of the
study sample as with classical genetic approaches becomes increasingly difficult and cost
intensive and the success remains doubtful.

We propose a novel approach to genotype phenotype association that is based on ma-
chine learning. The main idea is to train an artificial intelligence, implemented as different
types of supervised machine learning, to learn the association of the genetic information
with the pain-related phenotype, and to utilize subsequently the trained intelligence to
predict a phenotype in new data from genetic information. If this application performs
better than guessing the phenotype a genotype-phenotype association can be concluded
as supported by the data.

The approach was applied to a data set obtained in a human experimental pain setting
where n = 82 subjects had been investigated with respect to the pain perception thresh-
olds of noxious heat stimuli before and after sensitization with capsaicin, an activator
of TRPV1 ion channels [5]. Firstly, a phenotype class structure was obtained by means
of Gaussian mixture modeling that indicated two phenotype groups with high or low
capsaicin-induced hypersensitization to heat. Secondly, a role of the genic information
in this two-classes problem was assessed. NGS genotype information was available from
n = 75 subjects [6] and consisted of d = 278 loci of the TRPV1 gene and, in addition,
of the TRPA1 gene that has also been implicated previously in human heat pain percep-
tion. Following data preprocessing aimed at eliminating non-informative genetic variants
by applying Shannon information, chi square statistics and computed ABC analysis, d
= 31 genetic variants were further analyzed for association with pain heat related phe-
notypes. Several methods of supervised machine learning implemented as (i) random
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Medicine and Pharmacology (IME-TMP), Theodor-Stern-Kai 7, 60590 Frankfurt am Main, Germany

j.loetsch@em.uni-frankfurt.de, Kringel@med.uni-frankfurt.de

17



forests, (ii) adaptive boosting, (iii) k-nearest neighbors, (iv) naive Bayes, (v) support
vector machines, and for comparison, (vi) binary logistic regression predicted, in a cross-
validated scenario using 1,000 Monte-Carlo random sample splits into 2/3 training and
1/3 test data subsets, the phenotype group association consistently better when based
on the observed genotypic information, than when using a random permutation of the
exomic sequences. The balanced accuracy of the prediction, however, never exceeded
65%, which was nevertheless the expected result considering the complexity of pain un-
likely to be solely controlled by two single genes. To exclude that this performance was,
however, due to poor implementation of the machine learning methods, the classification
was repeated using a positive control data set created by sorting the original genotype
information at each locus in descending order data of the number of variant alleles along
the sorted phenotype classes. In these data, all machine-learned methods classified with
100% accuracy or close to that. By contrast, classical chi square based statistics failed
to produce significant results when applying alpha correction.

The analysis shows that the complexity of the genotype is a relevant factor and machine-
learned methods provide biologically plausible results, outperforming classical statistical
genotype versus phenotype association analyses.

Acknowledgement Landesoffensive zur Entwicklung wissenschaftlich-6konomischer Exzel-
lenz (LOEWE), LOEWE-Zentrum fiir Translationale Medizin und Pharmakologie (JL)
and European Union Seventh Framework Programme (FP7/2013, grant agreement no.
602919, JL, GLORIA).
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Repetitive structures pass screening for ordinal relationships

Lisa M. Schifer’?, Ludwig Lausser’ and Hans A. Kestler

Ordinal classifiers are constraint by an assumed ordinal relationship of class labels. The
order in the label space should be reflected by the embedding of the data in the fea-
ture space. Depending on additional constraints about the layout of the decision regions
various ordinal pattern can occur. As incorrect assumptions lead to a low performance
these classifiers can be used to screen for potential class orders in the data [1]. This ex-
plorative analysis is guided by the hypothesis about the order. Incorrect or not-reflected
class orders lead to low class-wise sensitivities. Orders with high class-wise sensitivities
are a set of possible candidates.

However, it is not guaranteed that those candidates show an ordinal pattern represen-
tation in the feature space. By conducting cross-validation experiments with artificial
datasets we could show that depending on the type of base classifiers the ordinal classifier
proposes class orders that represent different patterns in the feature space and that some
repetitive (non-ordinal) structures are not rejected by the ordinal classifier. We observe
this effect for base classifiers with disconnected decision regions.
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Computational Genomics: Informatics Problems and
Applications in Life Sciences

Rolf Backofen!

Computational Genomics refers to the use of computational and statistical methods to
decipher the information in genomic data. Especially the broad usage of high-throughput
sequencing (HTS) produces large amounts of genomic data to be analyzed. I will talk
about specific problems in computational genomics that were addressed in my groups,
and will highlight both specific related computational tasks and important applications in
life science. Topics will include sequence-structure alignment of RNA, the genome-wide
detection of RNA-protein interactions, the analysis of single-cell sequencing data, and
a workflow-management system based on Galaxy for the general analysis of HTS data.
Our Galaxy server is one of the largest server in Europe with more than 600 users.
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Mixed ordered-continuous copula GAMLSS with an
application to poverty dimensions

Maike Hohberg!, Francesco Donat®>”, Thomas Kneib! and Giampiero Marra®

Although widely acknowledged as a multidimensional phenomenon, poverty is ubiqui-
tously assessed using single number indices, such as the Multidimensional Poverty In-
dex[1], inhibiting a thorough analysis of the potentially varying dependence between
poverty dimensions. Multivariate regression is one tool to better acknowledge multidi-
mensionality. To model the relations between poverty or welfare dimensions, which are
subsumed into one response vector, copulas have been proven to be useful (e.g.[2]).

A second issue in poverty analysis concerns distributional aspects. Especially for pro-
gram targeting and risk factor analysis, poverty analysis must move beyond mean effects.
Examples include concepts such as inequality or vulnerability that take the scale param-
eter into account and can be analyzed using Generalized additive models for location,
scale, and shape (GAMLSS, [3]) which estimate the effect of covariates on the whole
conditional distribution of a poverty dimension.

We propose multivariate copula GAMLSS [4] to tackle both challenges. These models are
implemented in the R package gjrm [5] and comprise a wide range of potential marginal
distributions (continuous, binary, discrete) and copulas whose dependence parameter can
also vary with covariates.

When looking at poverty, it often occurs that one dimension is measured in ordered
categories whereas the other one is continuous. In this talk, we focus on two important
poverty dimensions: expenditures as a continuous variable and health which is often
assessed in categories such as “poor”, “healthy”, “very healthy”. This combination of a
continuous and an ordered categorical variable has not been treated within the copula
GAMLSS context although this is a very relevant case in a lot of applications, especially
in economics where many outcomes (health, education, subjective well-being, etc.) are
measured in ordered categories.

We theoretically extend bivariate copula GAMLSS to the case where one response vari-
able is measured in ordinal categories making use of a latent variable representation and
relating the categories to an underlying continuous variable. In this way, we can fol-
low the approach developed in [4], i.e. estimating the copula dependence and marginal
distribution parameters simultaneously within a penalized likelihood framework using a
trust region algorithm. The new model is integrated into the gjrm package and applied
to Indonesian household data.
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compboost: A Modular Framework for Component-Wise
Boosting in R

Daniel Schalk?, Janek Thomas', Bernd Bischl!

Component-wise boosting applies the boosting framework to statistical models, e. g., gen-
eral additive models using component-wise smoothing splines[1]. Boosting these kinds of
models maintains interpretability and enables unbiased model selection in high dimen-
sional feature spaces. A well-known implementation of this principle is the R package
mboost|[2].

The R package compboost is another implementation of component-wise boosting writ-
ten in C++ to obtain high runtime performance and full memory control. The main idea
is to provide a modular class system which can be extended without editing the source
code. Therefore, it is possible to use R functions as well as C++ functions for custom
base-learners, losses, logging mechanisms or stopping criteria.

Using those extensions, compboost can be configured, for instance, to take a performance
measure of the mlr package, or any other package, as logger and for early stopping. These
customizations apply not just for logging, but also for creating new base-learners or losses
allowing compboost to be highly flexible and extendible.
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A Discussion on Adaptive Step-lengths in Gradient
Boosting

Elisabeth Waldmann!, Andreas Mayr®

Gradient boosting methods are iterative updating schemes, in which the gradient of the
loss-function in the current step is fitted to the data. The best fitting variable is then
selected and updated by a fracture of the parameter suggested. There has been a lot of
evidence for gradient boosting algorithms working best, if the main tuning parameter is
the number of iterations rather than the step-length [1]. The latter is hence traditionally
fixed to v = 0.1. Those findings however are based on models with one outcome and
problems arise when trying to fit models with more dimensions, such as in generalized
additive models for location, shape and scale [2] or joint models for longitudinal and
time-to-event data [3]. In the first case a whole set of parameters is modelled rather than
only the mean. In the second case, a longitudinal outcome shares part of its predictor
with a survival outcome. The resulting joint likelihood, which is used as the loss-function,
is a product of two very different likelihoods: a Gaussian distribution and a Cox-type
likelihood. The resulting gradients are very different for the two different outcomes. Sim-
ulations have shown that adaptive step-lengths, which mitigate the difference in scale,
lead to more stable results than simply using a fixed step-length of v = 0.1.

A further interesting point of the idea of adaptive step-lengths is using them as con-
vergence criterion, where a model is regarded as converged if the optimal step-length is
v=20.
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Multimodal likelihood functions occurring in mixture
modeling

Malte Jastrow!, Claus Weihs?

A popular framework for black-box optimization benchmarking (BBOB) is given by the
so-called BBOB functions[1]. These functions are created to confront optimization algo-
rithms with a broad range of difficulties, especially multimodality[2]. Due to the artificial
nature of these test functions a practical relevance for data analysis tasks is not directly
given. The initial goal that lead to this talk was to derive alternative test functions
directly from statistical applications.

A common optimization problem in statistics is parameter estimation by maximizing
the likelihood function. In some cases analytical solutions exist (e.g. linear models), but
there are other applications, like mixture distribution models, where the use of non-linear
optimization techniques is inevitable. It is even known, that likelihood functions of mix-
ture models can be multimodal[3], which makes them ideal candidates for alternative
test functions.

In this talk likelihood functions of normal mixtures are presented and investigated. In
the simple case of two equally-weighted univariate normals with known variances, the
likelihood is observed to be (highly) multimodal, if a considerable difference between
the two distributions’ variances exists. It is analyzed how the attraction area size of
the global optimum and the number of local optima can be controlled during function
generation.

The highly favored optimization method for mixture models, expectation-maximiza-
tion[4], does not guarantee to discover the global optimum on those highly multimodal
functions. In a simulation study the optimization performance of the EM-algorithm is
compared to other common nonlinear optimization techniques.

Further aspects, beyond this talk, are the expansion to mixing more than two distribu-
tions, multivariate distributions and non-normal distributions. Particularly the question,
whether the presented multimodal behavior can only be detected in mixtures of normals,
is of high interest.
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Randomized Stepwise Regression — a Modification of
Stepwise Methods in Generalized Linear Models and
its Application on Sepsis Data

Marcus Vollmer!

Background:

Generalized linear models are widely used in medical statistics for predicting the outcome
of a response variable, e.g. survival, progression, number of tumors or length of hospital
stay using predictor variables [1,2]. To decide which predictor set provides the best
model the all-subset method is appropriate [3]. However, all-subset method can easily
fail due to combinatorial explosion if many covariates and interaction terms are involved.
Often the multivariable search for relevant predictors is performed using statistically
significant univariate variables or greedy hierarchical procedures, like the stepwise logistic
regression with backward-elimination and forward-selection. It has been shown that
stepwise procedures have serious drawbacks, like inflation of Type I error rates, instability
of the selection, and biased estimation of coefficients [2,4]. Beside this, the methods result
only in local optima when optimizing the model selection criterion, such as the Bayesian
Information Criterion (BIC).

Aim:

This motivates us to address the problem of finding the global optimized model by adding
randomized steps within the stepwise methodology.

Methods & Results:

Our randomized strategy starts with a random initial model. The standard stepwise
approach will be conducted by adding or removing one predictor (15% generation) to
improve the model gradually. Once the usual procedure stops at a local optimum, we will
try to continue by alter the model formula randomly. We add or remove two predictors
at the same time (2"¢ generation) and start the standard approach again. The best of the
local optima forms the new starting point. The procedure ends, if even a k-th generation
mutation will lead to the same model. To rate the performance of the new selection
strategy, we investigate predictors of 90-day survival of 878 surgical patients with septic
shock or severe sepsis between 2006 and midyear 2013 treated at the University Hospital
Greifswald [5]. Stepwise logistic regression with different initial models were compared
to the randomized approach and LASSO [6]. All procedures were optimized according
to BIC.
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Figure 1: Illustration of the stepwise regression with randomized steps. The highland
structure is representing the BIC values from the model space. Color codes: yellow circles
represents local optima, black circles as intermediate steps, blue circles as randomized
models, green circles as new starting models, red circle as the final model.
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Analysing unmeasured baseline covariates in studies
with delayed entry using a joint model: fitting the
model in presence of left-truncation

Regina Stegherr!,Jan Beyersmann!,Peter Bramlage® and Tobias Bluhmki'

The natural choice for ‘time zero’ (baseline) in a randomized clinical trial is study entry,
in particular, covariate information is available at study entry. In other observational
studies study entry may happen after the time origin leading to left-truncated data. One
specific example is the analysis of diabetes register-based data, where a relevant timescale
is ‘time-since-first-antidiabetic-medication’. Since such data is collected in calendar time,
some patients enter the study upon their first medication, but others have a known date
of therapy initiation before start of data collection. A relevant baseline covariate would
be glycated haemoglobin (HbAlc) levels in diabetes patients. The challenge is that
such data is typically measured upon study entry and, hence, not at baseline for the
left-truncated patients, but, e.g., HbAlc will have changed in the random and patient-
specific time interval between start of medication and study entry. The problem has
been summarized in a letter by Keiding and Knuiman [1]. We propose a joint model
to investigate the impact of a baseline covariate, possibly unmeasured due to delayed
entry, on the time to the event of interest. This contrasts with the standard use of joint
models where the aim is to analyze the effect of the current value of the covariate on
the hazard of an event. Thereby, parameter estimation bears several challenges as for
maximization of the likelihood integrals over random effects need to be approximated
using Gauss-Hermite quadrature rules. The implementation of our approach was done
in the statistic software R by adding a second set of pseudo-adaptive Gauss-Hermite
quadrature rules to the original jointModel function [2] to account for left-truncation.
Our approach shows proper performance in a simulation study and was applied to data
from a German diabetes register to evaluate the effect of HbAlc at therapy initiation on
the risk of treatment failure.
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Tensile Stress Monitoring of Fibre-Reinforced Plastic

Sebastian Krey!, Thomas Bartz-Beielstein! and Patrick Franck!

Fibre-reinforced plastic (FRP) and other composite materials gain more and more usage
in important industries like automotive, aerospace, or renewable energy. Today the wings
of wind generators, large parts of newly constructed aircrafts and weight critical compo-
nents of cars are built from different types of fibre-reinforced plastic. While the structure
of these materials permits extremely lightweight design of constructional elements, there
are currently no methods for an easy health monitoring of these complex materials or
for the prediction of the remaining service life. Regular downtimes for resource intensive
manual inspections are the consequences.

Structural Health Monitoring methods for FRP components allow a cost efficient and
secure usage of these materials. The availability of always up to date information about
the condition of the different components permits planning the downtimes for mainte-
nance work as needed instead of fixed service intervals. The usage of ultrasonic waves
induced and measured with piezoelectric elements is one option for the inspection of
these materials. The propagation of ultrasonic waves through the FRP and the distinct
signal changes caused by changing material characteristics can be used for the detection
of damages in the structure.

The consequences of tensile stress are especially difficult to detect manually. Even small
elongations can result in severe damages within the composite, which are often not visi-
ble.

In this work we present how tensile stress changes the signals detected by the piezoelec-
tric sensors and how this can be used to detect damages within the composite long before
the structure completely fails.

We also compare the results obtained by externally applied piezoelectric elements with
sensors placed between the layers of glass-fibre reinforced plastic using our self developed
method. Especially the major concern of industrial users regarding the sturdiness of
composites with implemented sensors will be discussed.
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Dynamic reference intervals from contaminated data
sources

Tobias Hepp!, Jacob Zierk?, Andreas Mayr®

In medical practice, reference limits (RLs) are required to compare the values of spe-
cific biomarkers measured on patients with their distribution in the healthy population.
While these intervals could be directly estimated based on voluntary study participants,
many laboratories will not be able to do so due to the expenses involved. Since simply
adopting RLs from external sources rises the question of transferability, so-called indi-
rect approaches have been suggested to determine reference limits from already available
intra-laboratory data bases [1]. As a consequence of these data being comprised of all
kinds of patients with no specific focus on the biomarker of interest, they are therefore
contaminated with pathological values. While the current strategies based on truncated
power-normal-distributions work well for static distributions, they are rather cumbersome
to use if the reference distribution dynamically depends on other patient characteristics
such as age [2]. Therefore, we suggest an alternative approach based on a mixture of
generalized additive models for location scale and shape (GAMLSS) [3]. Despite the high
flexibility of the resulting procedure, our preliminary simulation results already provide
meaningful RLs under proper specification.
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Selection of Optimal Subgroup Weights for Survival
Analysis

Jakob Richter!, Katrin Madjar!, Jorg Rahnenfihrer!

Survival analysis is a central aspect in cancer research with the aim of predicting the
survival time of a patient on the basis of his features as precisely as possible. Often it
can be assumed that the relation between covariables and the survival time is not equal
across different subgroups of patients (e.g. cohorts from different hospitals). The aim is
to predict the survival function for a specific subgroup based on data of all subgroups to
benefit from the larger sample size. In standard subgroup analysis only the patients of
the subgroup of interest are included in the model. This might lead to instable results,
especially for smaller subgroups. As an alternative we propose a model that uses all
patients but assigns them individual weights based on their subgroup affiliation.

Weyer and Binder [2] aim at improving the stability and prediction quality for a specific
subgroup by including an additional weighted subgroup. They study the effects for a set
of fixed weights for the additional subgroup in a stratified Cox model on the stability
and performance. In our approach we use multiple additional subgroups to improve the
prediction quality of the Cox model. The optimal subgroup weights are determined by
optimizing the cross-validated Concordance index through Bayesian optimization [1]. In
an adapted version of the cross-validation only the patients of the subgroup of interest
are included in the test while all subgroups are used for training. This ensures that we
include subgroups that lead to a high predictive accuracy in our subgroup by assigning
a high weight to them. Subgroups that deteriorate the predictive performance (e.g. due
to different covariable survival time relationship) will be assigned lower weights. We
will show that with our subgroup weights optimization approach, we can improve the
predictive performance over the naive approaches, of including all related subgroups
or excluding them. As an application example we use ten non-small cell lung cancer
studies as subgroups and optimize the prediction quality for each subgroup using all
other subgroups with optimized weights.
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Correlation-Adjusted Regression Survival Scores for
High-Dimensional Variable Selection

Thomas Welchowski!, Verena Zuber® and Matthias Schmid!

Abstract

Background

The development of classification methods for personalized medicine is highly dependent
on the identification of predictive genetic markers. In survival analysis it is often nec-
essary to discriminate between influential and non-influential markers. It is common to
perform univariate screening using Cox scores, which quantify the associations between
survival and each of the markers to provide a ranking. Since Cox scores do not account
for dependencies between the markers, their use is suboptimal in the presence highly
correlated markers.

Methods

As an alternative to the Cox score, we propose the correlation-adjusted regression sur-
vival (CARS) score for right-censored survival outcomes. By removing the correlations
between the markers, the CARS score quantifies the associations between the outcome
and the set of “de-correlated” marker values. Estimation of the scores is based on in-
verse probability weighting, which is applied to log-transformed event times. For high-
dimensional data, estimation is based on shrinkage techniques.

Results

The consistency of the CARS score is proven under mild regularity conditions. In simu-
lations, survival models based on CARS score rankings achieved higher areas under the
precision-recall curve than competing methods. Two example applications on prostate
and breast cancer confirmed these results. CARS scores are implemented in the R pack-
age carSurv.

Conclusions

In research applications involving high-dimensional genetic data, the use of CARS scores
for marker selection is a favorable alternative to Cox scores even when correlations be-
tween covariates are low. Having a straightforward interpretation and low computational
requirements, CARS scores are an easy-to-use screening tool in personalized medicine re-
search.

Keywords: Biomarker discovery; Breast cancer; Multi-gene signature; Personalized
medicine; Prostate cancer; Survival modeling
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The distance correlation coefficient for right-censored
survival data

Dominic Edelmann® and Axzel Benner!

Székely, Rizzo, and Bakirov introduced the powerful concept of distance correlation as
a measure of dependence between random variables. In contrast to Pearson correla-
tion, which only measures linear dependence, distance correlation can detect any kind
of dependence including nonlinear or even nonmonotone associations. In biomedical ap-
plications, one is interested in finding associations between patient characteristics (e.g.
the expression of a certain gene) and survival time. This kind of data usually involves
right-censoring, implying that the exact survival time cannot be observed for individuals
who leave the study before they decease. Under this missingness of information, it is not
straightforward to derive consistent estimates for the distance correlation. In this talk,
we present a suitable distance correlation coefficient for right-censored survival data ac-
counting for censored observations via inverse probability of censoring weights (IPCW).
In particular, we show that the population distance correlation between covariate data
and survival times can be approximated by an IPC-weighted U-statistic. Using a simu-
lation study, we demonstrate that this coefficient is helpful to reveal associations which
can not be found with standard methods. Finally, we apply this coefficient on variable
screening for ultrahigh dimensional DNA methylation data.
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Safely Extending Procedure Types to Allow Nested Procedures as Values

Stefanie Rinderle, Manfred Reichert, Peter Dadam
On Dealing With Semantically Conflicting Business Process Changes.

Christian Heinlein
Dynamic Class Methods in Java

Christian Heinlein
Vertical, Horizontal, and Behavioural Extensibility of Software Systems

Christian Heinlein
Safely Extending Procedure Types to Allow Nested Procedures as Values (Corrected
Version)

Changling Liu, Jorg Kaiser
Survey of Mobile Ad Hoc Network Routing Protocols)

Thom Frithwirth, Marc Meister (eds.)
First Workshop on Constraint Handling Rules
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Christian Heinlein
Concept and Implementation of C+++, an Extension of C++ to Support User-
Defined Operator Symbols and Control Structures

Susanne Biundo, Thom Frithwirth, Giinther Palm(eds.)
Poster Proceedings of the 27th Annual German Conference on Artificial Intelligence

Armin Wolf, Thom Frithwirth, Marc Meister (eds.)
19th Workshop on (Constraint) Logic Programming

Wolfgang Lindner (Hg.), Universitit Ulm , Christopher Wolf (Hg.) KU Leuven
2. Krypto-Tag — Workshop iiber Kryptographie, Universitat Ulm

Walter Guttmann, Markus Maucher
Constrained Ordering

Stefan Sarstedt
Model-Driven Development with ACTIVECHARTS, Tutorial

Alexander Raschke, Ramin Tavakoli Kolagari
Ein experimenteller Vergleich zwischen einer plan-getriebenen und einer leicht-
gewichtigen Entwicklungsmethode zur Spezifikation von eingebetteten Systemen

Jens Kohlmeyer, Alexander Raschke, Ramin Tavakoli Kolagari
Eine qualitative Untersuchung zur Produktlinien-Integration iiber Organisationsgren-
zen hinweg

Thorsten Liebig
Reasoning with OWL - System Support and Insights —

H.A. Kestler, J. Messner, A. Miiller, R. Schuler
On the complexity of intersecting multiple circles for graphical display

Manfred Reichert, Peter Dadam, Martin Jurisch,l Ulrich Kreher, Kevin Goser, Markus
Lauer
Architectural Design of Flexible Process Management Technology

Frank Raiser
Semi-Automatic Generation of CHR Solvers from Global Constraint Automata

Ramin Tavakoli Kolagari, Alexander Raschke, Matthias Schneiderhan, Ian Alexander
Entscheidungsdokumentation bei der Entwicklung innovativer Systeme fiir
produktlinien-basierte Entwicklungsprozesse

Markus Kalb, Claudia Dittrich, Peter Dadam
Support of Relationships Among Moving Objects on Networks

Matthias Frank, Frank Kargl, Burkhard Stiller (Hg.)
WMAN 2008 — KuVS Fachgespréch iiber Mobile Ad-hoc Netzwerke
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M. Maucher, U. Schoning, H.A. Kestler
An empirical assessment of local and population based search methods with different
degrees of pseudorandomness

Henning Wunderlich
Covers have structure

Karl-Heinz Niggl, Henning Wunderlich
Implicit characterization of FPTIME and NC revisited

Henning Wunderlich
On span-P¢c and related classes in structural communication complexity

M. Maucher, U. Schoning, H.A. Kestler
On the different notions of pseudorandomness

Henning Wunderlich
On Toda’s Theorem in structural communication complexity

Manfred Reichert, Peter Dadam
Realizing Adaptive Process-aware Information Systems with ADEPT?2

Peter Dadam, Manfred Reichert
The ADEPT Project: A Decade of Research and Development for Robust and Fexible
Process Support Challenges and Achievements

Peter Dadam, Manfred Reichert, Stefanie Rinderle-Ma, Kevin Goser, Ulrich Kreher,
Martin Jurisch

Von ADEPT zur AristaFlow® BPM Suite — Eine Vision wird Realitdt “Correctness
by Construction” und flexible, robuste Ausfiithrung von Unternehmensprozessen

Alena Hallerbach, Thomas Bauer, Manfred Reichert
Correct Configuration of Process Variants in Provop

Martin Bader
On Reversal and Transposition Medians

Barbara Weber, Andreas Lanz, Manfred Reichert
Time Patterns for Process-aware Information Systems: A Pattern-based Analysis

Stefanie Rinderle-Ma, Manfred Reichert
Adjustment Strategies for Non-Compliant Process Instances

H.A. Kestler, B. Lausen, H. Binder H.-P. Klenk. F. Leisch, M. Schmid
Statistical Computing 2009 — Abstracts der 41. Arbeitstagung

Ulrich Kreher, Manfred Reichert, Stefanie Rinderle-Ma, Peter Dadam
Effiziente Repréasentation von Vorlagen- und Instanzdaten in Prozess-Management-
Systemen

Dammertz, Holger, Alexander Keller, Hendrik P.A. Lensch
Progressive Point-Light-Based Global Illumination
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2011-06

Dao Zhou, Christoph Miissel, Ludwig Lausser, Martin Hopfensitz, Michael Kiihl,
Hans A. Kestler
Boolean networks for modeling and analysis of gene regulation

J. Hanika, H.P.A. Lensch, A. Keller
Two-Level Ray Tracing with Recordering for Highly Complex Scenes

Stephan Buchwald, Thomas Bauer, Manfred Reichert
Durchgéngige Modellierung von Geschéftsprozessen durch Einfiihrung eines Abbil-
dungsmodells: Ansétze, Konzepte, Notationen

Hariolf Betz, Frank Raiser, Thom Frithwirth
A Complete and Terminating Execution Model for Constraint Handling Rules

Ulrich Kreher, Manfred Reichert
Speichereffiziente Reprisentation instanzspezifischer Anderungen in Prozess-
Management-Systemen

Patrick Frey
Case Study: Engine Control Application

Matthias Lohrmann und Manfred Reichert
Basic Considerations on Business Process Quality

HA Kestler, H Binder, B Lausen, H-P Klenk, M Schmid, F' Leisch (eds):
Statistical Computing 2010 - Abstracts der 42. Arbeitstagung

Vera Kiinzle, Barbara Weber, Manfred Reichert
Object-aware Business Processes: Properties, Requirements, Existing Approaches

Stephan Buchwald, Thomas Bauer, Manfred Reichert
Flexibilisierung Service-orientierter Architekturen

Johannes Hanika, Holger Dammertz, Hendrik Lensch
Edge-Optimized A-Trous Wavelets for Local Contrast Enhancement with Robust
Denoising

Stefanie Kaiser, Manfred Reichert
Datenflussvarianten in Prozessmodellen: Szenarien, Herausforderungen, Ansétze

Hans A. Kestler, Harald Binder, Matthias Schmid, Friedrich Leisch, Johann M. Kraus
(eds):
Statistical Computing 2011 - Abstracts der 43. Arbeitstagung

Vera Kiinzle, Manfred Reichert
PHILharmonicFlows: Research and Design Methodology

David Knuplesch, Manfred Reichert
Ensuring Business Process Compliance Along the Process Life Cycle
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2013-06

Marcel Dausend
Towards a UML Profile on Formal Semantics for Modeling Multimodal Interactive
Systems

Dominik Gessenharter
Model-Driven Software Development with ACTIVECHARTS - A Case Study

Andreas Steigmiller, Thorsten Liebig, Birte Glimm
Extended Caching, Backjumping and Merging for Expressive Description Logics

Hans A. Kestler, Harald Binder, Matthias Schmid, Johann M. Kraus (eds):
Statistical Computing 2012 - Abstracts der 44. Arbeitstagung

Felix Schiissel, Frank Honold, Michael Weber
Influencing Factors on Multimodal Interaction at Selection Tasks

Jens Kolb, Paul Hiibner, Manfred Reichert
Model-Driven User Interface Generation and Adaption in Process-Aware Information
Systems

Matthias Lohrmann, Manfred Reichert
Formalizing Concepts for Efficacy-aware Business Process Modeling

David Knuplesch, Riidiger Pryss, Manfred Reichert
A Formal Framework for Data-Aware Process Interaction Models

Clara Ayora, Victoria Torres, Barbara Weber, Manfred Reichert, Vicente Pelechano
Dealing with Variability in Process-Aware Information Systems: Language Require-
ments, Features, and Existing Proposals

Frank Kargl
Abstract Proceedings of the 7th Workshop on Wireless and Mobile Ad-Hoc Networks
(WMAN 2013)

Andreas Lanz, Manfred Reichert, Barbara Weber
A Formal Semantics of Time Patterns for Process-aware Information Systems

Matthias Lohrmann, Manfred Reichert
Demonstrating the Effectiveness of Process Improvement Patterns with Mining
Results

Semra Catalkaya, David Knuplesch, Manfred Reichert
Bringing More Semantics to XOR-Split Gateways in Business Process Models Based
on Decision Rules

David Knuplesch, Manfred Reichert, Linh Thao Ly, Akhil Kumar, Stefanie Rinderle-
Ma
On the Formal Semantics of the Extended Compliance Rule Graph

Andreas Steigmiller, Birte Glimm, Thorsten Liebig
Nominal Schema Absorption
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2016-05

Hans A. Kestler, Matthias Schmid, Florian Schmid, Dr. Markus Maucher, Johann
M. Kraus (eds)
Statistical Computing 2013 - Abstracts der 45. Arbeitstagung

Daniel Ott, Dr. Alexander Raschke
Evaluating Benefits of Requirement Categorization in Natural Language Specifica-
tions for Review Improvements

Philip Geiger, Riidiger Pryss, Marc Schickler, Manfred Reichert
Engineering an Advanced Location-Based Augmented Reality Engine for Smart Mo-
bile Devices

Andreas Lanz, Manfred Reichert
Analyzing the Impact of Process Change Operations on Time-Aware Processes

Andreas Steigmiller, Birte Glimm, and Thorsten Liebig
Coupling Tableau Algorithms for the DL SROIQ with Completion-based Saturation
Procedures

Thomas Geier, Felix Richter, Susanne Biundo
Conditioned Belief Propagation Revisited: Extended Version

Hans A. Kestler, Matthias Schmid, Ludwig Lausser, Johann M. Kraus (eds)
Statistical Computing 2014 - Abstracts der 46. Arbeitstagung

Andreas Lanz, Roberto Posenato, Carlo Combi, Manfred Reichert
Simple Temporal Networks with Partially Shrinkable Uncertainty (Extended Version)

David Knuplesch, Manfred Reichert
An Operational Semantics for the Extended Compliance Rule Graph Language

Andreas Lanz, Roberto Posenato, Carlo Combi, Manfred Reichert
Controlling Time-Awareness in Modularized Processes (Extended Version)

Raphael Frank, Christoph Sommer, Frank Kargl, Stefan Dietzel, Rens W. van der
Heijden

Proceedings of the 3rd GI/ITG KuVS Fachgesprich Inter-Vehicle Communication
(FG-IVC 2015)

Axel Firstberger, Ludwig Lausser, Johann M. Kraus, Matthias Schmid, Hans A.
Kestler (eds)
Statistical Computing 2015 - Abstracts der 47. Arbeitstagung

Ping Gong, David Knuplesch, Manfred Reichert
Rule-based Monitoring Framework for Business Process Compliance

Axel Firstberger, Ludwig Lausser, Johann M. Kraus, Matthias Schmid, Hans A.
Kestler (eds)
Statistical Computing 2016 - Abstracts der 48. Arbeitstagung

Axel Fiirstberger, Johann M. Kraus, Hans A. Kestler (eds)
Classification 2016 - Abstracts of the 5th German-Japanese Symposium
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2016-06 Vera Kiinzle, Sebastian Steinau, Kevin Andrews, and Manfred Reichert
An Approach for Modeling and Coordinating Process Interactions

2017-01 Hans A. Kestler, Matthias Schmid, Ludwig Lausser, Johann M. Kraus, Axel
Flirstberger (eds)
Statistical Computing 2017 - Abstracts der 49. Arbeitstagung

2018-01 Hans A. Kestler, Matthias Schmid, Ludwig Lausser, Johann M. Kraus, Axel
Fiirstberger (eds)
Statistical Computing 2018 - Abstracts der 50. Arbeitstagung
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