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Abstract

Hardware-intrinsic security studies cryptographic methods, whose implementations
are assisted by some specific physical properties of the hardware on which they
are executed. Physical Unclonable Functions (PUFs) are a predominant part of
that field and currently an active research area. The most investigated type of

PUF is the so-called silicon PUF, representing an electronic device, which is embedded in
an integrated circuit (IC) with some cryptographic functions. PUFs are used to generate a
highly secret, time-invariant, true random bit sequence, referred to as PUF response. This
randomly generated PUF response is unique for each individual PUF device and can easily
be reproduced on request inside the IC over its entire lifetime. The PUF response is derived
from the inherent randomness of some physical properties occurring from variations in the
IC manufacturing process. These variations cannot be controlled with todays technologies.
For example, the propagation delay of logic gates or the initialization state of memory cells
can be used in order to generate a PUF response. Since such behaviors cannot be controlled,
it is extremely unlikely to produce two PUFs with the same response. This is the reason
why PUFs are called unclonable. Even the IC manufacturer cannot predict the individual
response of an embedded PUF without performing a readout after IC manufacturing. If the
IC manufacturer prevents the possibility to readout a PUF response in any way, not even by
using any kind of IC tampering, the PUF response becomes secret to everyone.
Since PUFs can be interpreted as highly secret, true random bit sources, they are predes-

tined for a variety of cryptographic applications such as, for example, secret key generation
and storage, identification and authentication of various entities. A PUF response exists in
its binary form only for a very short active time period during execution of the cryptographic
function in which it is involved. Otherwise, in predominantly inactive periods, it is hidden in
its analog form, consisting of unclonable analog physical parameter values of the PUF device.
Every attempt to manipulate these parameter values uncontrollably changes the binary PUF
response. Consequently, the PUF response is inseparably merged with the IC hardware and
it is not possible to reconstruct its binary value during inactive periods. In the very short
active periods, when the PUF response exists in its binary form, its secret can be protected
by additional methods. Due to external influences like changes of temperature, supply volt-
age or IC aging, many PUF variants cannot reproduce their binary responses error-free. For
such error-prone PUFs, methods from the field of error-correcting codes have to be applied
to reliably reproduce binary PUF responses.
In current applications, however, all PUF types are only equipped with classical error-

correcting codes, which are not tailored to the specific properties of individual PUF types.
Consequently, the possibilities of reliability improvements of error-prone PUFs are not com-
pletely exhausted.
This dissertation considers several aspects of PUFs from the perspective of coding theory.

Traditionally, for error correction in PUFs, a worst-case bit error probability is used in or-
der to model the binary symmetric channel. As existing results in the literature indicate,
this is a very conservative and sometimes even pessimistic assumption. In the theory of
error-correcting codes, knowing characteristics of a channel is always beneficial in order to
design codes that lead to an improvement of the error-correction performance. We derive
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channel models for two different PUF variants, namely Ring Oscillator PUFs (ROPUFs)
and Dynamic Random Access Memory (DRAM) PUFs. Using DRAM to construct PUFs
is a comparatively new approach proposed in the literature. In contrast to the established
variants, PUF responses extracted from DRAM are heavily biased towards either “0” or “1”,
and hence, debiasing methods have to be applied in addition to error correction. We propose
methods that can be applied to solve the debiasing problem.
When dealing with noisy responses, secure sketches are a widely used concept. When

reproducing a PUF response based on an erroneous re-extracted response, so-called helper
data which are calculated and stored during initialization have to be used to map responses
to codewords, such that decoding algorithms can be applied. We propose and analyze a new
secure sketch that only uses an error-correcting code, but no further helper data. Also, we
use our channel model, which we derived for ROPUFs, to construct new secure sketches.
Furthermore, we propose specific code constructions that can be used for error correction in

the context of PUFs. Block codes and convolutional codes are considered for that purpose and
we explain how to improve existing results from literature by using code classes (Reed–Muller
codes, Reed–Solomon codes), decoding techniques (generalized minimum-distance decoding,
power decoding, list decoding, using soft information at the input of the decoder, sequential
decoding) or coding techniques (generalized concatenated codes), that have not been applied
to PUFs before. Our code constructions result in a smaller block error probability, decoding
complexity or codeword length in comparison to existing implementations.
The final part of this dissertation deals with security aspects. In particular, we consider tim-

ing attacks on the decoding algorithm, as a representative of the huge family of side-channel
attacks. We study two techniques to prevent such attacks, namely a masking technique, as
well as a modified decoding algorithm with a runtime that is constant and independent of
the received word.
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1
Introduction

Kerckhoffs’s principle, formulated in 1883, is a very well-known and basic concept
in cryptology. It indicates, that the security of a cryptosystem has to depend solely
on the secrecy of the key, while the cryptographic algorithm itself is publicly
known. The public knowledge of the algorithm allows, that a large community is

able to analyze the system concerning its weaknesses. This concept significantly contributes
to the improvement of cryptographic algorithms. If no efficient attack is found after a certain
amount of time, the system is assumed to be secure with high probability. On the other hand,
defining the key to be the only secret is the reason, why generation and protection of the
secret key needs special attention.
A classical solution to the problem of key generation is to produce a key by using a Pseudo

Random Number Generator (PRNG). A PRNG is a deterministic algorithm, which based on
an initial value that is called seed, produces a number that cannot be distinguished from
a true random number by applying statistical methods [BRS+10]. While pseudo random
numbers produced in such a way are good enough for many applications like, for example,
numerical simulations or software tests, their quality is not sufficient for cryptographic pur-
poses. Moreover, an attacker who gets knowledge about the seed for any reasons, is able
to reproduce the generated numbers. To increase the quality of random numbers, they can
be produced based on the state of complex physical systems, that cannot be influenced by
todays technologies.
The classical solution to the problem of secure key storage is to store a key in a non-volatile

memory, that is protected against attacks. A memory can be protected by applying physical
techniques, which can be implemented by cryptographic co-processors that, for example,
notice when probes are used to conduct measurements, or when the power supply is changed.
As soon as any manipulation is detected, all secret data will be destroyed. Such a physical
protection is expensive and complex. In addition, there exist various attacks that can be
performed in order to compromise a secret that is hidden in a non-volatile memory, even when
protection mechanisms are used. Information about a famous cryptographic co-processor can,
for example, be found in [DLP+01].
As an alternative to the classical solutions, a true random number can be generated directly

on an integrated circuit (IC) by exploiting its physical state. Hence, an embedded Random
Number Generator (embedded RNG) can be designed. For this purpose, many requirements
from embedded systems are inherited: ICs are required to be fabricable in mass production
with a minimum amount of cost. Additionally, they are expected to consume as little chip
area as possible and to efficiently produce random numbers in a short amount of time with
high reliability. It also has to be considered, that the environmental conditions are able to
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1 Introduction

change during operation. According to [Wue08], we distinguish two types of such embedded
RNGs: For both types, we consider a set of ICs that is produced with identical lithographic
masks and hence, each IC fulfills the same functionality. Each IC implements an embedded
RNG that can be invoked by a function call.

1. Type 1: Each time when an IC is invoked by a function call, it generates a new binary
random number that is unpredictable and fulfills the security requirements of crypto-
graphic applications. The random numbers that are created by the ICs are independent
of each other.

2. Type 2: During initialization, each IC produces a different unpredictable binary random
number. In contrast to embedded RNGs of Type 1, further function calls do not generate
new random numbers. Instead, with each function call to an IC, the random number
which it produced during initialization is regenerated. This behavior also persists in
cases where the power supply was interrupted.

The embedded RNGs of type 1 specify True Random Number Generators (TRNGs), while
Physical Unclonable Functions (PUFs) are used to implement embedded RNGs of type 2. ICs
that contain a PUF are used to generate cryptographic keys and simultaneously to protect
them from manipulation by providing unclonability. The randomness is extracted from the
physical characteristics of the IC. For example, delay characteristics of components or the
behavior of memory cells can be exploited. A secret is unique for each IC, since the physical
characteristics that are used depend on random variations within the manufacturing processes
of physical objects, which cannot be controlled by the manufacturers due to physical and
technical reasons. The secret generated in this way can be used in order to replace a PRNG
for the secure generation of a cryptographic key.
Since the characteristics that are used in order to extract the secrets are robust over time,

random numbers can be regenerated on demand and hence, a non-volatile memory that is
used as key storage can be omitted. A secure key storage is implemented implicitly by
the reproduction of the secret, when it is required by the cryptosystem. In contrast to a
cryptographic co-processor, a PUF does not need energy in order to keep its secret. Hence,
the secret is available in the system only for a very limited time. The binary random number
that is produced by a PUF is usually called response and can be interpreted as the identifier
of the IC, similar to a fingerprint that serves as identifier for a human being. In many cases,
environmental conditions like temperature or supply voltage are able to induce some errors
in the regenerated responses. This behavior makes PUFs interesting for people from the field
of coding theory, since error-correcting codes can be used to circumvent this problem.

1.1 History of PUFs

This section briefly summarizes the emerge of PUFs from a historical point of view. One of
the most prominent early examples of using randomness in order to identify physical objects
is the identification and authentication of missiles during the cold war, as proposed by Bauder
in the 1980s [GM89]. Particles are randomly distributed on the surface of missiles. In an
initialization phase, pictures are taken while the missiles are illuminated from different angles.
Later, for identification, new pictures are compared to the initial ones. More early examples of

2



1.2 Related Fields

identifying objects by using randomness induced through physical properties are summarized
in [RDK12].
Usually, the birth of PUFs is accredited to Pappu [Pap01, PRTG02]. Since the idea of

using randomness in physical systems for identification purposes was given in the context of
one-way functions that are used by various cryptologic concepts, the technology was called
Physical One-Way Functions. In contrast to PUF constructions which are used nowadays, the
functions suggested by Pappu are optical-based instead of silicon-based. The functionality
of these so-called optical PUFs is similar to the identification of missiles described above.
Initially, some particles are randomly distributed on the surface of a transparent token. A
laser is used to generate a two-dimensional speckle pattern, depending on the token and the
configuration of the laser. Next, a camera is applied to capture that speckle pattern. Finally,
the image is transformed to a binary sequence by using a hash function. As can be seen in
a comparison of different constructions, the optical PUF can be interpreted as benchmark
relating to its properties and security aspects, cf. [Mae13, Table 3.1]. Nevertheless, the optical
PUF is rather useless in modern applications, since its operation requires a large experimental
setup including all the mentioned components1.
This problem was tackled from 2002 with the proposal of silicon PUFs, which can directly be

implemented on an IC in addition to the ICs functionality [GCVDD02, Gas03]. Randomness
is derived from statistical variations that occur during the manufacturing process and affects
delays of wires or other components within an IC. Many constructions based on that concept
were proposed in the following years. The constructions that are most often used in todays
applications, and also within this dissertation, will be discussed in Chapter 2.1.1.

1.2 Related Fields

PUFs constitute an essential part of hardware intrinsic security, a field that deals with “secu-
rity and cryptographic mechanisms embedded in hardware” [SN10]. Besides PUFs, hardware
intrinsic security deals with hardware related attacks and countermeasures. This section
highlights the overlaps of PUFs and other scientific fields.
Closely related to PUFs is the field of biometrics. Both, biometrics and PUFs, are used to

identify something based on unique features which are supposed to be unclonable. Biometrics
identifies persons, while PUFs are used to identify physical objects. Often, the response of
a PUF is called the object’s fingerprint. Both fingerprint and responses, identify an object
uniquely, are inherently present in the object from the moment of its creation, and are re-
producible over time. Also, both fields are dealing with noisy data that have to be used in
cryptologic applications, since fingerprints as well as PUF responses are not perfectly repro-
ducible due to physical reasons, such as noise that is present when measuring the state of a
physical system. Many methods used for post-processing of noisy PUF measurements, like
secure sketches and fuzzy extractors, originate from the field of biometrics. In both fields,
physical measurements are translated into bit sequences, which are then used in cryptologic
protocols. In contrast to PUFs, some biometric features like fingerprints can be extracted
without having access to the physical feature, e.g., fingerprints left on some objects can be
restored by using forensic approaches. The secrets of PUFs, however, cannot be revealed with-
out access to the corresponding PUF. Literature, e.g. [TSK07], often explains the common

1A miniaturized construction of an optical PUF developed for experimental reasons can be found in [SSO+07].
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1 Introduction

concepts simultaneously in the context of biometrics and PUFs.
Quantum physics can also be used in order to make objects physically unclonable. Ac-

cording to the no-cloning theorem, it is not possible that an unknown quantum state can be
copied. Hence, adding a quantum state, that is only known to an issuer, to a physical object,
prevents attackers from cloning the object. Presently, approaches from the field of quantum
physics are only of theoretical interest, since they require to maintain quantum states over
long periods. Also, implementing quantum physical solutions today contradicts to the aim of
providing low-cost solutions.
Since PUF responses are usually noisy, methods from the field of error correction are

required. However, PUFs are not the only area within cryptology where error-correcting
codes are applied. Cryptosystems based on error-correcting codes are studied in the context
of post-quantum cryptology, which aims for the design of cryptologic algorithms which, in
contrast to the widely used methods based on number theory, are resistant against attacks
by quantum computers. An overview about cryptologic protocols based on error-correcting
codes can be found in [BBD09].

1.3 Outline

The structure of this dissertation follows the different topics that can be considered in the
field of PUFs. First, Chapter 2 provides an introduction to both, Physical Unclonable
Functions and coding theory, in order to connect these to fields as well as their, usually
disjoint, communities. In Section 2.1, PUFs are defined and their properties are summarized.
The most often used PUF constructions are given as examples of specific implementations,
namely the Arbiter PUF, Ring Oscillator PUF (ROPUF) and SRAM PUF. Also, examples
for applications of PUFs are provided. Section 2.2 deals with the fundamentals of coding
theory and is divided according to the common model used in communications engineering,
that consists of transmitter, channel, and receiver. Section 2.3 completes the preliminaries
by linking PUFs and coding theory.
In order to simplify the access to the field of PUFs, a design decision was made: The extent

of the preliminaries is reduced to the required amount of information that is necessary to
study any other chapter of the dissertation. Previous knowledge, which is only needed within
a specific chapter, is summarized at the beginning of the corresponding chapter. For example,
Reed–Solomon codes, that are used for error correction in Chapter 5, will be introduced at the
beginning of that chapter. With this decision in mind, the reader is encouraged to jump to the
chapter in which he or she is most interested in, without the torture of going through theories
that are not needed there. Chapters 3–6 contain new results. Most of them are already
published and hence, the references are given at the end of each chapter’s introduction.
As we will learn while studying the preliminaries, error-correcting codes are an essential

component when constructing reliable security schemes based on PUFs. When implementing
error correction for PUFs, channel and error models have rarely been considered in the lit-
erature so far. Instead, most error-correcting schemes for that application are based on very
general channel models, like the binary symmetric channel. In Chapter 3, a channel and
error model for ROPUFs is developed in Section 3.2, inspired by a similar channel model for
SRAM PUFs that exists in the literature and is revisited in Section 3.1. Developing PUFs
based on DRAM is a comparatively new approach when constructing PUFs. Section 3.3 intro-
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1.3 Outline

duces to the established concepts used to extract responses from DRAM and derives channel
models. In general, channel models can be used for improving error correction by selecting
coding techniques that are particularly suited for these models. In the field of PUFs, channel
models can in addition serve as the basis of so-called secure sketches.
Chapter 4 deals with such secure sketches, which are applied in order to reliably regenerate

PUF responses from noisy and thus erroneous measurements. Well-known schemes from
literature are reviewed in Section 4.1. New algorithms are constructed in the remainder of
the chapter. In Section 4.2, a scheme that avoids extra helper data for regenerating responses
is introduced and analyzed. Section 4.3 introduces new soft-decision secure sketches developed
for ROPUFs. These algorithms depend on one of the channel models derived in Chapter 3.
Error correction is an important and indispensable component of a secure sketch. In Chap-

ter 5, constructions of error-correcting codes that can be applied to improve existing con-
structions from literature are proposed. The chapter is sub-divided into constructions based
on block codes and constructions based on convolutional codes, a classification which repre-
sents the differentiation usually done in the channel coding literature. Section 5.1 proposes
ordinary concatenated codes based on Reed–Muller and Reed–Solomon codes that improve
the results of a reference implementation from literature. Also, for the first time general-
ized concatenated codes are applied to PUFs. All the proposed code constructions based
on concatenated codes outperform a well-known reference implementation. In Section 5.2,
techniques from the field of convolutional codes that have not yet been applied to PUFs are
discussed, implemented, evaluated and compared to a reference implementation from litera-
ture.
Chapter 6 touches the huge field of side-channel attacks. After giving a summary on

methods that can be applied to attack PUFs, the contributions of the chapter are approaches
to prohibit some types of side-channel attacks. Therefore, the use of a masking scheme as
well as the design of a decoding algorithm with constant runtime is proposed.
Finally, Chapter 7 summarizes and concludes the contents discussed in this dissertation,

and provides an outlook to future research in the field of hardware intrinsic security.
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2
Preliminaries

This chapter provides general fundamentals about both Physical Unclonable Func-
tions (PUFs) and coding theory. The discussion of preliminaries that are only
needed within individual chapters, for example, specific code classes, is postponed
until required in favor of an improved readability. In addition, the following chap-

ters aim for being readable widely independent from each other, by knowing the general
fundamentals presented in this chapter. Section 2.1 introduces PUFs. Definitions are given
and illustrated by examples. Also, some applications are stated in order to emphasize the
practical relevance of the topic. Section 2.2 deals with the basic concepts of coding theory.
Section 2.3 connects coding theory and PUFs. Hence, the contribution of this chapter is not
only to provide a summary of preliminaries that are required to understand the rest of the
dissertation, but also an approach to connect the communities from the fields of hardware
intrinsic security and coding theory.

2.1 Physical Unclonable Functions

The origin of Physical Unclonable Functions (PUFs) is usually accredited to Pappu [Pap01].
This and other early works often use the terms Physical Random Functions or Physical One-
Way Functions. All three terms can be used interchangeably. In this work we use the term
Physical Unclonable Function, since that one is nowadays most often be used1. We start by
defining what PUFs are in Section 2.1.1, state their properties in Section 2.1.2, and provide
examples how PUFs actually can be constructed in Section 2.1.3. Finally, Section 2.1.4 gives
examples of possible applications for which PUFs can be used. More extensive details about
the subjects of Section 2.1 can be found in common literature about PUFs, e.g., [Mae13,
BH12, WS14, SN10].

2.1.1 Definitions

Intuitively, a PUF can be understood as a physical object, from which a random bit sequence
can be extracted, based on intrinsically present randomness that exists inside this object, due
to uncontrollable and thus random variations in manufacturing processes of physical objects.
Until today, the term PUF has been used for a variety of constructions. Often, provided
definitions are ambiguous and vague. According to the multitude of publications concerning
PUFs, the essential properties of PUFs can be summarized as done in Definition 2.1 (a).

1Also the term Physically Unclonable Function is widely used. [Mae13, Chapter 2.3.1] provides an extensive
discussion about the linguistic differences between Physical and Physically Unclonable Functions.
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2 Preliminaries

Additionally, Definitions 2.1 (b) and (c) define subclasses, which are often distinguished in
literature.

Definition 2.1. (a) A Physical Unclonable Function (PUF) is an unclonable physical ob-
ject from which a unique and reproducible random bit sequence of finite length n, a
so-called response, can be extracted.

(b) A PUF is called silicon PUF, when an integrated circuit (IC) that can be used as PUF
is embedded on a silicon chip (e.g. [GCVDD02]).

(c) A PUF is called intrinsic PUF, if it is present on the device without the need of adding
additional steps during the manufacturing process.

Definition 2.1 (a) includes the most important properties which a PUF needs to possess:
uniqueness, reproducibility, and unclonability. Figure 2.1 visualizes uniqueness and repro-
ducibility. The horizontal axis of the figure visualizes the uniqueness property: Let PUF1,
. . . , PUFζ denote ζ PUFs from the same manufacturing line, i.e., ζ physical objects with
the exact same functionality. Although having the same functionality, these objects differ in
physical characteristics like, for example, the delay behavior in their components. Such char-
acteristics cannot be influenced by the manufacturer during the manufacturing process due
to physical and technical reasons. It is important to note, that these random properties are
not added in an extra step during the manufacturing process, but they do intrinsically exist.
Hence, they are often denoted as intrinsic randomness and are widely known as variabilities
in the manufacturing process. They do not actively influence the object’s functionality, be-
cause these effects are too insignificant for that purpose. However, they can be used in order
to extract a bit sequence of finite length n, which depends only on these random effects. The
goal is to attain uniqueness, i.e., to use the intrinsic randomness in such a way that no two
PUFs produce the same response. In an ideal world, responses from different PUFs differ in
50% of the positions.
Since the characteristics of the objects which are used to produce the PUF responses cannot

be controlled by the manufacturer, unclonability it attained. Two types of unclonability are
distinguished. Physical unclonability, which means the impossibility to produce a physical
clone, i.e., it is impossible, even for the manufacturer, to fabricate a physical copy of a given
PUF such that the copy produces the exact same response as the original. On the contrary,
mathematical unclonability deals with the development of a mathematical clone. This can be
a software, based on algorithms from the field of machine learning, which mimics the behavior
of the corresponding physical object. Often, a PUF is called unclonable, if both physical and
mathematical unclonability is provided.
The vertical axis of Figure 2.1 visualizes reproducibility. Since the aforementioned intrinsic

randomness is static over the lifetime of a PUF, responses can be re-extracted at different
moments in time. Since PUFs behave sensitive to environmental conditions like changes
in temperature, supply voltage or chip aging, responses in general are not perfectly repro-
ducible2. Hence, responses extracted from the same PUF are expected to differ in some
positions. This drawback can be handled by error correction, which is the central topic in
this dissertation.

2In [LWK15] a perfectly reproducible PUF is proposed. The construction uses an arbiter with feedback, in
order to expand the distance of the race of the two signals and thus to have a clear result.
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#PUFs

time t

PUF1

10110110...1

10010110...1

10111110...1

10010010...1︸ ︷︷ ︸
length n

PUF2

00011011...0

10011011...0

00011010...0

01011011...0

. . . PUFζ

00110110...0

01110100...0

00110010...0

00010110...0

Figure 2.1: Uniqueness and reproducibility are the core properties of PUFs. Uniqueness,
represented by the horizontal direction, ensures that responses extracted from
different PUFs vary with a sufficiently large distance. Reproducibility, shown in
the vertical direction, guarantees that a response of a PUF can be reproduced
when needed, by evaluating the same PUF again. Since PUFs behave sensitive to
environmental conditions, some bits of the regenerated responses are erroneous,
as indicated by the red colored bits.

In addition to the properties uniqueness, reproducibility, and unclonability, Definition 2.1
emphasizes that a PUF is a physical object. Although it is named function, it is important to
stress, that a PUF is not a deterministic function in a mathematical sense. As explained in the
context of reproducibility, the function’s output is not always the same, like we would expect
when using a mathematical function. Even when sometimes considered as a deterministic
function, it is beneficial to think of it as a probabilistic function or a physical object, like an
IC, a chip card, or an FPGA.
A second type of PUF does not only have an output as depicted for the PUFs in Figure 2.1,

but also an input. While the output of a PUF is called response, the input is called challenge.
A pair consisting of a challenge and the corresponding response is called challenge-response
pair (CRP). Using a PUF with such a challenge-response behavior, responses depend on
the used challenge in addition to the random effects within the device. Depending on the
application, either a PUF with or without challenge-response behavior is the proper choice.
Often in the literature, weak and strong PUFs are distinguished. A PUF is called strong,

when the number of possible CRPs is large. “Large” is usually not precisely specified, but
means a number large enough, such that an adversary is not able to apply a learning algorithm
to produce a mathematical clone. A PUF that is not strong is called a weak PUF. Weak
PUFs, in contrast, have a small number of possible CRPs. The extreme case is a PUF from
which only one possible response, often called its fingerprint, can be extracted. Such a PUF
is also called Physical Obfuscated Key (POK). Common literature, as for example [HYKD14],
often classifies specific PUF constructions either into the category strong or weak. However,
such a classification can be misleading in some cases, since most constructions can act as
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2 Preliminaries

strong or weak PUF, depending on the specific implementation3.

2.1.2 Quality Measures

Usually, the measures of average inter-response distance and average intra-response distance
are used in order to evaluate the quality of uniqueness and reproducibility, respectively. Most
often the Hamming distance

distH(x,y) = |{i : xi 6= yi}|,

(where x,y are any vectors of the same length) is used as distance measure when comparing
PUF responses. In parts of this dissertation, additional measures are used according to
[MCMS10] in favor of comparability of results. Both, the standard as well as the additional
quality measures are introduced in Definition 2.2.

Definition 2.2. a) The average inter-response distance is a measure used to evaluate the
uniqueness of a PUF construction by studying the distance between responses from
different devices. The responses of all pairs of PUFs contribute to that calculation, i.e.,

2

ζ(ζ − 1)
·

(
ζ−1∑
u=1

ζ∑
v=u+1

distH(ru, rv)

n

)
, (2.1)

where ζ is the number of PUFs, n is the response length, and ru and rv are the reference
responses of devices u and v, respectively. The optimal value of the average inter-
response distance in order to maximize the entropy is 0.5.

b) In a true random bit sequence, we expect half of the bits to be “1” in order to provide a
bias-less random number. The relative Hamming weight of a PUF response gives us the
relative number of ones in that response, i.e., the relative Hamming weight of response
r = (r1, . . . , rn) is

1

n
·
n∑
i=1

ri. (2.2)

To maximize the entropy, the optimal value of the relative Hamming weight is 0.5.

c) When comparing bit i (i = 1, . . . , n) in responses extracted from different PUFs, the
desired aim is that bit position i has a “1” in half of the considered responses. This
measure is called bit-aliasing. The bit-aliasing value for position i can be calculated by

1

ζ
·

ζ∑
j=1

ri,j , (2.3)

where ζ is the number of PUFs and ri,j is response-bit i extracted from device j. When
optimizing the entropy, the desired value of bit-aliasing at position i is 0.5.

3This becomes obvious when reviewing the response generation for Ring Oscillator PUFs (ROPUFs) and
Static Random Access Memory (SRAM) PUFs in Examples 2.4 and 2.7, respectively.
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d) The average intra-response distance is a measure which studies the difference between
responses extracted from the same device, in order to evaluate reliability. This is done
by calculating the distance between reference response and re-extracted responses. The
average intra-response distance of device j is calculated by

1

`
·
∑̀
k=1

distH(rj , rj,k)

n
, (2.4)

where ` is the number of re-extracted responses from PUF j, rj is the reference response
of PUF j, and rj,k is the kth re-extracted response from PUF j. Perfect reliability is
guaranteed with an average intra-response distance of 0.0. The aim is to obtain an
average intra-response distance close to zero.

e) The total number of distinct response bits that altered at least once, considering all
measurements from one PUF should be close to zero.

Examples of these measures obtained with real-world PUF data can be found in Ap-
pendix A, Figures A.1–A.8.

2.1.3 Examples

In the literature, a multitude of different PUF constructions were proposed. We focus on
silicon PUFs, according to Definition 2.1 (b), since this type is usually used for security
purposes. Silicon PUFs can be classified into delay-based PUFs and memory-based PUFs.
The intrinsic randomness of delay-based PUFs occurs from delays in the PUFs’ components,
while memory-based PUFs extract randomness based on random effects concerning memory
cells. First, we give two popular examples from the family of delay-based PUFs. Example 2.3
explains Arbiter PUFs as introduced in [LLG+04], while Example 2.4 explains Ring Oscillator
PUFs (ROPUFs) as proposed in [GCVDD02].

Example 2.3. Arbiter PUFs were introduced in [LLG+04]. As visualized in Figure 2.2, an
Arbiter PUF consists of two, symmetrically designed, paths on an IC. These two paths are
simultaneously stimulated with a signal. On the path through the IC, ν switching devices
with two inputs in0i , in

1
i and two outputs out0i , out

1
i each, are passed (i = 1, . . . , ν). Depending

on a challenge bit xi, switch i is configured. If xi = 0, the input in0i of switch i is straightly
connected with output out0i , and the input in1i is straightly connected with output out1i . If
xi = 1, the inputs and outputs of switch i are connected crosswise, i.e., input in0i is connected
with output out1i , and input in1i is connected with output out0i . If this construction is used
as PUF, the bits x1, x2, . . . , xν can be set by a binary challenge of length ν. Depending on
which path is faster when transmitting the signal, the arbiter outputs either “0” or “1”, which
can be interpreted as response bit.
In order to generate responses of length n, several constructions exist. For example, the

circuit can be evaluated n times using n different challenges. Alternatively, n of the circuits
visualized in Figure 2.2 can be used to be evaluated with the same challenge. This latter
approach only needs ν challenge bits, however much more chip area is required. In order to
complicate model building attacks based on machine learning algorithms, an Arbiter PUF
construction that uses intermediate results in order to configure some of the switching devices
was suggested in [Lim04].
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x1

in0
1

in1
1

out01

out11

x2

in0
2

in1
2

out02

out12

xν

in0
ν

in1
ν

out0ν

out1ν

Arbiter

0/1

Figure 2.2: Arbiter PUF as proposed in [LLG+04, Lim04]. A signal simultaneously propagates
on two different paths, which are configured by a binary challenge. Depending on
which path transmits the signal faster, an arbiter generates either “0” or “1”.

Example 2.4 explains ROPUFs according to [SD07]. There was an earlier proposal by
[GCVDD02, Gas03], however literature most often cites [SD07] as the earliest proposal. Our
results in Sections 3.2, 4.3 and 5.2.4 are based on ROPUFs.

Example 2.4. A ring oscillator is a circuit that consists of a NAND gate and inverters. If a
signal propagates through, the circuit oscillates with a certain frequency, which is determined
by the delays in the circuit’s components. Since these delays are defined by uncontrollable
variations during the manufacturing process, it is impossible to manufacture an ring oscillator
with an exact predetermined frequency or two ring oscillators with the exact same frequency.
A Ring Oscillator Physical Unclonable Function (ROPUF) consists of ξ ring oscillators. The
output of one bit is produced by comparing the frequencies of two selected ring oscillators.
In order to produce a length-n response, n pairs of ring oscillators have to be selected and
compared. Response bit i is produced by comparing the frequencies of the ring oscillators in
pair number i. The structure of an ROPUF is shown in Figure 2.3.

RO1

...

ROξ

MUX

Counter

Counter

≥ 0/1

Figure 2.3: Ring Oscillator Physical Unclonable Function (ROPUF). A response bit is pro-
duced by comparing the frequencies of two ring oscillators.

a) To realize a weak PUF, a fixed sequence of ring oscillators has to be chosen for compari-
son. In order to maximize entropy, the response bits have to be generated independently.
For fulfilling that requirement, the ring oscillator pairs have to be chosen such that no
correlations exist. For example, choosing the

(
ξ
2

)
possible pairs for producing a response

of length
(
ξ
2

)
reduces entropy, since we know the bit produced by comparing the ring
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2.1 Physical Unclonable Functions

oscillators of pair (RO1, RO3), when we already know the bits produced by comparison
of the ring oscillators in the pairs (RO1, RO2) and (RO2, RO3). To circumvent this
effect, disjoint pairs of ring oscillators have to be chosen.

b) Implementing a strong PUF requires the possibility to produce a huge challenge-response
set. Two possible solutions are proposed in [SD07]. Similar to the Arbiter PUF, ring
oscillators can be extended, such that the delay path can be configured by challenge
bits. When implementing the ROPUF on re-programmable logic like an FPGA, the
challenge bits can be used in order to configure the ring oscillators. For example, the
number of inverters can be chosen.

ROPUFs are a popular choice for PUF implementations on FPGAs. Since ROPUFs are
comparatively slow, large and consume more power than some other constructions, they are
not suited for resource-constrained implementations like, for example, RFID [SD07].

Remark 2.5. A variety of improvements has been suggested after ROPUFs were proposed.
In [MS09] and [MS11], uniqueness suffering from correlated process variations is improved by
suggesting a new design methodology. Also, a configurable ring oscillator design is studied, in
order to enhance reliability, which is influenced by environmental conditions. [YQ10] proposes
a sequential pairing algorithm to extract a random response from an ROPUF. This approach
aims for an improved hardware utilization. [MKS12] suggests a method that can be used to
expand the set of CRPs of an ROPUF in an area-efficient way.

Remark 2.6. A dataset, consisting of frequency measurements extracted from ROPUFs, is
available in [MCMS10]. Responses generated from the measurements in that dataset are used
within this dissertation as a source of real-world ROPUF data. The available frequency data
were originally gathered by using 125 devices with 100 extracted responses per device. Later,
the set of devices was extended to 193. The original dataset was analyzed by the creators
of the dataset in [MCMS10]. Analysis of the extended dataset can be found in Appendix A.
Even the amount of data is small from a statistical point of view, Table A.2 in Appendix A
shows that in the field of PUFs, that amount of data is much more than the amount of data
from which conclusions are usually drawn in the literature.

Besides delay-based PUFs, memory-based PUFs are very popular in applications, since
memory cells are intrinsically present in many devices. Most memory-based PUFs extract
randomness from the initial values of memory cells. A memory cell is a digital circuit with at
least two possible stable states. Usually, when a memory cell is moved to an unstable state,
it converges to one of the stable states, influenced by the random physical properties of its
components. Example 2.7 explains SRAM PUFs, as introduced independently in [GKST07]
and [HBF07]. They are one of the most often used memory-based PUFs. Our results in
Chapter 5.2 are based on SRAM PUFs.

Example 2.7. SRAM PUFs are based on the initialization behavior of static random access
memory (SRAM) cells. An SRAM cell is a circuit constructed based on two cross-coupled
inverters. These memory cells have two possible stable states and, hence, can store two
possible values, “0” and “1”. Usually, devices are equipped with huge sets of memory cells
and thus are able to store huge amounts of bits. When the device is turned on, each memory
cell starts in a so-called unstable state, before directly converging to one of its two possible
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stable states. The stable state, which is chosen by a cell, is determined by a static component
and by a dynamic component. The static component represents the physical mismatch of the
cells’ inverters, which is determined once per cell by uncontrollable physical effects during
the manufacturing process. The dynamic component represents the noise, which is different
for all cells and varies over time. In order to extract a response, a range of memory cells is
read after initialization. To implement a strong PUF, a challenge can be used to select the
memory cells, which are considered for extracting the response.
Based on experiments with SRAM cells, [GKST07] detected that the stable state, to which

a cell converges, is random for each cell. Hence, the uniqueness property is fulfilled. It
was also observed, that most of the cells always initialize to the same state with very high
probability, and hence, responses can be reproduced. However, a comparably small amount of
SRAM cells does not have a preferred initialization behavior. This situation occurs, when the
noise dominates over the mismatch of the inverters. This observation explains why responses
are not perfectly reproducible. In [MTV09a], a mathematical model for the distribution of
SRAM responses was derived. This model is briefly revisited in Chapter 3.1 in the context of
channel models and was used to generate responses in the results presented in Chapter 5.2.

Remark 2.8. Responses extracted from SRAM PUFs were published and analyzed in [Wil17].
The published data were gathered by using 144 devices with 101 extracted responses per
device, each in 2015 and 2016.

Remark 2.9. Other types of memory-based PUFs have been proposed in the literature.
Most of them are based on the same principles as SRAM PUFs, but differ in the components
used to construct the memory cells. Butterfly PUFs, as proposed in [KGM+08], use two
cross-coupled latches instead of inverters, in order to mimic the behavior of an SRAM cell.
Using that construction, two problems posed by SRAM PUFs are circumvented: The main
drawback of SRAM PUFs is, that bits are extracted after the initialization of the memory
cells, leading to a reboot of the device, which is necessary for extracting a response. Second,
using re-programmable devices like FPGAs, often zeros are forced to be written into the cells
directly after initialization, and hence, the random values cannot be accessed. The memory
cells of a Butterfly PUF, however, can be excited by high voltage in order to transfer the cell
in an unstable state during the operation of the device. If the voltage is lowered again, the
cell will converge to one of the two possible stable states.
A similar construction which uses two cross-coupled NOR-gates, in order to implement

a memory cell, was proposed in [SHO07] and can be found under the name Latch PUF in
established PUF literature. Both, Butterfly and Latch PUFs are not fully intrinsic. Their
components are available on the platform, however, they require dedicated circuits which
have to be placed carefully in a special manner to guarantee the desired PUF behavior.
Flip-flop PUFs, as proposed in [MTV08], use the powerup values of flip-flops as response

bits. In contrast to Butterfly and Latch PUFs, flip-flop PUFs are fully intrinsic, like SRAM
PUFs. Like in Butterfly and Latch PUFs, the initial values can be easily extracted without
a reboot, even when FPGA implementations are used. The main drawback of flip-flop PUFs
is an extensive post-processing of the extracted bits due to a weak response inter-distance.

A comparatively new direction that occurs in the literature, is to use DRAM for the extrac-
tion of PUF responses. PUFs based on DRAM additionally use other principles to extract
responses than the memory-based constructions discussed so far. Since this dissertation also
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includes results concerning the generation of PUF responses from DRAM, a discussion is
postponed to Chapter 3.3.

2.1.4 Applications

Most often, PUFs are applied in order to implement secure key generation and secure key stor-
age. However, literature lists many additional applications from the field of cryptology, where
PUFs can be applied as an alternative to classical methods. For example, PUFs can be used
for identification [HBF07], authentication [SD07], intellectual property protection [GKST07],
and counterfeit prevention [TB06]. Since there exists a huge variety of applications, this list
does not claim to be complete. Rather, it aims at giving an intuition, that the topic consid-
ered in this dissertation is far away from pure theoretical interest and is relevant for lots of
practical applications. It also has to be mentioned, that there are already companies, which
focus on PUFs in their core business. For example, Intrinsic ID applies the SRAM technology
in products which can for example be used for authentication purposes [Inc18]. Arbiter and
ring oscillator technology can be found in products for authentication and key generation de-
veloped by Verayo [Ver18]. Also, FPGAs often include PUFs, cf. Altera [LKA15] and Xilinx
[Pet18].

Generation of Cryptographic Keys

Cryptographic keys have to be random, unique and unpredictable. In order to provide ran-
domness, Pseudo Random Number Generators (PRNGs) are often used. A PRNG is a de-
terministic algorithm that, based on a short bit sequence (called seed), generates a much
longer bit sequence that cannot be distinguished from a true random bit sequence (i.e., a bit
sequence generated by a memoryless binary symmetric source) by the use of a polynomial
time algorithm (for example statistical tests, cf. [BRS+10]). Two independent studies in 2012
revealed, that many keys for public-key cryptosystems like RSA contain common factors or
repeat [HDWH12, LHA+12]. As one of the main reasons for this result, the weak seeding of
PRNGs is stated. For a proper operation, seeds need to be truly random. Thus, PUFs can
be used in order to provide true randomness for seeding PRNGs.

Example 2.10. When using symmetric cryptosystems, as for example, the Advanced En-
cryption Standard (AES), the (corrected) PUF response is hashed down to the desired key
length and directly used as key for AES. Since AES is a symmetric cryptosystem and the same
key is used for encryption and decryption, a possible use case is a scenario where transmitter
and receiver are the same instance, which occurs for example in encryption and decryption
of storage media. In a communication scenario, a public key cryptosystem can be used to
encrypt the AES key generated by the PUF, in order to facilitate a secure key exchange
between transmitter and receiver.

Key storage

Often, cryptographic keys are stored in a protected non-volatile memory [DLP+01]. This
approach has two essential drawbacks. First, non-volatile memory is comparably expensive
and often needs more chip area than available on small devices. Second, there exist physical
attacks which can be performed by adversaries in order to get access to a stored key. These
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attacks have shown to be possible, even when protected memories are used, cf. for example
[TJ09, Tar10]. Using PUFs, a secret key is derived from the extracted response. Since the key
can be reproduced when needed, no physical key storage is required. Additionally, the key is
only present in the device while it is processed by the cryptosystem and is deleted directly
afterwards. This significantly limits the periods where the key is vulnerable.

Example 2.11. Cryptographic modules that are implemented by ICs often need a large
number of sensitive security data in order to process their tasks. These sensitive data can
be encrypted with a master key that is generated by a PUF and thus is called IC-Eigenkey
[LW08]. Since the IC-Eigenkey can be regenerated on demand, it does not require a storage.
Moreover, all sensitive security parameters that are needed by the system are only stored in
an encrypted version, hence protection mechanisms for those data can be omitted.

Identification

RFID (radio frequency identifier) tags are widely applied for identification purposes. For
example, RFID chips can be implemented on chip cards that can be used for access control.
Also, products can be equipped with RFID tags in order to implement tracking techniques
(e.g., electronic product code). In a classical system, identifiers are manually generated and
stored in a non-volatile memory during an initialization phase. Using a PUF, the identifier can
be derived from the system’s intrinsic randomness and can be regenerated in the reproduction
phase. Hence, additional chip area and process cost of implementing a non-volatile memory
can be omitted. In [HBF07], an SRAM PUF is used to implement identification. Identification
using PUFs can, for example, also be used for intellectual property protection and counterfeit
prevention, as shown in the following example.

Example 2.12. In a classical, i.e., non-PUF solution, the manufacturer generates a unique
identifier and stores it in a non-volatile memory on the chip. At the same time, the man-
ufacturer stores the identifier in a database which contains the identifiers of all products.
This database is assumed to be a trusted instance. In order to verify that the product is
genuine, i.e., not a counterfeit, the user sends the identifier which is stored on a silicon chip
to the manufacturer. The manufacturer checks, whether or not the identifier is contained in
the database, and if yes, confirms that the product is genuine. There exist methods which
an attacker can apply in order to extract the secret identifier from the chip’s memory. As
soon as an identifier is known, counterfeited products can be produced by storing the stolen
identifier in their memories. In order to circumvent such attacks, PUFs can be used. Since
the secrets are generated on demand when needed, there is no need to store them in a non-
volatile memory. Solutions for counterfeit prevention using PUFs were studied for example in
[TB06]. PUFs for counterfeit prevention are for example used by Canon [Can15]. The pack-
age of a camera is equipped with an RFID tag containing a PUF. To verify the product, the
user can use his smartphone in order to initiate the PUF to produce the identifier, which is
then directly transmitted to the manufacturers database. For example, the company Toppan
Printing integrates PUFs into RFID tags for purposes in the context of counterfeit prevention
[KHS12] .
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2.2 Coding Theory

Error-correcting codes are used to protect information from alterations caused by noise dur-
ing transmission. Linear error-correcting codes are a direct application of linear algebra,
since they are defined to be vector subspaces. If not stated otherwise, the statements about
linear algebra in this chapter can be found in any standard linear algebra textbook, e.g.,
[Mey00, Axl15, Sin13, Hog17]. This chapter deals with the basics of error correction and
briefly summarizes the concepts from the field of coding theory which will be used in the
remainder of this dissertation. The typical scenario of information transmission is outlined
and the corresponding components, namely transmitter, channel and receiver, are detailed.
The specific code classes and their decoding algorithms that are used within this dissertation
are introduced in the chapters in which they are applied to PUFs. For extensive details about
coding theory, we refer to the standard literature, e.g., [Bos99, Bla03, LC04, KKS05].

2.2.1 Fundamentals

Error correction is used in a multitude of data transmission and data storage scenarios. Since
data usually get corrupted by noise during transmission, error-correcting codes have to be
applied in order to add redundancy to the information, which is used to detect or correct
errors on the receiver’s side. Beside classical scenarios in the field of communications engineer-
ing, error-correcting codes are also applied to network coding [ACLY00], distributed storage
[DGW+10], as well as in the design of public-key cryptosystems, identification schemes and
digital signature schemes [BBD09]. Furthermore, they can be used for quantum cryptographic
key distribution or key agreement protocols over quantum channels [Djo12, LB13]. Likewise,
many schemes in the field of private information retrieval are based on error-correcting codes
[CGKS95].
We begin our discussion about coding theory with the definition of an error-correcting

code. In the fields of computer science and information theory, the term “code” occurs in
different contexts, most often related either to error correction (error-correcting codes) or
source coding (source codes). Since we are only dealing with error-correcting codes within
this dissertation, we use the word “code” and it implicitly means an error-correcting code.

Definition 2.13. (a) Let Fq be any finite field, where q is a prime power. A code C is a
subset of the vectorspace Fnq , i.e., C ⊆ Fnq . A code C is called a linear code of dimension
k, when C ⊆ Fnq is a k-dimensional subspace of Fnq .

b) A linear code over Fq is most often denoted as C(q;n, k, d), where n is the codeword
length, k the dimension, and

d = min
c,c′∈C,
c 6=c′

distH(c, c′) (2.5)

the minimum distance4. When q = 2, C is called a binary code, often denoted as
C(n, k, d) instead of C(q;n, k, d). The ratio logq(|C|)

n is called the code rate. The minimum
distance is important, since it can be used to derive statements about the error detection

4For linear codes, the minimum distance equals the minimum weight minc∈C,c 6=0{wt(c) : c ∈ C}, where
wt(c) = |{i : ci 6= 0}| is the Hamming weight of vector c.
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and error correction capabilities of a code. If C has minimum distance d, in total d− 1
errors can be detected and bd−12 c errors can be corrected by using a bounded minimum
distance (BMD) decoder. There are other types of decoders that are able to correct a
number of errors beyond half-the-minimum distance, for example list decoders (used in
Chapter 6), or generalized-minimum-distance (GMD) decoders (applied in Chapter 5.1).

c) In addition to errors, erasures can occur in some scenarios. In contrast to an error that
changes the value of a code symbol into an other value of the same alphabet, an erasure
turns a symbol into an additional symbol, denoted by ∆. Using an algebraic error and
erasure decoding algorithm, τ errors and δ erasures can be corrected while 2τ + δ < d.
In this dissertations, erasures are used in Chapter 3.3 and Chapter 5.1.

d) In coding theory, performance describes the error correction capabilities of a code, while
the term complexity is related to the runtime of a decoding algorithm.

Usually, due to their algebraic properties, linear codes are widely used in applications.
Since linear codes are subspaces, concepts from linear algebra can directly be applied. This is
useful for defining codes as well as for the design of efficient decoding algorithms. Non-linear
codes, on the other hand, often have better properties, but cannot be decoded as efficiently
as linear codes. In this dissertation only linear codes are considered.
Typically, two major families of error-correcting codes are distinguished, block codes and

convolutional codes. Using a block code, the information sequence that is sent from trans-
mitter to receiver is divided into blocks of length k. We denote such an information block
as i ∈ Fkq . Each block is encoded, transmitted and decoded independently from the other
blocks. There exist two paradigms that can be used in order to decode block codes, namely
algebraic decoding (which will be used in Chapter 5.1) and iterative decoding (which will be
used in Chapter 4.2). In contrast to block codes, when using convolutional codes, the map-
ping from information to codewords also depends on previous information blocks. In this
dissertation, block codes are applied to PUFs in Chapter 5.1, while convolutional codes are
used in Chapter 5.2.
The standard model used for information transmission is shown in Figure 2.4. Information

is sent over a noisy channel from a transmitter to a receiver. In order to protect informa-
tion against disturbances, the transmitter uses an encoder to add additional symbols which
are used to detect or correct errors in the transmitted information by using the decoder on
the receiving side. Using this model, transmission of information can happen in two pos-
sible scenarios: First, information can be transmitted in space, i.e., over a distance from a
transmitter to a receiver. Second, the channel can represent a storage medium where the
transmitter stores information over time. The receiver, who can be equal to the transmitter
in this scenario, represents the access to the information at a later point in time. We want to
emphasize, that the noise which corrupts symbols exists due to physical reasons and not due
to malicious adversaries. This perception differentiates coding theory from cryptology. The
remainder of Chapter 2.2 details the components shown in Figure 2.4.

2.2.2 Transmitter

Let k ≤ n. The transmitter adds n−k redundancy symbols to an information word of length
k, such that the resulting word is an element of the chosen error-correcting code C. This is
done in a component called encoder.
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i ∈ Fkq Encoder
c ∈ Fnq Channel

e ∈ Fnq
y ∈ Fnq Decoder

ĉ ∈ Fnq

Transmitter Receiver

Figure 2.4: Information transmission scenario: A transmitter maps information i to a code-
word c before the transmission over a noisy channel. The codeword contains
redundancy which is used by the receiver’s decoder in order to detect or correct
errors in the received word y.

Definition 2.14. An encoder is an injective function enc : Fkq → Fnq that maps the informa-
tion block i = (i1, . . . , ik) to a code block c = (c1, . . . , cn).

For linear codes, the encoder enc can be realized by using a generator matrix G ∈ Fk×nq ,
whose k rows compose a basis of the code C. The resulting encoder is defined as

enc : Fkq → Fnq , (2.6)

i 7→ i ·G.

Using the generator matrix G, the code can be defined as the set

C = {c ∈ Fnq : c = i ·G, i ∈ Fkq}. (2.7)

2.2.3 Channel

The channel models the physical medium which is used to transmit information, e.g., radio
channel, copper wire, fiber optics, or even a storage medium. During the transmission over
a channel, errors occur due to noise and other disturbances, which are present because of
physical reasons like for example crosstalk or thermal noise that occurs when transmitting
information over a discrete-time channel. Often, this behavior is denoted as

y = c + e, (2.8)

where an error vector e is added to a codeword c during transmission. The elements of the
error vector e specify, whether or not the code symbols at the corresponding positions were
altered during transmission. Since the probability of less errors is always assumed to be larger
than the probability of many errors, e usually is a low-weight vector5, often also called sparse.
The vector y is called received word.

5Different measures of weight exist, usually Hamming weight which counts the number of non-zero positions
in a vector is used.

19



2 Preliminaries

To describe the channel, a variety of channel models exist. We will explain the Binary
Symmetric Channel (BSC) as well as the Additive White Gaussian Noise (AWGN) Channel,
since these are the basic channel models used within this dissertation. The BSC is used when
two symbols (usually “0” and “1”) can be transmitted, and the probability pb of an altered
bit is the same for all transmitted symbols. As visualized in Figure 2.5, a bit is altered with
bit error probability (bitflip probability, crossover probability) pb, and is transmitted correctly
with probability 1− pb.

0 0

1 1

1− pb

1− pb

pb

pb

Figure 2.5: The binary symmetric channel (BSC) alters a bit with probability pb and trans-
mits it correctly with probability 1− pb.

Another channel that serves as a model for many scenarios in communications, is the
time-discrete value-continuous memoryless Additive White Gaussian Noise (AWGN) channel.
Using this channel model, the noise added to the codeword is a sample from a Gaussian
distribution with mean µ = 0 and variance σ2, i.e., a sample of

pdf(x) =
1√
2πσ

e
(x−µ)2

2σ2 , (2.9)

where pdf denotes the probability density function of the Gaussian distribution.

2.2.4 Receiver

To discuss the receiver’s side, first some definitions are provided.

Definition 2.15. Let V ⊆ Fnq be a linear subspace of the vector space Fnq . We call

OC (V) :=
{
u ∈ Fnq : uv> = 0 ∀v ∈ V

}
(2.10)

the orthogonal complement of V.

Remark 2.16 summarizes some facts from linear algebra and sets up notation, which is used
throughout this dissertation.

Remark 2.16. (a) The dimension of the orthogonal complement OC (V) is

dim(OC (V)) = dim(Fnq )− dim(V) = n− dim(V), (2.11)

cf. e.g. [Mey00, Chapter 5.11].

(b) When V is a code, OC (V) is called the dual code of V. Following the standard notation
in coding theory, we also write V⊥ := OC (V).
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(c) Due to Remark 2.16(b), in coding theory often the term dual is used instead of orthog-
onal. For this reason, these terms are used interchangeably within this dissertation.

(d) Let Hm×n be a matrix with row space 〈H〉 := {H · x : ∀x ∈ Fnq }. For convenience, we
define OC (H) := OC (〈H〉).

(e) H is called parity-check matrix of a linear code C, when it is a basis of OC (C).

(f) If H generates OC (C), but is not necessarily a basis, we call H a decoding matrix of C.
Every parity-check matrix is a decoding matrix, but the inverse statement is not true.

(g) The rows of a parity-check matrix (or decoding matrix, respectively) are called parity-
check equations.

The receiver uses a parity-check matrix H to detect, whether or not a valid codeword was
received. A parity-check matrix H is constructed, such that

H · y> = 0⇔ y ∈ C, (2.12)

where y is the received word. Using the parity-check matrix H, the corresponding code can
be defined as the set

C = {c ∈ Fnq : H · c> = 0, c ∈ Fnq }. (2.13)

Literature distinguishes two main decoding paradigms, hard-decision decoding and soft-
decision decoding. Using hard-decision decoding, the decoding algorithm only uses the re-
ceived symbols, whereas soft-decision decoding additionally uses reliability information about
the received symbols. As quantitative measure of reliability, so called L-values (log-likelihood-
ratios, LLRs) are used. For 1 ≤ i ≤ n, let yi be the received symbol, while ci denotes the
corresponding transmitted symbol. We define

Lch(yi) = L(yi|ci) = loge

(
P(yi|ci = 0)

P(yi|ci = 1)

)
(2.14)

as channel L-value. The specific value of L(yi|ci) depends on the channel model and can be
derived from the channel characteristics. We give examples for the calculation of channel
L-values when using a BSC and an AWGN channel according to [Bos99, Chapter 7.2.2].
Using a BSC with bit error probability pb, the channel L-value is calculated as

L(yi|ci) =

loge

(
1−pb
pb

)
, if yi = 0

loge

(
pb

1−pb

)
, if yi = 1.

(2.15)

For the channel L-Value calculation of the AWGN channel, we apply BPSK-modulation6.
Since the AWGN channel is used, the distribution of the received symbols is

P(yi|ci) =
1√

2πσ2
e
− 1

2

(
yi−ci
σ

)2
, (2.16)

6BPSK (Binary Phase Shift Keying) modulation is defined by the mapping ci 7→ (−1)ci , i.e., 0 7→ (−1)0 = 1
and 1 7→ (−1)1 = −1.
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(cf. Section 2.2.3). The channel L-value can be calculated according to Equation 2.14. First,
we consider the case yi = 1 and get

L(yi|ci) = loge

(
P(yi|ci = 1)

P(yi|ci = −1)

)

= loge

 1√
2πσ2

e−
1
2( 1−1

σ )
2

1√
2πσ2

e−
1
2( 1+1

σ )
2


= loge

(
1

e−
2
σ2

)
=

2

σ2
. (2.17)

Next, we consider the case yi = −1 and obtain

L(yi|ci) = loge

(
P(yi|ci = 1)

P(yi|ci = −1)

)

= loge

 1√
2πσ2

e−
1
2(−1−1

σ )
2

1√
2πσ2

e−
1
2(−1+1

σ )
2


= loge

(
e−

2
σ2

)
= − 2

σ2
. (2.18)

In total this results in the channel L-values

L(yi|ci) =
2

σ2︸︷︷︸
:=Lch

·yi. (2.19)

The L-value

L(ci) = loge

(
P(ci = 0|yi)
P(ci = 1|yi)

)
(2.20)

of code symbol ci can be calculated based on the channel L-value Lch. For a derivation we
refer to [Bos99, Chapter 7.2.2].
We conclude the discussion about soft-decision decoding and L-values by providing an

interpretation of the calculated L-values: The absolute value of L(ci) gives a measure of the
reliability of the result. The sign of L(ci) determines the corresponding hard-decision.

2.3 Coding Theory for Physical Unclonable Functions

Due to the erroneous reproduction of PUF responses that was already discussed in Chap-
ter 2.1, error correction is an indispensable component when PUFs are applied for crypto-
graphic applications. Section 2.3.1 explains the framework in which error-correcting codes
are used within the PUF scenario. Section 2.3.2 focuses on the selection of specific codes to
be applied.
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2.3.1 Secure Sketches and Fuzzy Extractors

When PUFs are used in cryptographic implementations, two problems occur. First, as ex-
plained in Section 2.1.1, responses are usually not perfectly reproducible. Second, responses
are often not perfectly uniformly distributed. To tackle these problems, the concepts of se-
cure sketches and fuzzy extractors have to be applied. Both concepts are formally defined in
[DRS04, DORS08]. We use a more intuitive way for explaining their main principles.
A secure sketch is an algorithm that is used in order to guarantee error-free reproduction

of PUF responses. Two phases of the algorithm are distinguished, namely initialization and
reproduction. The initialization phase, which is assumed to take place in a secure environ-
ment, is executed only once. During initialization, an initial response r, often called reference
response (or golden response), is extracted from the PUF. Based on this response, which
is assumed to be the secret, a binary vector h is generated and stored in a public storage.
Since h is used later for reproducing the initial response r based on a noisy re-extracted re-
sponse r′, the vector h is called helper data. Since the helper data are allowed to be publicly
available, the secure sketch has to guarantee, that not much information about the secret is
leaked. There exist different methods in order to produce h based on the initial response
r, for example the code-offset construction as proposed in [JW99]. A random codeword of
an error-correcting code C is chosen and a component-wise XOR operation of c and r is
performed in order to obtain h, i.e.,

h = r ⊕ c. (2.21)

The reproduction phase is executed whenever the system wants the PUF to reproduce
its initial response r. A probably noisy response r′ is extracted from the PUF. Since r′ is
expected to differ from the initial response r in some positions, it can be expressed by

r′ = r ⊕ e (2.22)

for some low-weight error vector e. Since r = c ⊕ h according to (2.21), the helper data h
can be used to transform r′ into the format codeword plus error, since

r′ = r ⊕ e

= c⊕ h⊕ e, (2.23)

and hence a componentwise XOR operation of r′ and h results in c⊕e. This is the format that
is required by a decoding algorithm for code C. If the weight of error vector e, or equivalently
the distance between r and r′ is within the error correction capabilities of code C, the initial
response r can be reproduced. For practicability of a secure sketch, both initialization and
reproduction need to be efficiently, i.e. in polynomial time, computable.
A secure sketch as explained so far, solves the problem of not perfectly reproducible re-

sponses by applying an error-correcting code C. A fuzzy extractor additionally solves the
problem of not perfectly distributed PUF responses by using a hash function. In both phases,
initialization and reproduction, a hash function is applied in order to hash the response r to
the final key. Note that a secure sketch is included in a fuzzy extractor. The term helper
data algorithm is often used interchangeably with the term fuzzy extractor. Chapter 4 pro-
vides more details about secure sketches as well as specific examples on how they can be
implemented.
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Helper data are needed, since the initial response r in general is not a codeword. Assuming
that the initial response is a codeword leads to a second approach, which we proposed in
[MB17a]. This approach does only need an error-correcting code, but any further helper data
can be omitted. Instead of using a chosen code, a code has to be constructed such that the
initial response is a codeword. This approach will be studied in Chapter 4.2.

2.3.2 Error Correction for PUFs

In order to implement error correction for PUFs, the following information are of interest.
First, the code designer needs to know the required key length as well as the error probability
which is tolerated at most when reproducing a key. The block error probability Perr (failure
error probability, word error probability) is the probability that a decoding result differs from
the transmitted codeword. In the context of PUFs, this is the probability that the reference
response r is reproduced erroneously. When PUFs are implemented on FPGAs, usually the
goal is to obtain Perr ≤ 10−6 when providing methods for error correction, cf. e.g. [BGS+08].
For implementation on ASICs, Perr is typically desired to be ≤ 10−9. The specific target
value of Perr depends on the underlying hardware platform. The threshold 10−6 for FPGAs
can be derived from the reliability reports of FPGA manufacturers like Altera and Xilinx
[LKA15, Xil19]. Using an error-correcting code that is guaranteed to correct at most t errors,
decoding can fail when more than t errors occur. Hence, the block error probability for a
BSC is calculated as

Perr =

n∑
i=t+1

(
n

i

)
· pib · (1− pb)n−i = 1−

t∑
i=0

(
n

i

)
· pib · (1− pb)n−i, (2.24)

and has to be ≤ 10−6 when an FPGA implementation is used. Detailed information about
required key length and tolerated block error probability usually follow from the specification
of the application for which the PUF is intended to be used.
Additionally, channel characteristics are useful for choosing a suitable code. At the very

least, the worst-case probability of a bit error has to be known. Many studies, e.g. [MVHV12],
assume that each bit might alter with the highest probability that was observed. Other studies
use more detailed information about the channel. Soft information are applied for example
in [MTV09a, MTV09b]. Chapter 3 of this dissertation deals with error and channel models.
There are essentially three criteria that are used in order to evaluate the quality of an

error correction component for PUFs, namely required chip area, required size of the helper
data storage and runtime. These criteria are possible to be contradictory, thus, a trade-
off has to be found depending on the considered application. According to [HPS15], area
considerations are much more important than runtime, when providing error correction for
PUFs. A summary of code constructions, which were used for error correction in the context
of PUFs in the literature, can be found in Appendix B, Table B.1.
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Error and Channel Models

Traditionally, when working with PUFs, a binary symmetric channel (BSC) with
a fixed bit error probability pb is assumed as channel model. Figure 3.1 recalls
from Section 2.2.3, that a bit which is transmitted over a BSC is altered with
probability pb, and is transmitted correctly with probability 1− pb. This behavior

is independent for all bits that are transmitted. [GKST07] performed practical experiments
with SRAM PUFs in order to estimate pb. Therefore, using four SRAM PUFs, 92 responses
were extracted from each device and the number of altered bits was determined. A bit error
probability of pb = 0.12 was derived from the maximum number of altered bits that were
observed during these experiments. The authors decided to make a conservative assumption
and defined pb = 0.15 as bit error probability, which they used in their work. In [BGS+08],
also SRAM PUFs were used. The channel in that work was also modeled as BSC with bit error
probability pb = 0.15. In [MVHV12], ROPUFs were used for the implementation of a PUF-
based cryptographic key generator. Similar to the approach in [GKST07], experiments were
performed in order to estimate the bit error probability of the BSC. Based on experiments for
different scenarios, the authors decided to work with the three different bit error probabilities
pb = 0.12, pb = 0.13, and pb = 0.14.

0 0

1 1

1− pb

1− pb

pb

pb

Figure 3.1: Transmission probabilities of the binary symmetric channel (BSC).

In [MTV09a], the channel model of a BSC with a fixed bit error probability was changed to a
BSC with different bit error probabilities for the several response positions. An illustration of
this channel model can be derived from the original explanation and is provided in Figure 3.2.
Hence, the bit error probability for a response position is described by a random variable,
whose underlying distribution was derived in [MTV09a] and is revisited in Section 3.1. It
forms a basis for our results in Section 3.2. The study in [MTV09a] leads to the insight, that
many SRAM cells can be modeled by a BSC with a bit error probability, significantly smaller
than the average. Since there are only a few cells, whose bit error probabilities exceed the
average, using a fixed worst-case bit error probability for all response bits is a too conservative
assumption. On the other hand, considering adequate bit error probabilities for the several
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response positions enables an improvement in the design of the error correction component.
Note that in contrast to the fixed BSCs used in [GKST07, BGS+08, MVHV12], which are
valid for the whole set of considered PUFs, the bit error probabilities used in [MTV09a]
depend on a specific PUF instance. Hence, bit error probability pbi of response bit i is not
the same for all PUF instances.

0 0

1 1

1− pb1

1− pb1

pb1

pb1
0 0

1 1

1− pb2

1− pb2

pb2

pb2
· · · · ·

0 0

1 1

1− pbn

1− pbn

pbn

pbn

r = ( r1 , r2 , . . . , rn )

Figure 3.2: BSC with varying bit error probabilities pbi(i = 1, . . . , n) for all bits r1, r2, . . . , rn,
i.e., each bit ri is modeled by an individual BSC with bit error probability pbi .

An essential factor, often not considered in the fields of security and hardware engineering,
is knowing the details about the characteristics of the channel. This allows much more
efficient implementations of error-correction techniques, due to the existence of codes that
are specialized to certain channels. The main contributions of this chapter are studies of
channel models for ROPUFs (Section 3.2) and DRAM PUFS (Section 3.3). We already
published the ROPUF channel model as one of the contributions in [MPSB19]. Some of the
results about DRAM PUFs are included in [MBS+19]. As preliminary study, the SRAM
channel model from the literature [MTV09a] is revisited in Section 3.1.

3.1 Revisiting a Channel Model for SRAM PUFs

A channel model for SRAM PUFs was derived in the literature, cf. [MTV09a, Chapter 3].
Since we use an analog approach for deriving a channel model for ROPUFs in Section 3.2,
we first revisit the SRAM approach in this section. We begin with setting up the notation:
Every SRAM cell is defined by two parameters, M and N. The parameter M is a normal
distributed random variable with mean µM and standard deviation σM, i.e.,

M ∼ N (µM, σM), (3.1)

and represents the process variation of the inverters of the SRAM cell. Hence, it is a static
component, which is captured once for every memory cell during the manufacturing process.
The parameter N represents the noise, which is present when extracting responses. Hence,
it is a dynamic component, which follows the normal distribution with mean 0 and standard
deviation σN, i.e.,

N ∼ N (µN = 0, σN). (3.2)

Let r(t)i denote the response bit extracted from SRAM cell i at time instance t. It is

r
(t)
i =

{
0, mi + n

(t)
i > T

1, mi + n
(t)
i ≤ T,

(3.3)
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where mi ← M i.i.d., n(t)i ← N i.i.d. for all i and t, and T is a threshold parameter, which
depends on the specific SRAM technology that is used.
First, the probability, that the bit extracted from cell i at time instance t is “1”, is calculated.

This probability is called the one-probability of cell i and is denoted as pri . It is

pri := P
(
r
(t)
i = 1

)
=

(3.3)
P
(
mi + n

(t)
i ≤ T

)
= P

(
n
(t)
i ≤ T −mi

)
=
(∗)
P

(
n
(t)
i − 0

σN
≤ T −mi

σN

)

= Φ

(
T −mi

σN

)
, (3.4)

where Φ denotes the cumulative distribution function (cdf) of the standard normal distribu-
tion. Equality (∗) is correct due to normalization of the N (µN = 0, σN)–distributed random
variable N . The one-probability can be described by a random variable Pr. Next, (3.4) is
used in order to calculate the cumulative distribution function of Pr as

cdfPr(x) = P(Pr ≤ x)

= P

(
Φ

(
T −mi

σN

)
≤ x

)
= P

(
T −mi

σN
≤ Φ−1(x)

)
= P

(
T −mi

σN
· σN ≤ σN · Φ−1(x)

)
= P

(
T − (T −mi) ≥ T − σN · Φ−1(x)

)
= P

(
mi ≥ T − σN · Φ−1(x)

)
= P

(
mi − µM
σM

≥ − σN
σM
· Φ−1(x) +

T − µM
σM

)
= 1− P

(
mi − µM
σM

≤ − σN
σM
· Φ−1(x) +

T − µM
σM

)
= 1− Φ

(
− σN
σM
· Φ−1(x) +

T − µM
σM

)

= Φ

 σN
σM︸︷︷︸
=:λ1

·Φ−1(x)− T − µM
σM︸ ︷︷ ︸
=:λ2

 . (3.5)

By calculating the first derivative of cdfPr , the probability density function (pdf) of the one-
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probability can be obtained by applying the chain rule:

pdfPr
(x) =

[
Φ
(
λ1 · Φ−1(x)− λ2

)]′
= Φ′

(
λ1 · Φ−1(x)− λ2

)
·
(
λ1 ·

1

ϕ(Φ−1(x))

)
= ϕ

(
λ1 · Φ−1(x)− λ2

)
·
(
λ1 ·

1

ϕ(Φ−1(x))

)
=
λ1 · ϕ(λ1 · Φ−1(x)− λ2)

ϕ(Φ−1(x))
, (3.6)

where ϕ denotes the pdf of the standard normal distribution.
Next, the error probability pei of an SRAM cell i can be calculated. Let ri denote the

reference bit extracted from cell i during initialization. It is

ri = argmax
r∈{0,1}

(
P(r

(t)
i = r)

)
,where r =

{
0, if pri <

1
2

1, if pri ≥ 1
2 .

(3.7)

Further, let pei denote the error probability of cell i, i.e.,

pei := P(r
(t)
i 6= ri) = min{pri , 1− pri}. (3.8)

We can interpret pei as sampled value of a random variable Pe. Using Equations 3.7 and 3.8,
the cumulative distribution function cdfPe(x) can be obtained as

cdfPe(x) = P(Pe ≤ x)

= P(min{pri , 1− pri} ≤ x). (3.9)

We distinguish two cases. In the first case, the minimum is pri , i.e., pri < 1 − pri , which
results in

P(Pe ≤ x) = P(Pr ≤ x) = cdfPr(x) (3.10)

by definition of the cumulative distribution function. In the second case, we assume that
1− pri < pri and thus obtain

P(Pe ≤ x) = P(1− Pr ≤ x) = 1− P(1− Pr > x)

= 1− P(−Pr > x− 1)

= 1− P(Pr ≤ 1− x)

= 1− cdfPr(1− x). (3.11)

Combining these two cases, we get

cdfPe(x) =

{
cdfPr(x) + 1− cdfPr(1− x), if x < 1

2

1, if x ≥ 1
2 .

(3.12)

Using cdfPe(x), the probability density function

pdfPe
(x) =

{
pdfPr

(x) + pdfPr
(1− x), if x < 1

2

0, if x ≥ 1
2

(3.13)
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can be derived.
[MTV09a] evaluated SRAM several times and compared the extracted bits to the theoretical

model. The comparison yields that the model closely captures the real SRAM behavior,
cf. [MTV09a, Figure 2]. This theoretical SRAM model from the literature provides the
methodology for deriving a ROPUF model in Section 3.2 and will also be used when designing
error correction for SRAM PUFs in Chapter 5.2.

3.2 Derivation of a Channel Model for Ring Oscillator PUFs

This section aims for transferring the approach by [MTV09a], that was revisited in Section 3.1,
from SRAM PUFs to ROPUFs, in order to derive a channel model. For verification of the
statements in this section, we use a set of real-world ROPUF data from [MCMS10], that are
widely used as benchmark in the PUF community. The channel model, which we derive in
this section, will later be used for the design of soft-decision secure sketches for ROPUFs (cf.
Chapter 4).

3.2.1 Modelling a Ring Oscillator PUF

As explained in Chapter 2.1.1, Example 2.4, the intrinsic randomness of ROPUFs is caused by
the delay behavior of inverters and wires which constitute the ring oscillators. According to
[MCMS10], the delay dα of a ring oscillator α can be modeled as sum of the three components
dAVG, dPVα , and dNOISEα , i.e.,

dα = dAVG + dPVα + dNOISEα . (3.14)

The term dAVG characterizes the average delay over the whole population of ring oscillators
that are placed on one device. Hence, this term is constant for all ring oscillators on a device.
The component dPVα captures the process variation. It is a static component, since for each
ring oscillator it is measured only once during the manufacturing process. The term dNOISEα

captures the noise present at the time of performing a measurement. Since dNOISEα changes
over time, it must be considered as a dynamic component. In [MMS11], chip aging is added
to Equation 3.14 as a further term dAGING. Since it is reasonable to assume dAGING to be
equal for all ring oscillators on a device and generating responses is based on comparisons of
frequencies, this term is ignored oftentimes in the literature and also in our studies.

3.2.2 Calculation of the One-Probability

A frequency of a particular ring oscillator can be described by the random variable

F = FPV + FNOISE. (3.15)

In this description,

FPV ∼ N (fAVG, σPV) (3.16)

describes the process variation that is sampled once for each ring oscillator during the man-
ufacturing process. The noise, represented by

FNOISE ∼ N (0, σNOISE), (3.17)
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is captured for every measurement. We consider PUF responses of length n, denoted as
r = (r1, . . . , rn). Response bit ri at time t can be either “0” or “1”, depending on the frequencies
of the ring oscillators included in the comparison, i.e.,

r
(t)
i =

{
0, fi + f

(t)
NOISEi

≤ fi+1 + f
(t)
NOISEi+1

1, fi + f
(t)
NOISEi

> fi+1 + f
(t)
NOISEi+1

,
(3.18)

where fi, fi+1 ← FPV and f (t)NOISEi
, f

(t)
NOISEi+1

← FNOISE are sampled i.i.d. for all i and t.
For response bit i the one-probability pri is defined as

pri := P
(
r
(t)
i = 1

)
=

(3.18)
P
(
fi + f

(t)
NOISEi

> fi+1 + f
(t)
NOISEi+1

)

= P

 fi − fi+1︸ ︷︷ ︸
=:F′PV∼N (0,

√
2σPV)

+ f
(t)
NOISEi

− f (t)NOISEi+1︸ ︷︷ ︸
=:F′NOISE∼N (0,

√
2σNOISE)

> 0


= P

(
F′NOISE > fi+1 − fi

)
= 1− P

(
F′NOISE ≤ fi+1 − fi

)
=
(∗)

1− P

(
F′NOISE√
2σNOISE

≤ fi+1 − fi√
2σNOISE

)
= 1− Φ

(
fi+1 − fi√
2σNOISE

)
= Φ

(
fi − fi+1√
2σNOISE

)
, (3.19)

where Φ denotes the cumulative distribution function of the standard normal distribution.
The equality denoted with (∗) follows from the normalization of the N (0,

√
2σNOISE) dis-

tributed random variable F′NOISE. We can interpret the one-probabilities pri as i.i.d. sampled
values of a random variable Pr.
Next, we derive the cumulative distribution function of Pr as

cdfPr(x) = P (Pr ≤ x)

= P

(
Φ

(
F′PV√

2σNOISE

)
≤ x

)
= P

(
F′PV√

2σNOISE

≤ Φ−1(x)

)
= P

(
F′PV√
2σPV

≤
√

2σNOISE√
2σPV

· Φ−1(x)

)

= Φ

σNOISE

σPV︸ ︷︷ ︸
=:λ

·Φ−1(x)

 . (3.20)
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The probability density function of Pr can be deduced by applying the chain rule to calculate
the first derivative of cdfPr , resulting in

pdfPr
(x) =

[
Φ
(
λ · Φ−1(x)

)]′
= Φ′

(
λ · Φ−1(x)

)
·
(
λ · 1

ϕ(Φ−1(x))

)
= ϕ

(
λ · Φ−1(x)

)
·
(
λ · 1

ϕ(Φ−1(x))

)
=
λ · ϕ(λ · Φ−1(x))

ϕ(Φ−1(x))
, (3.21)

where ϕ denotes the probability density function of the standard normal distribution.

3.2.3 Calculation of the Error-Probability

To calculate the error probability, we proceed analog to the derivation of the SRAM channel
model in [MTV09a] (cf. Section 3.1). Let the reference response bit at position i be

ri = argmax
r∈{0,1}

(
P
(
r
(t)
i = r

))
,where r =

{
0, if pri <

1
2

1, if pri ≥ 1
2 .

(3.22)

The error probability pei of response bit i is again defined as

pei = P
(
r
(t)
i 6= ri

)
= min{pri , 1− pri}, (3.23)

and can be considered as i.i.d. sampled value of a random variable Pe, for which we derive
the cumulative distribution function

cdfPe(x) = P (Pe ≤ x)

=

{
cdfPr(x) + 1− cdfPr(1− x), if x < 1

2

1, if x ≥ 1
2

(3.24)

in the same fashion as done in Equations 3.9–3.12, as well as the probability density function

pdfPe
(x) =

{
pdfPr

(x) + pdfPr
(1− x), if x < 1

2

0, if x ≥ 1
2 ,

(3.25)

by using the first derivative of the cdf given in (3.24).

3.2.4 Results

We visualize the probability density functions of the one-probability and the error probability
derived in Sections 3.2.2 and 3.2.3, and compare them to the real-world data from [MCMS10].
We want to emphasize, that from a stochastic point of view, the results we can obtain from
the data set are very limited. This can be seen by the low density of the plots visualized in
Figures 3.3a and 3.3c. The reason is the limited size of the data set, which consists of 193
devices with 100 readouts each (see also Chapter 2, Remark 2.6). We decided to use these
data for three reasons:
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1. A larger public data set with ROPUF data does not exist.

2. In the PUF scenario, conclusions are often drawn from a very limited number of devices,
often less than 20 (cf. Appendix A, Table A.2 for a summary). Considering this fact, a
data set containing 193 devices is already huge.

3. This data set is well-known within the PUF community and widely used as benchmark
to compare results.

The probability density function of the one-probability is visualized in Figure 3.3b and
captures the shape given by the real-world data in Figure 3.3a. We use

λ =
σNOISE

σPV
=

0.028

0.74
= 0.0378 (3.26)

as parameter of the probability density function, according to estimates based on the data
set (cf. Appendix A). This parameter was also used for generating the probability density
function of the error probability visualized in Figure 3.3d, capturing the shape of the error
probability resulting from the real-world data in Figure 3.3c.
The results obtained in this section will further be used in Chapter 4.3, in order to design

soft-decision secure sketches for ROPUFs.

3.3 Derivation of Channel Models for DRAM PUFs

Usually, memory-based PUFs are using SRAM or similar technologies, like latches or flipflops
(cf. Chapter 2, Example 2.7 and Remark 2.9). Since 2012, Dynamic Random Access Memory
(DRAM) is used as an alternative memory technology to construct PUFs [FRC+12]. This
section deals with the comparatively new direction of PUFs based on DRAM.
Nowadays, DRAM is included in a large number of mobile and embedded systems, cf. for

example [SRK+17, Figure 1], and thus can be used in order to construct fully intrinsic PUFs
which do not require any modifications on the underlying hardware. The main advantage,
in comparison to SRAM, is the high density of memory cells that allows the reduction of
chip-area that is needed to extract a certain amount of bits. Further, DRAM PUFs benefit
from low cost and from the fact that no device startup is needed for extracting response bits.
DRAM belongs to the family of volatile memories. A DRAM cell consists of a transistor

and a capacitor and stores a bit according to the charge of the capacitor. DRAM cells are
arranged in an array. The rows are connected by wordlines, which regulate the access to
memory cells. The columns are connected by bitlines, which are used to charge and uncharge
the cells. The charge in a cell gradually descends, a physical property that can result in an
altered bit. The time until the bit stored in a memory cell changes its value is called the
retention time of the cell. To prevent cells from changing their state, they are periodically
recharged in intervals of 32 ms or 64 ms, depending on the specification of the used DRAM.
Up to now, literature provides four major approaches to derive PUF responses from DRAM:

1. DRAM PUFs based on retention behavior: When pausing the refresh operation for a
certain time interval, some of the DRAM cells leak their charge in that time period. A
cell with such a behavior is called a weak cell, since the bit it is representing alters as
soon as the cell is discharged. On the contrary, a cell that holds its charge, and hence,
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(b) One-probability according to the model
derived in Section 3.2.2 (λ = 0.0378).
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derived in Section 3.2.3 (λ = 0.0378).

Figure 3.3: Comparison of the theoretical ROPUF channel model derived in Section 3.2 and
the extended data set from [MCMS10].
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does not alter its value, is called a strong cell. PUFs, based on retention behavior, are
the most rigorous studied class of DRAM PUFs in the literature, cf. [FRC+12, RFC+13,
LZLL14, RHHF16, SRR16, XSA+16, SRR17, TZC+17, SRK+17, SXA+18].

2. DRAM PUFs based on latency behavior: When performing read and write operations
on DRAM cells, latency times exist to guarantee that there is enough time for each cell
to process the respective operation. Due to random variations in the manufacturing
process, the cells perform operations with varying paces. The latency times are selected
such that all cells are able to process the operations. By reducing the timing parameters,
some cells are prevented from successfully processing the operations. This behavior
can be utilized in order to extract PUF responses. The DRAM latency behavior for
constructing PUFs was studied in the literature, cf. [HSW+15, TRT+18, KPHM18].

3. DRAM PUFs based on startup values: Similar to SRAM PUFs, responses can be gen-
erated by exploiting the initialization values of DRAM cells. PUFs based on startup
values are studied in the literature, cf. [TKXC15, TKYC17a, ETC17, TKYC17b].

4. DRAM PUFs based on row-hammering: Repeatedly accessing a row of the DRAM in
short intervals is called row-hammering. As a side-effect of row hammering, the retention
time of cells in rows adjacent to a hammered row might change [KDK+14]. Originally,
this effect was used in order to execute some kinds of fault analysis attacks, cf. for
example [SD15, VDVFL+16, XZZT16, RGB+16, BM16]. According to literature, the
first non-malicious application of the row-hammer effect is the construction of PUFs,
cf. [SXA+17, ZGS18].

An extensive literature research, summarizing results of the above mentioned publications
concerning DRAM PUFs, was conducted within a bachelor’s thesis [Bit18].
Before considering channel models for DRAM PUFs in Sections 3.3.1–3.3.3, we outline the

scenario considered in this section according to Figure 3.4. A bit vector x is generated by
using the measured DRAM data. TMV is used to produce a stabilized version of x, denoted
as x̃. Debiasing, which is studied in this section, deals with removing biases towards “0” or “1”
from the data. The output of the debiasing function is defined to be the extracted response
r, which is further processed within a helper data algorithm (HDA). The latter step will be
studied in Chapter 4. The dashed paths are not included in every implementation, since not
all debiasing (helper data) algorithms need to use additional debiasing (helper) data.
The DRAM data used for our studies have been provided by the “Microelectronic Systems

Design Research Group” located at the department of electrical and computer engineering at
the technical university of Kaiserslautern [Sud18]. The data originate from an FPGA-based
measurement platform that allows to conduct measurements on DRAM at different operating
temperatures in a range from 25 ◦C up to 90 ◦C with an accuracy of ±2 ◦C. The measurement
platform includes eight DDR3 dual in-line memory modules (DIMMs), each of which consists
of 16 devices, and each device in turn consists of 232 memory cells. We partition each device
into four sets of memory cells and define each of the resulting sets to be a PUF. Hence, the set
of PUFs we use for our studies contains 128 devices, having 230 memory cells each. Retention
measurements were performed by disabling the refresh operation for 10 seconds. After that
time, the memory cells are read. A bit vector x represents strong cells that are still charged
after 10 seconds by a “0”. Weak cells, that are discharged after that time, are represented
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Figure 3.4: A bit vector x is generated from the DRAM data and stabilized by applying TMV.
Debiasing removes biases towards “0” in the extracted bit vector and hence, forms
the PUF response. The HDA unit provides solutions for the problem of noisy and
non-uniformly distributed PUF responses.

by a “1”. The set of retention measurements that was used for the studies conducted in this
section comprises 50 retention measurements for each PUF at an operating temperature of
40 ◦C and 20 retention measurements for each PUF at an operating temperature of 37 ◦C.
For a detailed description of the experimental setup we refer to [JMR+17].

In order to increase the stability of a bit vector x, a noise reduction technique called
Temporal Majority Voting (TMV) can be applied as an additional pre-processing step before
the debiasing routine is executed. Using TMV, the bit vector x̃ is generated by performing
m measurements instead of one and defining a memory cell to be weak, if it is classified as
weak for at least θ of the m measurements. Otherwise, a cell is defined to be strong. Let x̃i(`)

denote the classification of cell i into weak or strong for readout ` (` = 1, . . . ,m), i.e.,

x̃i
(`) =

{
1, if cell i is classified to be weak
0, if cell i is classified to be strong

, for ` = 1, . . . ,m and i = 1, . . . , 230. (3.27)

Hence, the components of the final bit vector x̃ after applying TMV are

x̃i =

{
1 (weak),

∑m
`=1 x̃i

(`) ≥ θ
0 (strong),

∑m
`=1 x̃i

(`) < θ.
, for i = 1, . . . , 230. (3.28)

For the implementations of the debiasing algorithms discussed in this chapter, as long as not
stated otherwise, the parameters m = θ = 1 were chosen in order to reduce the time for
producing responses1.
In general, two types of errors can be distinguished. First, a cell that was classified as strong

during initialization, might be classified as weak during reproduction. This event corresponds
to a bit that alters from “0” to “1”, what occurs with probability

P(0 7−→ 1) ≈ #0 7−→ 1

230 − wt(x̃)
, (3.29)

1In this case, we have x̃ = x.
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Table 3.1: Hamming weight of the resulting bit vector x̃ and number of altered bits observed
for different TMV setups with an operating temperature of 40 ◦C. TMV performs
m measurements and classifies a DRAM cell to be weak if it behaves weak at least
θ times [Bit18].

m θ
wt(x̃) # 0 7−→ 1 # 1 7−→ 0

min avg max min avg max min avg max

1 1 4373 7988.3 17245 26 303.39 4039 11 508.05 3124

5 1 4702 8654.6 17336 35 750.46 4410 14 229.66 1693
5 2 4591 8116.1 14022 30 379.82 1458 15 239.52 1433
5 3 4522 7899.1 13636 27 321.92 1303 19 220.05 1234
5 4 4447 7733.0 13243 22 290.46 1240 26 223.79 1199
5 5 4247 7538.6 12929 20 278.03 1090 40 246.95 1557

Table 3.2: Hamming weight of the resulting bit vector x̃ and number of altered bits observed
for different TMV setups with an operating temperature of 37 ◦C. TMV performs
m measurements and classifies a DRAM cell to be weak if it behaves weak at least
θ times [Bit18].

m θ
wt(x̃) # 0 7−→ 1 # 1 7−→ 0

min avg max min avg max min avg max

1 1 1558 2829.0 6041 15 155.69 1922 6 97.77 367

5 1 1667 3024.8 6096 23 280.23 1392 6 46.65 394
5 2 1607 2859.8 5157 5 137.58 1033 5 47.00 366
5 3 1580 2804.4 5001 3 132.89 1133 3 41.97 237
5 4 1551 2756.1 4863 4 133.61 1209 2 41.76 144
5 5 1528 2699.9 4758 9 138.80 1202 2 46.10 124

where #0 7−→ 1 in the nominator denotes the number of bits that change their value from
“0” to “1” and the denominator consists of the total number of zeros in bit vector x̃. Analog,
a cell that initially is classified as weak and behaves as strong during reproduction, leads to
a change from “1’ to “0”. This event takes place with probability

P(1 7−→ 0) ≈ #1 7−→ 0

wt(x̃)
, (3.30)

where the nominator includes the number of bits that alter from “1” to “0”, while the denomi-
nator contains the total number of ones in bit vector x̃. Table 3.1 and Table 3.2 summarize the
observed behavior for operating conditions of 40 ◦C and 37 ◦C, respectively. Comparing the
two tables, we notice that the number of weak cells decreases when lowering the temperature.
This behavior was already observed and studied in the literature, cf. [LJK+13].
The bit vectors x̃ generated in this fashion cannot be directly applied to helper data

algorithms, since they are heavily biased towards “0”. In [MvdLvdSW15, Section 2.4] it was
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shown, that only a small bias can be tolerated in the inputs of a helper data algorithm. Hence,
in addition to the problem of noise, we have to deal with the problem of biased data in the case
of DRAM measurements. We apply techniques that implement debiasing for post-processing
of the bit vectors x̃. In general, debiasing provides a solution to the following problem.

Problem 3.1. Given a binary source Q = {0, 1} that generates “0” and “1” with constant, but
unknown probabilities p0 and p1, respectively. The goal is to derive a uniformly distributed
binary sequence from the output of Q.

The debiasing methods outlined in the subsequent sections provide solutions to Problem 3.1.
The components responsible for helper data algorithms visualized in Figure 3.4 will be studied
in Chapter 4, since they are not relevant for the derivation of channel models within this
chapter.

3.3.1 Choose Length (CL) Debiasing

The basic idea of Choose Length (CL) debiasing is adopted from [SXA+18], in which also
retention measurements are used to classify DRAM cells into weak and strong. A PUF
response is generated by considering a random permutation of the cells’ addresses and defining
response bit ri to be “1” when cell i is a weak cell and to be “0” when cell i is a strong cell.
The response r that is generated in this way is further processed in an helper data algorithm.
We modify this algorithm as explained in the following paragraphs.
The initialization phase is outlined in Algorithm 1. A binary response r of length n

can be arbitrarily chosen (line 1). We generate two TMV-stabilized bit vectors x̃1 and x̃2.
Each of these two bit vectors is generated with distinct operating conditions, as for example,
different temperatures (lines 2–3). Using the DRAM measurements provided by [Sud18], x̃1

is extracted at an operating temperature of 40 ◦C, while x̃2 is produced at 37 ◦C. Memory
cells, that retain the charged state in both bit vectors, are defined to be strong (line 4). Cells,
that change their state twice, are defined to be weak (line 5). Cells, that change their state
once, are ignored. For each response bit, an address of a memory cell is stored as debiasing
data (lines 6–10). For each response bit “0”, the address of a strong cell is stored, while for
each response bit “1”, the address of a weak cell is stored as debiasing data D. In order to
guarantee sufficient entropy, the cells that are used for storing addresses have to be chosen at
random.
For reproduction according to Algorithm 2, the memory cells addressed by D are examined

sequentially and their retention behavior is verified. If a cell decays within 10 seconds (weak
cell), the corresponding response bit is set to “1”, otherwise (strong cell) it is set to “0”. The
main difference to the algorithm in [SXA+18] is that the response can be chosen and does
not depend on a random permutation of memory addresses. As it will turn out in Chapter 4,
this property might be advantageous, when constructing secure sketches.
The observed error characteristics are summarized in Table 3.3. We notice, that all errors

modify bits from “1” to “0”, but not the other way around. Hence, the observed error behavior
matches the model of the so-called Z-Channel, that is known in the literature as an asymmetric
channel [Klø81]. Figure 3.5 provides a visualization of the Z-channel. This channel model
has the property, that if a “0” is transmitted, the bit will correctly be received. However, if a
“1” is transmitted, a bit error probability pb exists, which turns a “1” into a “0”. Figure 3.6
visualizes inter- and intra-response distances of CL debiasing, as defined in Chapter 2.1.2.
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Algorithm 1: Choose Length (CL) debiasing: Initialization
Input: Refresh pause time t, Condition1, Condition2
Output: Response r = (r1, . . . , rn), debiasing data D (lists of memory addresses)

1 r ∈ {0, 1}n ← Generate response (can be chosen arbitrarily)
2 x̃1 ← RetentionMeasurement(t, Condition1)
3 x̃2 ← RetentionMeasurement(t, Condition2)
4 Strong cells := {cells that behave strong in x̃1 and x̃2}
5 Weak cells := {cells that behave weak in x̃1 and x̃2}
6 for i = 1, . . . , n do
7 if ri = 0 then
8 Randomly select and store an address of a strong memory cell into list D
9 else

10 Randomly select and store an address of a weak memory cell into list D

11 return r ∈ {0, 1}n, D

Algorithm 2: Choose Length (CL) debiasing: Reproduction
Input: List of memory addresses D, refresh pause time t
Output: Response r′ = (r′1, . . . , r

′
n)

1 x̃′ ← RetentionMeasurement(t)
2 i = 1
3 for each d ∈ D do
4 if cell d decayed in x̃′ within t seconds then
5 r′i = 1

6 else
7 r′i = 0

8 i = i+ 1

9 return Response r′ ∈ {0, 1}n
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Figure 3.6: Inter- and intra-response distances when applying CL debiasing to the DRAM
retention data with a randomly chosen initial response of length 1023. These
results were produced by omitting TMV (m = 1, θ = 1). The figure is used with
kind permission of Sebastian Bitzer [Bit18].38
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Table 3.3: Bit error probabilities observed for CL debiasing at different operating conditions.

P(0 7−→ 1) P(1 7−→ 0)

min avg max min avg max

40 ◦C 0.00% 0.00% 0.00% 0.00% 0.37% 5.04%

37 ◦C 0.00% 0.00% 0.00% 0.00% 3.03% 17.5%

0 0

1 1

1

1− pb

pb

Figure 3.5: Transmission probabilities in a Z-channel according to [Klø81].

3.3.2 Von Neumann (VN) Debiasing

Von Neumann (VN) debiasing was introduced in [VN51]. In [MvdLvdSW15], it was applied to
PUFs for the first time. We use a toy example to explain the basic idea of VN debiasing. Given
is a binary asymmetric source Q, which has to be used in order to randomly generate equally
distributed binary sequences. For example, assume that Q outputs “0” with probability 1

4 and
“1” with probability 3

4 . In order to generate a random, equally distributed binary sequence,
two symbols are independently extracted from the source. For the given example, Table 3.4
shows the probabilities of the four possible events. In a random binary sequence, “0” and “1”
have to occur with the same probability. Hence, only the pairs (0,1) and (1,0) are considered,
since they occur with the same probability. If the source generates the pair (0,1), we extract
a “0” as random bit. If the source produces (1,0), we extract a “1” as random bit. We refuse
the outputs (0,0) and (1,1).

Table 3.4: Basic idea of Von Neumann (VN) debiasing, explained by using a binary asym-
metric source that generates a “0” with probability 1

4 and a “1” with probability 3
4 .

Considering the pairwise outcomes xi of the source, the pairs (0,1) and (1,0) occur
with the same probability pi. Hence, only these pairs are considered for generating
a random sequence, which is constructed by extracting the first component of the
corresponding pairs.

xi (0,0) (0,1) (1,0) (1,1)

pi
1
16

3
16

3
16

9
16

Initialization of VN debiasing is outlined in Algorithm 3. A bit vector x (or x̃ when TMV
is applied) is extracted from the DRAM (cf. line 1) and sequentially divided into disjoint
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pairs (cf. line 2). According to the explanation of VN debiasing given above, the algorithm
stores pointers to the pairs (0,1) and (1,0), while pairs with equal components, i.e. (0,0)
and (1,1), are ignored (cf. line 3). The list of pointers is stored as debiasing data D in the
debiasing data storage. Response bit ri is generated by taking the first component of the i-th
pair referenced by D (cf. lines 5–7).
Algorithm 4 summarizes the reproduction of PUF responses. Bit-vector x′ (or x̃′ when

TMV is applied) is extracted from the DRAM (cf. line 1). Analog to the initial bit vector, x′

is divided into pairs (cf. line 2). According to the available debiasing data D, the algorithm
chooses the n pairs that are indexed by a pointer (cf. line 3). If pointer i refers to a pair (1,0),
response bit r′i is set to “1”. Similarly, if pointer i indexes a pair (0,1), response bit r′i is set
to “0”. When pointer i returns a pair (0,0) or (1,1), the erasure symbol ∆ is used as symbol
r′i. The algorithm returns the response r′ ∈ {0, 1,∆}n, which is generated in this manner.

Algorithm 3: Von Neumann (VN) debiasing: Initialization
Input: Refresh pause time t, Condition
Output: Response r = (r1, . . . , rn), debiasing data D

1 x̃← RetentionMeasurement(t, Condition)
2 Divide x̃ into pairs
3 Store pointers to pairs (0,1) and (1,0) in data structure D
4 i = 1 /* counts the stored pairs */
5 for each pair (x1, x2) for which a pointer is stored in D do
6 ri = x1
7 i = i+ 1

8 return r ∈ {0, 1}n, D

Algorithm 4: Von Neumann (VN) debiasing: Reproduction
Input: List of pointers D, refresh pause time t
Output: Response r′ = (r′1, . . . , r

′
n)

1 x̃′ ← RetentionMeasurement(t)
2 Divide x̃′ into pairs
3 Choose the n pairs for which a pointer is stored in D
4 for i = 1, . . . , n do
5 if Pair i = (1,0) then
6 r′i = 1

7 else
8 if Pair i = (0,1) then
9 r′i = 0

10 else
11 r′i = ∆

12 return Response r′ ∈ {0, 1,∆}n

The observed error characteristics are summarized in Table 3.5. We do not observe any
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bits that change from “0” to “1” or vice versa. Instead, all disturbed bits are replaced by
the erasure symbol ∆. This behavior can be modeled by an erasure channel as visualized in
Figure 3.7. In an erasure channel, a “0” that is transmitted turns into an erasure symbol ∆
with probability pb and is transmitted correctly otherwise. Similar, a “1” that is transmitted
turns into an erasure symbol ∆ with probability qb and is transmitted correctly otherwise.
Bits that change their value do not occur in that model. In our studies on retention-based
DRAM data, we observe pb ≈ qb. To result in an inverted bit, VN debiasing requires both
response bits in a pair to alter, an event which is unlikely to happen. We want to emphasize,
that erasures are much easier to correct than errors, since their positions are directly known
from the received word. A visualization of inter- and intra-response distances for VN debiasing
is provided in Figure 3.8.

Table 3.5: Bit error probabilities observed for VN debiasing at different operating conditions.

P(0 7−→ 1) P(1 7−→ 0) P(0 7−→ ∆) P(1 7−→ ∆)

min avg max min avg max min avg max min avg max

40 ◦C 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 1.07% 4.88% 0.0% 1.0% 5.78%

37 ◦C 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 2.6% 11.51% 0.0% 2.38% 10.35%

0 0

1 1

∆

1− pb

qb

pb

1− qb

Figure 3.7: Transmission probabilities in a binary erasure channel, where ∆ denotes the era-
sure symbol.

3.3.3 Other Debiasing Schemes

Besides CL and VN debiasing, we studied further debiasing methods. However, due to the
resulting channels, which are unreliable at least under changing temperature conditions, they
are all summarized in this section. In contrast to CL and VN debiasing, the debiasing
algorithms discussed subsequently do not use debiasing data. Hence, they are examples for
which the dashed edges to the units for debiasing data generation and debiasing data storage
in Figure 3.4 are not used. In contrast to CL and VN debiasing, we applied TMV with
parameters m = 5 and θ = 4 (cf. Tables 3.1 and 3.2) to stabilize the bit vectors provided by
the DRAM retention measurements.
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Figure 3.8: Inter and intra response distances when applying Von Neumann(VN) debiasing
to the DRAM retention data. These results were produced by omitting TMV
(m = 1, θ = 1). The figure is used with kind permission of Sebastian Bitzer
[Bit18].

Least Significant Bit (LSB) Debiasing

To the best of our knowledge, LSB debiasing has not been introduced in the literature so far.
In order to generate a PUF response of length n, we use the DRAM retention measurements
in order to identify weak cells. We choose the first n addresses that belong to weak cells,
and connect their least significant bits (LSBs). The resulting bit sequence is defined to
be the PUF response. LSB debiasing turns out to have outstanding properties concerning
uniqueness. However, regeneration of responses is supremely disappointing, cf. Table 3.6 and
Figure 3.9. LSB debiasing results in high bit error probabilities for both, bits that alter from
“0” to “1” and bits that alter from “1” to “0”.

Table 3.6: Bit error probabilities observed for LSB debiasing at different operating conditions.

P(0 7−→ 1) P(1 7−→ 0)

min avg max min avg max

40 ◦C 36.10% 48.75% 56.22% 36.26% 48.19% 55.33%

37 ◦C 42.29% 50.11% 56.72% 44.29% 50.09% 55.64%

µ–to–λ Debiasing

In [AWSO17], µ–to–λ debiasing was proposed in order to deal with biased data in the context
of PUFs. The main idea is to divide the biased data x̃ into sub-blocks of length µ. Each of
these sub-blocks is mapped to a block of length λ, where λ < µ. The best mapping can be
found by solving an optimization problem with a branch and bound algorithm. Two special
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Figure 3.9: Inter and intra response distances when applying Least Significant Bit (LSB)
debiasing to the DRAM retention data with a randomly chosen initial response of
length 1023. These results were produced with TMV (m = 5, θ = 4). The figure
is used with kind permission of Sebastian Bitzer [Bit18].

cases of µ to λ debiasing are considered in this section, namely OR debiasing and Exclusive
OR (XOR) debiasing.
OR debiasing implements µ–to–λ debiasing for µ = |x̃|

β and λ = 1. The parameter β
depends on the available DRAM data and in our case is selected, such that(

1− wt(x̃)

230

)β
≈ 1

2
, (3.31)

where wt(x̃) is the Hamming weight of bit vector x̃ and 230 is the total number of memory
cells and hence, the length of x̃. The bit vector x̃ is divided into sub-blocks of length µ = |x̃|

β .
From each sub-block, λ = 1 response bit is derived. For this purpose, the bits are interpreted
as boolean values and all bits of a block are linked by a logical OR operation.
As can be seen in Table 3.7, bits can alter their values from “0” to “1” as well as from “1”

to “0”. For some operating conditions, OR debiasing results in large bit error probabilities.
Hence, when considering varying operating conditions, the error probabilities are too large
in order to find a suitable method for error correction. Inter- and intra-response distances of
OR debiasing are visualized in Figure 3.10.

Table 3.7: Bit error probabilities observed for OR debiasing at different operating conditions.

P(0 7−→ 1) P(1 7−→ 0)

min avg max min avg max

40 ◦C 0.00% 2.23% 10.06% 0.00% 1.96% 10.17%

37 ◦C 0.00% 0.19% 0.78% 43.28% 56.72% 70.60%
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Figure 3.10: Inter and intra response distances when applying OR debiasing to the DRAM
retention data with a randomly chosen initial response of length 1023. These
results were produced with TMV (m = 5, θ = 4). The figure is used with kind
permission of Sebastian Bitzer [Bit18].

XOR debiasing in the context of PUFs was introduced in [AGM+15] and is a µ–to–λ
debiasing for µ = 2 and λ = 1. Hence, the bit vectors are divided into sub-blocks of length
µ = 2. For each sub-block, an output of length λ = 1 is produced by connecting both bits
of a sub-block by using the XOR operator. We do not consider the XOR debiasing for our
DRAM retention data due to the following reasons: Our data possess a strong bias towards
“0”, which cannot be eliminated by the described XOR operation. Also, in contrast to OR
debiasing, a single bit error in a pair alters the generated response bit.

3.4 Concluding Remarks

The goal of this chapter was to derive channel models for PUFs. In coding theory, it is
required to know the characteristics of the channel in order to select an error-correcting code.
This prerequisite is often not fulfilled in the literature, when error correcting schemes for
PUFs are proposed. Most often, the observed worst-case behavior is used to derive the bit
error probability of a BSC. In [MTV09a], the authors considered a more detailed channel for
the first time. Instead of a BSC that uses a fixed bit error probability for all PUFs and all
response positions, individual bit error probabilities are obtained in the initialization phase
for each PUF and each response position. The corresponding model was derived for SRAM
PUFs in the literature.
In Chapter 3.2, we studied ROPUFs, the most often used PUF construction from the family

of delay-based PUFs. Based on a public data set, we derived a channel model similar to the
existing model for SRAM PUFs. For the one-probability as well as for the error probability,
we derived cumulative distribution functions and probability density functions that model the
underlying channel. The resulting channel model is not only useful in order to improve error
correction, moreover it will be used in Chapter 4.3 to derive soft-decision secure sketches for
ROPUFs. Both, the channel model and the secure sketches, have been published in [MPSB19].
In Chapter 3.3, we followed a comparatively new direction that constructs fully intrinsic
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PUFs based on DRAM. In addition to the problems of noisy and not uniformly distributed
PUF responses, which we have to deal with when using SRAM PUFs or ROPUFs, PUFs based
on DRAM suffer from responses that are heavily biased. Therefore, we considered debiasing
methods to be applied to the extracted DRAM data. We studied CL debiasing and VN
debiasing for DRAM PUFs. Using CL debiasing, the behavior of the channel can be modeled
by the so-called Z-channel. In this model, bits only change from “1” to “0” with bit error
probability pb, while a “0” is always transmitted correctly. Our proposal of VN debiasing
prohibits inverted bits entirely with high probability. Instead, the channel turns some of the
bits into erasure symbols. This behavior is an advantage for error correction, since there is
no need for the decoder to identify erroneous positions in the received word. The erasure
positions are obvious due to the erasure symbols in the received word, and only the correct
bits have to be found for the given positions. A linear code with minimum distance d can
correct d−1 erasures (when no errors are included), while only bd−12 c errors can be corrected.
If both, τ errors and δ erasures are included in the received word, correction succeeds while
2τ + δ < d [Bos99, Chapter 3]. Error and erasure decoding will be considered in Chapter 5.1.

The drawback of CL and VN debiasing is the comparatively large number of extracted
response bits, which are discarded during the initialization phase of the algorithms. This
problem can, for example, be circumvented by using the techniques discussed in Section 3.3.3.
Additionally, these algorithms do not require debiasing data. However, when comparing the
results to CL and VN debiasing, we notice an unreliable reproduction of PUF responses, at
least under some operating conditions. Summing up, Figures 3.6– 3.10 visualize the inter-
and intra-response distances of the PUF responses generated by the debiasing techniques
discussed in this chapter.
Future studies contain the verification of the derived channel models by using more retention

measurements and also by using a larger amount of operating conditions. Also, we plan to
propose error-correcting codes, which are suitable for the channel models derived based on
the DRAM retention data. A first attempt is included in [MBS+19]. Furthermore, we intend
to conduct studies based on row-hammer measurements.
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Secure Sketches

Secure sketches are also often called helper data algorithms or fuzzy extractors. How-
ever, there exist subtle differences between those terms. Recall from Section 2.3.1,
that dealing with PUFs includes two problems. First, the fuzziness of PUF responses,
second their non-uniformity. A secure sketch is used to tackle the former problem.

The terms helper data algorithm and fuzzy extractor are often treated as synonyms (e.g.,
[GKST07, BGS+08, MTV09a, MTV09b]) and additionally contain a solution for the problem
of non-uniformity, usually by hashing the response to the final key. With other words, the
functionality of a secure sketch can be understood as a subset of the functionality of a helper
data algorithm, and contrariwise, a helper data algorithm can be constructed by extending a
secure sketch.
From a logical perspective, the functionality of a helper data algorithm can be divided

into two components. The information reconciliation component corresponds to a secure
sketch and cares about the fuzziness of responses by providing an error-correction unit. The
privacy amplification or randomness extraction component deals with the non-uniformity of
responses by applying a hash function. Another concept, that occurs in the literature, is a
fuzzy embedder, introduced in [BDH+10]. In contrast to a helper data algorithm, a fuzzy
embedder is used to embed a key into a PUF response. Since we focus on error correction,
and hence, ignore the non-uniformity problem, we decide to use the term secure sketch from
now on. For this reason, the hash function is ignored in this chapter, in the description of
the algorithms as well as in the corresponding visualizations.
The concepts of secure sketches and helper data algorithms were introduced by Jules and

Wattenberg in 1999 [JW99], Linnartz et al. in 2003 [LT03], and Dodis et al. in 2004
[DRS04, DORS08] in the context of biometrics1. The generic structure of a secure sketch
is shown in Figure 4.1. Within this chapter, this structure is used in order to explain spe-
cific implementations of secure sketches. As visualized in Figure 4.1, secure sketches always
consist of two phases: Initialization and reproduction. The initialization phase is executed
only once for an initial response r and aims for obtaining and storing so-called helper data
h (cf. helper data generation and helper data storage components in Figure 4.1), which
are later used during the reproduction phase, in order to correct erroneous responses. We
emphasize, that helper data do not require a protected memory, since secure sketches have
to be designed such that an attacker cannot reproduce the initial response by knowing the

1As PUFs can be understood as fingerprints of objects, the concepts of PUFs and human biometrics are
closely related. Both techniques suffer from the fact that extracting the exact same information twice is
possible only in rare cases. As stated in [DRS04], the concept of a fuzzy extractor is very general and can
be used in all scenarios where we have no precise reproducibility, as well as no uniform distributed outputs.
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stored helper data. Recall from Chapter 2.1.4, that storing a secret key instead would require
a protected memory, what implies additional cost and chip area, as well as possibilities for
attackers, for example, by performing methods from the field of reverse engineering. It can be
assumed, that initialization is performed in a secure environment, e.g., in the factory during
the manufacturing process. On the contrary, reproduction is executed multiple times in field,
whenever the application requires to extract a response from the PUF.
During reproduction, the helper data which were generated during initialization are read

from the helper data storage in order to map the erroneous response to a codeword plus error
(preprocessing component), such that a decoding algorithm (decoding component) can be
applied. Finally, the decoding result has to be mapped back to the initial response by again
using the helper data. Since we restrict ourselves to the problem of fuzzy responses, we call
the algorithm’s output key. We want to emphasize again, that in a practical implementation
of a secure sketch, the output (corrected response) has to be hashed to the final key.

PUF
r

r′ = r ⊕ e

Helper

Data
Generation

C,h
Helper

Data
Storage

h C

Pre–
processing

Decoding Key

Initialization

Reproduction

Figure 4.1: Generic structure of a secure sketch. Initialization is performed once in a secure
environment in order to obtain helper data h. These helper data are used in
the reproduction phase, which aims for reproducing the initial response r from
an erroneous (fuzzy) response r′. Note that no protected memory is needed as
helper data storage.

When designing secure sketches, the following criteria are crucial for evaluating the scheme:
For an adequate security level, it is of utmost importance that the helper data do not leak
substantial information about the produced key. Further, the area of the chip is aimed to be
small, since a low price per chip is desired in practical implementations. Also, the amount
of helper data that has to be stored and the complexity of the secure sketch have to be
considered.
This chapter first gives a survey on existing secure sketches in Section 4.1. Our new

proposed scheme is based on LDPC codes and is introduced, discussed and analyzed in
Section 4.2. The proposal of the scheme was published in [MB17a]. Further construction
methods for LDPC codes from literature, that can be applied in order to construct the
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codes in our scheme, were implemented within a bachelor’s thesis [Bal17]. The studies about
practicability as well as security aspects have been published in [MPB18a]. In Section 4.3,
two soft-decision secure sketches for ROPUFs are presented and evaluated. These algorithms
have been published in [MPSB19], preliminary studies for that work were executed within a
master’s thesis [Stu17].

4.1 Classical Schemes

This section gives an overview of existing schemes that have been proposed in the literature.
The most prominent schemes are the code-offset construction and the syndrome construction.
Often, in the literature they are treated as different methods, however, we will formally proof
that both schemes are equivalent. Also, we will briefly review existing soft-decision secure
sketches, since we will present soft-decision secure sketches for ROPUFs in Section 4.3.

4.1.1 Code-Offset Construction

One of the most often used schemes (e.g. in [BGS+08]) is the code-offset construction, as
proposed in [JW99]2. In this section, we explain the code-offset construction according to
Figure 4.2. During initialization, the initial response r is extracted from the PUF. In order
to generate helper data, a codeword c of a preassigned code C is chosen uniformly at random
and is component-wise XOR-ed with r. The result

h := r ⊕ c ∈ Fn2 (4.1)

is called offset and stored in the helper data storage for later usage. The helper data consist
of the n bit vector h and a representation of the code C.

In the reproduction phase, a fuzzy response r′ is extracted from the PUF. Due to its
fuzziness, it can be interpreted as the initial response r plus some low-weight error vector e,
which we want to eliminate, i.e.,

r′ = r ⊕ e. (4.2)

Since r = c⊕ h, it holds that

r′ = c⊕ h⊕ e. (4.3)

When we load the offset h from the helper data storage and add it to r′ in the preprocessing
stage, the result is

r′ ⊕ h = c⊕ e, (4.4)

where e has low weight as described above. The resulting vector, which is named y in the
figure, is used as input to a decoding algorithm for the code C. If the distance of r and r′

is within the error correction capabilities of C, the decoder correctly produces the codeword
2In most publications dealing with error correction for PUFs, Dodis et al. [DRS04] is given as reference for
the code-offset construction. However, the scheme already occurred in the work of Juels and Wattenberg
from 1999 [JW99] and was rephrased in [DRS04] by providing a reference to the original work. The 1999
work from Juels and Wattenberg is also available in an extended version [JW13].
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Figure 4.2: Code-offset construction according to [JW99]. In the initialization phase, a code-
word of the specified code is randomly chosen, and the offset h = r⊕c is calculated
and stored as helper data. During reproduction, this offset is used in order to map
the response r′ into the format codeword plus low-weight error vector e, which is
the format that is required by a decoding algorithm.

c, which was chosen during initialization. Using again the offset h for an XOR-operation on
the output of the decoder restores the initial response r = c⊕h. In the PUF community, the
pre-processing unit is often called syndrome decoding (cf. for example [HWRL+13]), but the
term might be ambiguous from the perspective of coding theory, since it does not necessarily
have to deal with the calculation of a syndrome. Hence, we decided to rename this component
into “pre-processing”.
Figure 4.3 intuitively visualizes how and why the code-offset construction works as in-

tended. The rectangular box illustrates the n-dimensional binary space 2n. The codewords
of the applied code C are indicated by the gray dots inside the box. The spheres around the
codewords represent the error-correction radius of C. When a vector y that is located in one
of the spheres is received, it will be decoded uniquely to the codeword in the center of the
corresponding sphere (cf. BMD decoding, Definition 2.13). Assume that an initial response r
is extracted from the PUF. Since r is considered to be a random vector, it is located anywhere
in the space 2n and is visualized by a red dot in Figure 4.3. We want to stress again, that r
in general is not a codeword. If we obtain a noisy response r′, having a distance from r that
lies within the error-correction capability of C, adding h to r′ leads to a vector y inside the
sphere of the chosen codeword c and thus can be uniquely decoded to c.
Note that the public helper data leak some information. Knowing the helper data, the

uncertainty is as large as the amount of codewords in the chosen code. An attacker ist able
to perform a brute-force attack by using all possible, i.e. all 2k many, codewords in a trial
and error manner. In total, there are 2n many possible response vectors r. However, since an
attacker who knows c also knows r by calculating r = c⊕h, the number of possible responses
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reduces to 2k. Hence, the code-offset construction implies an entropy loss of n− k bit.

2n

c

r

r′

eh

h
y

e

decode

Figure 4.3: Correctness of the code-offset construction: If the distance between the responses
r and r′ is within the error correction capabilities of the chosen code, r can be
regenerated by using the helper data h.

A variant of the code-offset construction, called Differential Sequence Coding (DSC), was
introduced in [HWRL+13]. In addition to the offset vector h, the helper data consist of an
additional vector, which indicates the positions of highly reliable response bits. This reliability
information might be available, for example, due to an extra step within the initialization
process, where multiple responses are extracted and reliability information is calculated from
those extractions. By selecting only response bits which are highly reliable and performing
the code-offset construction, the overall channel is improved. This approach has advantages,
when soft information exist and only a hard-decision decoder can be used, for example, due
to technical reasons concerning the implementation.

4.1.2 Syndrome Construction

The syndrome construction was introduced in [LT03, DRS04] and is visualized in Figure 4.4.
In the initialization phase, the initial response r is interpreted as received word. The helper
data generation uses a parity-check matrix of the preassigned code C in order to calculate the
syndrome s, that serves as helper data. In this construction, the amount of helper data that
have to be stored is the size of the syndrome vector, which is n− k, plus a representation of
the code C.
In the reproduction phase, s is component-wise XOR-ed to the syndrome calculated from

the fuzzy response r′. When the distance of r and r′ lies within the error correction capability
of C, this XOR-ing results in the syndrome of the error e when r′ is interpreted as r ⊕ e.
Hence, that syndrome can be used by a decoding algorithm in order to reproduce the initial
response r.
The syndrome construction is used, for example, in [MVHV12]. As already mentioned

above, authors from outside the field of coding theory often use the word “syndrome” as
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Figure 4.4: Visualization of the syndrome construction. In the initialization phase, the syn-
drome is calculated and stored as helper data. During reproduction, the syndrome
is used in order to reproduce the initial response r.

synonym for helper data, also when the helper data do not contain the syndrome (e.g.
[HMSS12, HWRL+13]). This naming convention is most probably derived from the syn-
drome construction. We want to stress, that in general helper data are not necessarily the
same as a syndrome as used in coding theory (e.g. compare with the code-offset construction
in Section 4.1.1). Hence, in this dissertation we explicitly use the term helper data. As already
mentioned in Section 4.1.1, in the context of secure sketches and helper data algorithms, we
use the term “pre-processing” for the unit that is usually named “syndrome decoder” in the
PUF literature.
Finally, we show that although literature often distinguishes between code-offset and syn-

drome construction, both schemes are equivalent. Thus, the entropy loss is the same as for
the code-offset construction.

Theorem 4.1. Code-offset construction and syndrome construction are equivalent.

Proof. We begin with the direction from code-offset to syndrome construction. Using the
code-offset construction, we construct an offset by calculating h = r ⊕ c. We calculate

Hh> = H(r ⊕ c)> = Hr> ⊕Hc>︸ ︷︷ ︸
=0

= Hr>, (4.5)

which is exactly the syndrome s, which is calculated in the initialization of the syndrome
construction.
To prove the other direction, we begin with the syndrome construction, where we calculate

s = Hr> during initialization. We consider the under-determined system of linear equations
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s = Hr′> and find any solution for r′, which we interpret as offset, denoted by h in Figure 4.2
when explaining the code-offset construction. Note that the kernel of H is r + C. It exists a
c ∈ C, such that r′ = r ⊕ c. This proves the theorem.

4.1.3 Pointer-based Methods

Pointer-based methods store pointers to specific bits of the PUF response. For example,
sufficiently reliable response bits are chosen in order to reduce errors when embedding secrets
into responses. Examples for so-called pointer-based methods are Index-Based Syndrome
Coding (IBS) as introduced in [YD10] and Complementary Index-Based Syndrome Coding as
proposed in [HMSS12]. Both methods were introduced in the context of fuzzy embedders.
Since pointer-based methods are not used within this dissertation, an explanation is omitted
and the interested reader can access the references given in this paragraph.

4.1.4 Secure Sketches Using Soft Information

The first soft-decision secure sketch was introduced in [MTV09a] for SRAM PUFs. It is based
on the BSC model with varying bit error probabilities, that is also introduced in [MTV09a]
and revisited in Chapter 3, Figure 3.2. The algorithm can be described by an extension of
the code-offset scheme. In the initialization phase, the bit error probabilities pei are collected
for all SRAM cells i = 1, . . . , n and are stored in the helper data storage in addition to
the offset h and the representation of the code C. In the reproduction phase, the reliability
values pei are used as soft information for the decoding algorithm. A proof, that having
the bit error probabilities pei as public helper data does not imply an entropy loss, can be
found in [MTV09a, Theorem 1]. Additionally, [MTV09b] provides an implementation of that
soft-decision secure sketch. In Section 4.3, we propose and discuss two soft-decision secure
sketches for ROPUFs.

4.2 A New Secure Sketch

This section contains one of the main contributions of this chapter. We propose a new secure
sketch, which in contrast to the methods introduced in the literature, only uses an error-
correcting code, but no further helper data. First, in Section 4.2.1 Low-Density Parity-Check
(LDPC) codes, on which our scheme is based, are reviewed. Section 4.2.2 provides the intuitive
idea of the new scheme. A formal description is given in Section 4.2.3. The practicability of
the scheme is discussed in Section 4.2.4, while Section 4.2.5 deals with security considerations.
Section 4.2.6 presents the results of simulations. Finally, in Section 4.2.7 we discuss possible
applications of the scheme as well as its advantages and drawbacks in comparison to known
schemes from literature.

4.2.1 Design and Iterative Decoding of Low-Density Parity-Check Codes

Binary low-density parity-check (LDPC) codes are well-known class of linear codes, introduced
by Robert Gallager in [Gal63]. They are widely used in practical applications, since they can
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be constructed as long codes that are efficiently decodable3. There are two types, namely
regular and irregular LDPC codes. For both types, two equivalent approaches exist in order
to define the codes.
The classical approach according to Gallager defines LDPC codes by a binary parity-check

matrix of low density, i.e., a matrix H = (hij)(i=1,...,m;j=1,...,n), in which the number of
ones is much smaller than the number of zeros. An LDPC code is called regular, if each
column of H contains exactly γ ∈ N ones and each row contains exactly ρ ∈ N ones. An
ensemble of regular LDPC codes is specified by the triple (n, γ, ρ). All codes describable
by a parity-check matrix with n columns, m = n · γρ rows, γ ones in each column, and
ρ ones in each row belong to such an ensemble. If the parity-check matrix of a regular
LDPC code consists of n − k linearly independent rows, the code rate is R = k

n = n−m
n .

In cases of a larger number of parity-check equations that are linearly dependent, the code
rate increases. Hence, we obtain R ≥ n−m

n = 1 − γ
ρ . In contrast to regular LDPC codes,

irregular LDPC codes allow a different number of ones in the columns and rows, respectively.
There exist a large amount of construction methods for LDPC codes, e.g., LDPC codes
based on finite geometries [KLF00], LDPC codes based on Reed–Solomon codes [DXAGL03],
Gallager’s construction [Gal63], MacKay’s construction [MN97] and the (modified) array
structure construction [Fan01, EO02].
An alternative but equivalent approach, which is nowadays often used in order to describe

LDPC codes as well as their decoding algorithms, is based on graph theory. Therefore, the
parity-check matrix is represented as a bipartite graph, whose two sets of nodes are called
variable nodes and check nodes. Each parity-check equation (row of H) is represented by a
check node. Similarly, each code symbol (column of H) is represented by a variable node. An
undirected edge between check node i and variable node j exists, if and only if, hij = 1. In
other words, an undirected edge between check node i and variable node j exists, when code
symbol j is in the support of the parity-check equation in row i. In the case of regular LDPC
codes, each variable node has degree γ and each check node has degree ρ. For irregular LDPC
codes, variable nodes as well as check nodes may have different degrees. Every parity-check
matrix can be transformed into an equivalent bipartite graph and vice versa. Figure 4.5
exemplarily visualizes a bipartite graph that represents the code specified by the parity-check
matrix

H =


0 1 0 1 0 1
1 0 1 0 1 0
0 1 0 0 1 1
1 0 1 1 0 0

 , (4.6)

which is a regular LDPC code with γ = 2 ones per column and ρ = 3 ones per row4. Hence,
each variable node (visualized by circles) of the graph has degree 2, while each check node
(visualized by squares) has degree 3.
In order to decode LDPC codes, we explain the bitflip algorithm according to [BH86],

which is adequate for hardware implementations in the PUF scenario. The bitflip algorithm,
3LDPC codes are, for example, contained in coding schemes for the standards DVB-S2 and IEEE 802.16e
(Wi-MAX).

4This example is taken from [KKS05, Chapter 5.1]. Note that this code actually is not an LDPC code, since
its parity-check matrix H is not of low density. However, real low-density matrices are only attainable for
long codes, which are not suitable to be used as examples.
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c1 c2 c3 c4 c5 c6

h1 h2 h3 h4

Figure 4.5: Bipartite graph that describes the code defined by the parity-check matrix H,
given in (4.6). The label hi of a check node denotes parity-check equation i,
which is given by row i of matrix H. The labels cj denote code symbol j and
hence, column j of matrix H.

as described in Algorithm 5, is a simple iterative method to decode LDPC codes. In the
first iteration, the syndrome of the received vector y is calculated (cf. line 4). Recall from
Chapter 2.2.1, Equation 2.12, that the received word y is a codeword if and only if its
syndrome is the all-zero vector of length n − k . This in turn is the case, if and only if, the
Hamming weight of the syndrome is zero (cf. line 5). In this case we are finished and decoding
is performed successfully (cf. lines 6–8). If y /∈ C, we modify y by inverting its bits, aiming
for reducing the weight of the syndrome. By decreasing the weight of the syndrome in every
iteration, the goal is to achieve a syndrome of weight zero, and thus a valid codeword, after
some iterations. Hence, for each codeword position i = 1, . . . , n, we modify y by inverting the
bit in position i and thereby creating the vectors y(i), which differ from y only in position i.
Inverting the bit in position i of vector y is denoted as component-wise adding the i-th unit
vector ui to y in F2. After each bitflip, we compute and store the corresponding syndrome
weight ωi (cf. lines 9–12). For all n resulting vectors y(i), we determine after which bitflip the
weight of the syndrome receives the smallest value (cf. line 13). We terminate an iteration
by flipping the corresponding bit in the original received vector and proceed with the next
iteration (cf. line 14). The algorithm terminates as soon as y is turned into a valid codeword
(cf. line 8), or when a predefined number of iterations is exceeded (break condition of the
loop, cf. line 15).
The hard-decision bitflip decoder given in Algorithm 5 can be extended to soft-decision

decoding. Thereto, we modify the calculations of ωi in line 12 by

ωi = wt(s) + Θi, (4.7)

where Θi denotes soft information about position i, which in the PUF scenario, for example,
can be gathered by performing multiple readouts. Assume, we extract m independent read-
outs from the PUF. If an error occurs in position i, with high probability only a subset of
the m responses contains this error. Hence, the responses differ in position i. If all responses
share a common value in position i, with high probability the bit in position i is error-free.
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Algorithm 5: Bitflip algorithm for decoding LDPC code C
Input: Vector y ∈ Fn2 , decoding matrix H, max_iterations
Output: Decoding result ĉ

1 iteration = 0
2 repeat
3 iteration = iteration+ 1

4 s = H · y>
5 ω = wt(s)
6 if ω = 0 then
7 ĉ = y
8 return ĉ

9 for i = 1, . . . , n do
10 y(i) = y + ui
11 s = H · (y(i))>

12 ωi = wt(s)

13 Find j ∈ {1, . . . , n} with ωj = mini=1,...,n ωi
14 y = y + uj
15 until iteration > max_iterations ;
16 return ĉ

For all codeword positions i = 1, . . . , n, we define the soft information

Θi =

{
δ1, if r1,i = ... = rm,i

δ2, otherwise,
(4.8)

where δ1 > δ2 > 0. When adding the values Θi to the syndrome weight in line 12, we aim
for increasing the weights ωi for the reliable positions, such that they are not selected for
modification in line 13. Figure 4.6 visualizes this idea for m = 3 extracted responses.

r1 =

r2 =

r3 =
1 n

error position

Figure 4.6: Multiple readouts (illustrated for m = 3 extracted responses) can be used to
gather reliability information about the bit positions, since it is unlikely to happen,
that a position is transmitted erroneously m times.

As an alternative to the bitflip algorithm, message passing algorithms are often used for
iterative decoding. The family of message passing algorithms can be applied in different
contexts like decoding, artificial intelligence or satisfiability testing. Usually, belief propaga-
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tion is used in the context of decoding [Pea14, Gal63]5. The explanation of message passing
algorithms is usually based on the graph representation of an LDPC code.

4.2.2 Idea of the Secure Sketch

Figure 4.7 illustrates the structure of the new scheme in order to give an idea on an intuitive
level. Using Figures 4.2 and 4.4 in order to compare the schemes discussed in Section 4.1
with our new scheme, we can directly observe that the new scheme does not contain a pre-
processing unit. Since in general, the initial response is not a codeword, existing schemes
use a preprocessing step in order to map a response to a codeword by using helper data.
The main idea of the new scheme is to ensure that the initial response is a codeword of the
applied error-correcting code. Then, the response extracted in the reproduction phase can
directly be interpreted as codeword plus error, where the error vector indicates the positions
in which initial and reproduced response differ. This is the form which is required as input to
a decoding algorithm. Since responses are random, they cannot be forced to be a codeword
of a specific code. A method to circumvent this problem, is to construct a binary linear code
C based on a given response r, such that r is a codeword of C, i.e., r ∈ C. Formally, this
problem can be stated as follows:

Problem 4.2. Given a vector r ∈ Fn2 and a desired dimension k < n, find a binary linear
code C(n,≈ k) with r ∈ C.

PUF
r

r′ = r ⊕ e

Helper

Data
Generation

Construct Code C
such that r ∈ C

C
Helper

Data
Storage

C

r′
Decoder

r̂ = dec(r′)

r̂ Key

Initialization

Reproduction

Figure 4.7: Visualization of the new scheme. In contrast to the schemes discussed in Sec-
tion 4.1, no preprocessing unit is included since we ensure that the initial re-
sponse r is a codeword of the used code C.

As we will find out in Section 4.2.5, the dimension k affects the security level of the scheme.

5Currently, supported by master’s theses [Raj18, Mar19], we study whether or not other message passing
algorithms like survey propagation can be transferred from the field of satisfiability testing to decoding.
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From Chapter 2.2.1 we know that

H · r> = 0⇔ r ∈ C. (4.9)

We aim for constructing a parity-check matrix H, such that H · r> = 0 for a given initial
response r. We want the parity-check equations to be of low weight and hence, the matrix H
to be a parity-check matrix of an LDPC code. The decision to use LDPC codes basically has
three reasons: First, there exist efficient methods in order to represent low-density matrices,
e.g., by representing each “1” by an ordered pair (row, column), which indicates its position
in the matrix, cf. [Pis84, Chapter 1] or [DER17, Chapter 2]. Second, the existence of
efficient iterative decoding algorithms that are suitable for implementations in hardware, as for
example the bitflip algorithm outlined in Algorithm 5 and discussed in Section 4.2.1. Third,
the minimum distance of an LDPC code is not as crucial for the error correction performance
when comparing to algebraic codes. Using algebraic codes instead, would require that the
responses have a Hamming weight, which is at least the minimum distance of the code. This
would imply to discard PUFs, whose responses do not fulfill this property. In addition, this
restriction might leak some side information, which can be utilized by attackers. The proposed
code construction is explained in Section 4.2.3.

4.2.3 Algorithm

After discussing the idea of the secure sketch on an intuitive level in Section 4.2.2, this section
provides a more formal description. Algorithm 6 explains the construction process of decoding
matrix H, which is part of the initialization phase. Algorithm 7 describes the reproduction
phase of the secure sketch, which only consists of executing the decoding routine. Before
studying these algorithms, we start by constructing H(I), which is a decoding matrix of an
LDPC code of length n (where n denotes the response length), that is used as input to
Algorithm 6.
To construct H(I), we use j ∈ N+ construction methods for LDPC codes in order to

generate a set of j decoding matrices H
(I)
i (i = 1, . . . , j) of length-n LDPC codes6. H(I) is

formed as the union of these matrices, i.e.,

H(I) =

j⋃
i=1

H
(I)
i , (4.10)

where we define the union of matrices as the vertical concatenation of their rows. H(I) is
the decoding matrix of an LDPC code with parameters (n, k = n − rank(H(I))). Since the
construction of the matrices H(I)

i (and hence H(I)) is independent from the initial response r,
only a subset of the parity-check equations is orthogonal7 to r. Let mH(I) denote the number
of rows of decoding matrix H(I) and note that mH(I) is much larger than the rank of H(I),
i.e., mH(I) � rank(H(I)). Table 4.1 contains the numbers of rows mH(I) and rank(H(I)) for
four binary linear (n, k) LDPC codes, that were constructed in the described way.

6To generate the decoding matrices, the construction methods mentioned in Section 4.2.1 can be used.
7Recall from linear algebra, that two vectors x1 and x2 are orthogonal if their scalar product is zero, i.e.,
〈x1,x2〉 = 0. Recall from Chapter 2.2.4, that in coding theory this property is often named dual, and
hence, dual and orthogonal are treated as synonyms within this dissertation.
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Table 4.1: Code examples: The first three examples are codes used in [MB17a], generated
by Algorithm 6. The fourth example is the EG code of length 512 from [Bos13,
Chapter 5.5]. For all four codes, the number of rows in their decoding matrices is
much larger than their rank.

n k mH(I) rank(H(I))

128 13 881 115
128 56 349 72
256 106 555 150
512 139 4672 373

Algorithm 6 uses the initial response r, as well as the constructed matrix H(I), in order to
produce a decoding matrix H of an LDPC code C, which contains r as codeword. Therefore,
the algorithm adds the parity-check equations which fulfill the condition stated in Equation 4.9
to the final decoding matrix H and ignores all the other rows. H, which only contains the
rows from H(I) that we decided to keep, is now a matrix that fulfills (4.9). Note that when
deleting rows from a decoding matrix, the error-correction capability will decrease. If we
choose, for example, j = 1 and thus construct only one matrix H

(I)
j , we will eliminate too

many parity-check equations when performing Algorithm 6 and cannot guarantee an error-
correction capability that is sufficient for the considered scenario. This is the reason, why
we need more rows than provided by only one decoding matrix, and hence, why we have to
combine parity-check equations from different decoding matrices in order to construct the
final decoding matrix H. On the other hand, while increasing the number of rows of a
decoding matrix, the rank of the matrix increases, and in turn, the dimension decreases. The
construction process of H has to be stopped, when H possesses a desired dimension. Using
that mechanism, the rate of the constructed code can be adjusted. We again emphasize,
that the code construction process in Algorithm 6 is executed only once per PUF during the
initialization phase of the proposed secure sketch. Its output matrix H serves as decoding
matrix of a code C with the property r ∈ C.

Algorithm 6: LDPC code construction algorithm: Initialization phase

Input: Vector r ∈ Fn2 , dec. matrix H(I) with mH(I) rows
Output: Decoding matrix H of a code C(n, k), such that r ∈ C

1 H initially is a matrix with n columns and 0 rows.
2 for i = 1, 2, . . . ,mH(I) do
3 if i-th row hi of H(I) is orthogonal to r then
4 Vertically append hi to H.

5 return H

The matrix H, which is produced as output of Algorithm 6 is used during the reproduction
phase without any further helper data in order to reproduce the initial response r from a
noisy version r′. The reproduction phase, as outlined in Algorithm 7, consists of a single
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Algorithm 7: Reproduction phase
Input: Re-extracted PUF response r′ = r + e ∈ Fn2 , decoding matrix H produced by

Algorithm 6
Output: Decoding result r̂ = dec(r′,H)

1 r̂ = dec(r′,H)
2 return r̂

step, namely of applying a decoding algorithm dec, which uses the noisy response r′ = r + e,
as well as the decoding matrix H and produces a decoding result r̂. When the errors can be
corrected by using code C, decoding results in r̂ = r. In general, the decoding algorithm dec
can be implemented by using an arbitrary method for decoding LDPC codes. For the usage
in the context of PUFs, we recommend the bitflip algorithm that is stated in Section 4.2.1
due to its small implementation size. The bitflip algorithm is also used in the simulations
summarized in Section 4.2.6.
The new secure sketch only needs an error-correcting code for reproducing the initial re-

sponse. Hence, any pre-processing can be omitted. In contrast to classical schemes, the new
secure sketch suffers from a larger complexity in the initialization phase. However, it is often
assumed that the initialization phase does not necessarily have to be implemented on the de-
vice, cf. [GKST07, HPS15], which lessens the complexity overload when constructing a code
for each device during the initialization process. Further, the construction has an advantage
when using weak PUFs, for example, PUFs that only produce one response which can be used
for identification purposes. Using the scheme also for strong PUFs would require to construct
and store a code for every possible challenge response pair, which is not practical considering
storage capacity.

4.2.4 Correctness and Practicability

In this section, we study correctness and practicability of the proposed secure sketch. First,
we show, that the code resulting from the construction described in Section 4.2.3, is an LDPC
code that contains the response vector as codeword. Second, we examine for which responses r
it is possible to perform the code construction.
We start with proving that the constructed code C is an LDPC code with r ∈ C. First, we

provide some notation for a more general lemma. Let BK = {bi} be the rows of a decoding
matrix of an LDPC code that was generated by using any construction method K. Further,
we define

B(r) := {bj ∈ BK : 〈bj , r〉 = 0} (4.11)

to be the rows from BK that are orthogonal to the initial response r. Let L denote the
cardinality of B(r), and CL the code defined by B(r).

Lemma 4.3. There exists a matrix H ⊆ B(r) with n − k rows, which is a parity-check
matrix of an LDPC code CL, where n− k = rank(B(r)), with r ∈ CL.

Proof. It is B(r) ⊆ C⊥L by construction, since rows of B(r) are codewords of the dual code
C⊥L (cf. Chapter 2, Remark 2.16). There exist n−k parity-check equations in B(r) such that
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rank(H) = n − k. Hence, there exists a k × n matrix G that generates the code CL and an
information vector i ∈ Fk2 such that i ·G = r.

The correctness of the new secure sketch is implied by the following theorem:

Theorem 4.4. The code C defined by the decoding matrix H that is constructed by Algo-
rithm 6, is an LDPC code with r ∈ C.

Proof. The theorem directly follows from Lemma 4.3, which can be generalized to the code
construction proposed in this section. Then, the rows of matrix B(r) are taken from different
construction methods and hence BK corresponds to H(I) and B(r) corresponds to H.

If the distance between initial response r and re-extracted response r′ is small enough, r′

can be recovered by the code constructed in the LDPC-based secure sketch.
Next, we study the practicability of the proposed secure sketch. For this purpose, we

examine for which responses the code construction can be performed. Let hi be the ith row
of decoding matrix H(I). We are interested in the probability, that hi can be used for matrix
H, which according to the construction is the case if and only if 〈hi, r〉 = 0. To calculate that
probability, we need to consider the positions of response r that are indexed by the support
of hi, since the calculation of the scalar product only depends on that positions. Since r is
assumed to be generated uniformly at random, i.e., r ∼ U(Fn2 ), we conclude that

Pr (〈hi, r〉 = 0) =
1

2
, (4.12)

and hence, each row of H(I) can be used for constructing H with probability 1
2 .

We estimate the number of rows mH of decoding matrix H. Since H(I) is sparse, the
supports of two of its rows hi 6= hj are most likely disjoint , i.e., supp(hi)∩ supp(hj) = ∅ with
high probability. If these supports are not disjoint, we can expect the size of the overlap,
|supp(hi) ∩ supp(hj)|, to be small. From this observation we can conclude, that the events
〈hi, r〉 = 0 and 〈hj , r〉 = 0 essentially are statistically independent for any i and j. Hence,
we assume that the number of rows mH is binomially distributed with parameters mH(I) and
p = 1

2 , i.e.,

mH ∼ Bin

(
mH(I) ,

1

2

)
. (4.13)

This assumption is fulfilled by observation, as Example 4.5 shows.

Example 4.5. We choose the construction based on Euclidean Geometry (cf. Section 4.2.1)
to generate an EG LDPC code of length 512 and dimension 139. The number of rows of the
corresponding decoding matrix H(I) is 4672 (cf. parameters given in [Bos13, Section 5.5.2]).
We choose responses r uniformly at random and execute Algorithm 6 in order to generate a
decoding matrix H from H(I) and r. We consider the statement given in (4.13). According to
the theoretical derivation in this section, mH should be approximately binomial distributed
with parameters mH = 4672 and p = 1

2 . We simulated a sample size of 106 in order to
compare with the corresponding theoretical cumulative distribution function (cdf). Figure 4.8
visualizes the comparison between the theoretical and the empirical cdf. As can be seen in the
plot, the two curves almost coincide. Table 4.2 compares the estimated mean and variance
with the corresponding theoretical values. The estimated values from the simulations are
close to their theoretical counterparts.
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The following two lemmas provide further theoretical statements.

Lemma 4.6. If mH(I) � rank(H(I)), then Pr

(
mH < rank(H(I))

)
is negligible.

Proof. The lemma follows from the binomial distribution of mH , cf. (4.13).

Lemma 4.7. rank(H) ≥ rank(H(I))− 1 with high probability.

Proof. When mH(I) � rank(H(I)), the rows of H with high probability generate the vector
space

V := 〈H(I)〉 ∩OC (r) .

Using the dimensional formula for sub-vector spaces, it follows that

rank(H) = dim (V) = dim
(
〈H(I)〉

)
︸ ︷︷ ︸
=

def.
rank(H(I))

+ dim (OC (r))︸ ︷︷ ︸
=

Remark 2.16
n−1

−dim
(
〈H(I)〉+ OC (r)

)
︸ ︷︷ ︸

≤n

≥ rank
(
H(I)

)
− 1.

We checked the statement given in Lemma 4.7, by using the same code as in Example 4.5
In our simulations, it was always rank(H) ≥ rank(H(I))− 1 as predicted by the lemma. For
these simulations we reduced the sample size from 106 to 103 due to the complexity of rank
computation.
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Figure 4.8: Comparison of the empirical cdf of the number of rows mH of H with the cdf of
a Bin(mH(I) , 0.5) distributed random variable. The used sample size is 106, the
number of rows of H(I) is mH(I) = 4672.
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Table 4.2: Comparison between theoretical an estimated mean and variance for the code used
in Example 4.5.

Mean Variance

Estimated µ̂ ≈ 2335.99 σ̂2 ≈ 1169.49

Theoretical E(mH) =
m

H(I)

2 = 2336 Var(mH) =
m

H(I)

4 = 1168

4.2.5 Security Considerations

In this section, we aim for assessing the security of the proposed scheme. We assume that
an attacker wants to access the secret response r. Since the helper data storage is public,
he knows the decoding matrix H. In addition, he knows that response r is a codeword of
the code defined by H, and hence, that there are at most |C| = 2k many possibilities. These
considerations suffice to obtain an upper bound of the attackers uncertainty H(r|C). In the
remainder of this section, we aim for deriving a lower bound on H(r|C).

We still assume that an attacker, who knows the decoding matrix H, wants to recover the
initial response r. We decompose the matrix H(I) into two disjoint sub-matrices H̃ and H,
where

H̃ = {hi ∈H(I) : 〈hi, r〉 = 0} (4.14)

is the set of rows from H(I) that can be used for the construction of H and

H = {hi ∈H(I) : 〈hi, r〉 6= 0} (4.15)

is the set of rows that cannot be used. Note that by the construction given in Section 4.2.3,
code C can be defined as OC

(
H̃
)
, which denotes the orthogonal complement of H̃. From

this observation directly follows that

r ∈ C := OC
(
H̃
)
. (4.16)

Further, for i = 1, . . . ,mH , we define the set

Vi := Fn2 \OC (hi) , where hi ∈H, (4.17)

and conclude that

r ∈
mH⋂
i=1

Vi. (4.18)

We want to stress, that (4.16) and (4.18) is exactly everything what an attacker knows. From
(4.16) and (4.18) it follows that

r ∈ C ∩

(mH⋂
i=1

Vi

)
=: S. (4.19)
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Thus, the uncertainty of an attacker depends on the cardinality of the set S. Due to (4.19),
and since r ∈ U(Fn2 ), we have

H(r|C) ≥ log2(|S|), (4.20)

which is a lower bound on H(r|C). Our aim is to calculate log2(|S|). For that purpose, we
first consider the following lemma.

Lemma 4.8. A response r fulfills (4.16) and (4.18) if and only if

r∗ ∈ OC
(
H ′
)
,

where

r∗ := [r, 1] ∈ Fn+1
2 and H ′ :=

[
H̃ 0m

H̃×1

H 1mH×1

]
∈ F(m

H̃
+mH)×(n+1)

2 .

Proof. Using the condition stated in (4.16) we have

r ∈ C := OC
(
H̃
)
⇔ 〈hi, r〉 = 0, ∀i = 1, . . .m

H̃
,hi ∈ H̃

⇔ 〈[hi,0m
H̃×1

], [r,1mH×1
]>〉 = 0 ∀i = 1, . . .m

H̃
, [hi, 0] ∈ [H̃,0m

H̃×1
]

⇔ [r, 1] ∈ Kern[H̃,0m
H̃×1

].

With the condition given in (4.18) we obtain

r ∈
mH⋂
i=1

Vi ⇔ 〈hi, r〉 = 1, ∀i = 1, . . .mH ,hi ∈H

⇔ 〈[hi,1m
H̃×1

], [r,1mH×1
]>〉 = 0 ∀i = 1, . . .mH , [hi, 1] ∈ [H,1mH×1

]

⇔ [r, 1] ∈ Kern[H,1mH×1
].

Note that the rows of the two matrices [H̃,0m
H̃×1

] and [H,1mH×1
] are exactly the rows of

matrix H ′. Thus, we can conclude that the conditions stated in (4.16) and(4.18) are fulfilled
if and only if [r, 1] ∈ KernH ′, and hence, r ∈ OC (H ′).

Using Lemma 4.8 and the rank nullity theorem from linear algebra, we can prove the
following theorem which gives us a lower bound on the attacker’s uncertainty.

Theorem 4.9. H(r|C) ≥ n− rank(H ′)

Proof. From (4.20) we know that H(r|C) ≥ log2(|S|), where S is defined as in (4.19). We
investigate log2(|S|), which can be expressed by using H ′, i.e.,

log2(|S|) = dim
(
OC

(
H ′
))
− 1

= (n+ 1)− rank
(
H ′
)
− 1

= n− rank
(
H ′
)
.

Hence, we have proven that H(r|C) ≥ log2(|S|) = n− rank(H ′).
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Our next step is to consider practical values for this lower bound. To get a sufficiently
secure result, we want rank(H ′) to be small. The following lemma provides a lower bound
on the rank of H ′ in case of a successful code construction. Recall from Lemma 4.7, that in
a successful code construction, we have rank(H) ≥ rank(H(I))− 1 with high probability.

Theorem 4.10. rank(H̃) ≥ rank(H(I))− 1 =⇒ rank(H ′) ≤ rank(H(I)) + 2

Proof. Using that rank(H̃) ≥ rank(H(I))− 1, we get that 〈H̃〉 ∩ 〈H〉 is a subspace of 〈H〉 of
dimension

dim
(
〈H̃〉 ∩ 〈H〉

)
= rank

(
H̃
)

︸ ︷︷ ︸
≥ rank(H(I))−1

+ rank
(
H
)
− dim

(
〈H̃〉+ 〈H〉

)
︸ ︷︷ ︸

=rank(H(I))

≥ rank
(
H
)
− 1.

Hence, the vector space 〈H〉 can be written as direct sum of the form

〈H〉 = 〈h〉+
(
〈H̃〉 ∩ 〈H〉

)
,

where h ∈ 〈H〉. Hence, all rows of the lower half of matrix H ′, i.e., sub-matrix
[
H 1mH×1

]
,

are of one of the following two types:

(i) [h + h̃, 1], where h̃ is in the span of the rows of H̃.

(ii) [h̃, 1], where h̃ is in the span of the rows of H̃.

We first consider rows having the form specified by type (i). If there exists at least one row
h′1 = [h + h̃

′
, 1] of that type, all such rows are in the span of

[
H̃ 0m

H̃
×1

]
and h′1 since

[h + h̃, 1] = [h + h̃
′
, 1]︸ ︷︷ ︸

=h′1

+ [h̃− h̃
′
, 0].︸ ︷︷ ︸

∈ 〈
[
H̃ 0m

H̃
×1
]
〉

A similar argument holds for rows having the form specified by type (ii), if there is at least one
such row h′2. Hence, the rows of H ′ are spanned by the rows of the matrix 〈

[
H̃ 0m

H̃
×1

]
〉

and h′1 and h′2 and its rank is

rank
(
H ′
)
≤ rank

([
H̃ 0m

H̃
×1

])
+ 2 = rank

(
H̃
)

+ 2.

Lemma 4.7, Theorem 4.9, and Theorem 4.10 give us the following corollary, which provides
a lower bound on H(r) in case of a successful code construction.

Corollary 4.11. rank(H̃) ≥ rank(H(I))− 1 =⇒ H(r|C) ≥ k − 2
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Proof. From Theorem 4.9 we know that H(r|C) ≥ log2(|S|) = n − rank(H ′). From Theo-
rem 4.10 we know that rank(H ′) ≤ rank(H(I))− 1 if rank(H̃) ≥ rank(H(I))− 1. The latter
statement is true with high probability due to Lemma 4.7. Hence, we have

H(r|C) ≥ log2(|S|) = n− rank(H ′)︸ ︷︷ ︸
≤rank(H(I))+2

≥
Thm. 4.10

n− (rank(H(I)) + 2)

= n− rank(H(I))− 2

= n− (n− k)− 2

= k − 2.

Using Corollary 4.11 we can conclude that in most cases the uncertainty of r for an attacker
can be lower-bounded by k − 2. To summarize, in this section we have shown, that

n− rank(H ′) ≤ H(r|C) ≤ k,

which is

k − 2 ≤ H(r|C) ≤ k

with high probability in a practical scenario. In comparison, the entropy loss when using the
code-offset construction is n− k. If we have H(r) = n, it is

H(r|h) = H(r)− (n− k) = k.

Thus, concerning entropy loss, the two schemes are equivalent up to a small constant.

4.2.6 Results

We summarize results, which have been obtained by constructing and simulating LDPC codes,
according to the construction method introduced and discussed in the preceding sections.
First, recall that we claimed in Section 4.2.3, that deleting rows from a decoding matrix

worsens the error-correction behavior. This is confirmed by Figure 4.9, showing the results
of simulations, which visualize the impact on the block error probability, when deleting rows
from a decoding matrix for several bit error probabilities (compare “full EG”, which is the
EG(2,8) LDPC code based on euclidean geometry and constructed by using the parameters
given in [Bos13, Section 5.5.2], and “selected EG”, which only uses the rows that are orthogonal
to a given PUF response r). Adding more rows to the selected parity-check equations reduces
the block error probability, and hence, improves the error correction capability. All simula-
tion results that are shown in that graph are gained by using Algorithm 5 for hard-decision
decoding.
Figure 4.10 visualizes the block error probability of three LDPC codes of length 128, which

differ in their dimension. We simulated up to 15 observed block errors, for each we chose a
simulation size of 106 samples. For those results, only hard-decision decoding was used. As
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Figure 4.9: Error correction capabilities of LDPC codes with decoding matrices of different
cardinalities. “Full EG” denotes the EG(2,8) LDPC code of length 64, based on
Euclidean geometry. “Selected EG” only contains those rows, that are orthogonal
to a given PUF response r. The other plots represent extensions of the “selected
EG” decoding matrix, gained by adding rows that are orthogonal to r, generated
based on Reed–Solomon codes and projective geometry.

can be seen in the figure, the performance of the code does not solely depend on the amount
of redundancy, but on the chosen construction methods, used to generate the corresponding
decoding matrices. Insights on which construction methods to use and how to combine parity-
check equations in order to obtain codes with a good performance is an open problem. In the
following, we list the construction methods that were used for constructing the three LDPC
codes considered in Figure 4.10:

• k = 8

– Gallager construction [Gal63]

– Array structure construction [Fan01]

– Advanced array structure construction [EO02]

• k = 28

– Gallager construction [Gal63]

– Array structure construction [Fan01]

– Advanced array structure construction [EO02]

– Two LDPC codes, constructed based on Reed–Solomon codes [DXAGL03], Ta-
ble 4.3 summarizes the parameters that were used to generate the two codes

• k = 63

– Gallager [Gal63]
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Figure 4.10: Comparison of LDPC codes of length 128 with three different dimensions, con-
structed by using selected rows as proposed in this chapter. These plots visualize
the block error probability of hard-decision decoding with Algorithm 5.

– Array structure construction [Fan01]

Table 4.3: Parameters of the Reed–Solomon based LDPC codes of length 64. The naming of
the parameters follows [DXAGL03], the work, which introduced the construction
method.

Parameter RS1 RS2
p 2 2
r 4 4
ρ 4 4
γ 6 8

#rows 96 128
rank(H) 48 49

Figure 4.11 compares two LDPC codes, which were constructed as detailed in this chapter
and applied to a common PUF scenario, which uses BCH codes by following the standard
hard-decision decoding paradigm. The block error probability of two exemplary BCH codes in
that scenario is visualized in the plots. To outperform the BCH codes with good LDPC codes,
it is required to use soft information gained from multiple independent readouts. Under the
latter premise, the block error probabilities of our LDPC codes can be lower in comparison to
the BCH scenario. The codes used here are constructed by using the methods based on Reed–
Solomon codes, Euclidean and projective geometries. Using only hard-decision decoding for
our LDPC codes results in a weak performance compared to BCH codes.
However, the performance of the constructed LDPC codes depends on the construction

methods used for creating the corresponding decoding matrices H. As can be seen in Fig-
ure 4.12, which visualizes the performance of LDPC codes generated by combining several

68



4.3 Soft-Decision Secure Sketches for ROPUFs

Irregular Repeat Accumulate Codes as proposed in [JKM00] and implemented in [Ste19, Ap-
pendix A.1], the constructed codes can show a worse performance than BCH codes with
similar parameters. The identification of requirements, which have to be fulfilled by the con-
structed LDPC codes in order to guarantee a certain error-correction performance and to
outperform BCH codes, is still an open problem.

4.2.7 Discussion

Before listing the advantages of the scheme introduced in this chapter, we want to emphasize
again, that it is not suitable for all kinds of PUF applications. The scheme is not practical
to scenarios which use a challenge-response system, like for example authentication, since
the scheme would require to construct an error-correcting code for each possible challenge-
response pair. However, there are many applications that use only a single challenge, for
example identification for counterfeit prevention or Physical Obfuscated Keys (POKs). In
applications where this requirement is met, the scheme possesses the following benefits: First,
there exist side-channel attacks which aim on the helper data. Hence, a method that does
not use helper data complicates those attacks. For example, the side-channel analysis given
in [MSSS11, Section 5.2] cannot be used in order to attack this scheme. Second, since no pre-
processing unit is needed, complexity as well as chip area is reduced in the reproduction phase.
In comparison to other methods, the scheme is a conceptual new method for implementing a
secure sketch for PUFs. In addition, it rises the interesting theoretical question for methods
to construct codes, such that a given vector is one of its codewords (cf. Problem 4.2). To
solve this problem for other code classes than LDPC codes is an open problem.

4.3 Soft-Decision Secure Sketches for ROPUFs

While the secure sketch in Chapter 4.2 is proposed independently of the underlying PUF
construction, this section deals with soft-decision secure sketches for ROPUFs that are based
on the code-offset construction. In addition to the aforementioned helper data, soft-decision
secure sketches need reliability information. In general, using soft information results in a
better error-correcting performance or a higher code rate. In the case of secure sketches, this
behavior leads to a smaller min-entropy loss and is hence a promising technique to be used
for error correction in the context of PUFs. Note that disjoint pairs of ring oscillators have
to be used for generating PUF responses in both secure sketches discussed in the following.
Recall that preliminaries on soft-decision decoding can be found in Section 2.2.4.

4.3.1 A Soft-Decision Secure Sketch for ROPUFs based on the Binary
Symmetric Channel

In this section, we adapt a soft-decision secure sketch, which was proposed for SRAM PUFs
in [MTV09a], to ROPUFs. The underlying channel model is a BSC with individual bit error
probabilities pei for all response positions ri, where i = 1, . . . , n. We again refer to Figure 3.2
for a visualization of that channel model. Let the vector pe = (pe1 , . . . , pen) denote the bit
error probabilities of the response bits r1, . . . , rn. In order to use these reliability information
while executing the secure sketch, it has to be assumed that pe is known and available via the
public helper data storage. In a practical scenario, pe can be obtained during the initialization
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(a) LDPC code of length n = 128 and dimension k = 13, constructed by using the constructions based
on Reed–Solomon codes and finitie geometries, compared to a hard-decision BCH scenario.
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(b) LDPC Code of length n = 128 and dimension k = 56, constructed by using the constructions
based on Reed–Solomon codes and finite geometries, compared to a hard-decision BCH scenario.

Figure 4.11: Comparison of two PUF scenarios. The BCH codes are used with hard-decision
decoding as classically done in the PUF context. To result in a better block error
probability with the codes constructed in this chapter, soft information, that can
be generated from multiple independent response extractions, have to be used.
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(a) LDPC code of length n = 128 and dimension k = 15, constructed by combining parity-check
equations of irregular repeat accumulate codes, compared to a hard decoded BCH code.
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(b) LDPC code of length n = 128 and dimension k = 56, constructed by combining parity-check
equations of irregular repeat accumulate codes, compared to a hard decoded BCH code.

Figure 4.12: Comparison of two PUF scenarios. The BCH codes are used with hard-decision
decoding as classically done in the PUF context. We compare to LDPC codes
with similar parameters for both, hard and soft-decision decoding.
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phase, by extracting responses several times and analyzing the extracted bit sequences. For
example, a value pei can be determined by the relative frequency of errors at position i, when
comparing all extracted responses. The more responses are extracted, the more precise the
reliability information. This implies a higher complexity, however, it has to be emphasized
that this is not dramatic, since it has to be done only once during initialization. Alternatively,
theoretical models can be applied in order to estimate pe. For this purpose, we can use the
channel model derived for ROPUFs in Chapter 3.2.
Recall from Equation 3.8 that

pei = P (r
(t)
i 6= ri) = min{pri , 1− pri} =

{
pri , if ri = 0

1− pri , if ri = 1.
(4.21)

Hence, it follows from Equation 3.19 that

pei =

Φ
(

fi−fi+1√
2σNOISE

)
, if ri = 0

Φ
(

fi+1−fi√
2σNOISE

)
, if ri = 1.

(4.22)

For each response bit ri (i = 1, . . . , n), the soft information

s
(t)
i = (−1)hi⊕r

(t)
i · (log (1− pei)− log (pei)) (4.23)

is calculated as proposed by [MTV09a, Chapter 5]. The secure sketch proposed in this section
is exactly the code-offset construction, the only difference is that the values calculated in
(4.23) are used as input to the decoder. Having pe as public helper data does not lead to
any restrictions concerning security, if we ensure, that no ring oscillator is used twice for
generating a response.

Theorem 4.12. Revealing pe does not induce any additional min-entropy loss compared to
hard-decision secure sketches.

Proof. The proof can be adapted in a straightforward manner from [MTV09a, Theorem 1],
where the theorem was proven in the SRAM scenario.

4.3.2 A New Soft-Decision Secure Sketch for ROPUFs based on the AWGN
Channel

Due to the normal distribution of ring oscillator frequencies, the AWGN channel is a suitable
channel model when working with ROPUFs. For brevity, in this section we write fmin and
fmax to denote the minimum and the maximum of the frequencies fi and fi+1, i.e.,

fmin = min{fi, fi+1} and fmax = max{fi, fi+1}. (4.24)

Let

f
(t)
i ∼ N (fi, σ

2
NOISE) and f (t)i+1 ∼ N (fi+1, σ

2
NOISE) (4.25)
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be the measurements of ring oscillator i and ring oscillator i+ 1 at time t. In the following,
we derive a formula for calculating channel L-values as explained in Section 2.2.4. It is

L(r
(t)
i |ri) = loge

(
P(r

(t)
i |ri = 0)

P(r
(t)
i |ri = 1)

)

= loge

(
p(f

(t)
i , f

(t)
i+1|fi = fmin, fi+1 = fmax)

p(f
(t)
i , f

(t)
i+1|fi = fmax, fi+1 = fmin)

)
,

where p(·) denotes the probability density function of the normal distribution. Since the
frequencies fi and fi+1 are independent, we get

L(r
(t)
i |ri) = loge

(
p(f

(t)
i |fi = fmin) · p(f (t)i+1|fi+1 = fmax)

p(f
(t)
i |fi = fmax) · p(f (t)i+1|fi+1 = fmin)

)
.

Using the standard calculation rules for logarithms, this equality can be transformed to

L(r
(t)
i |ri) = −

(f
(t)
i − fmin)2

2σ2NOISE

−
(f

(t)
i+1 − fmax)2

2σ2NOISE

+
(f

(t)
i − fmax)2

2σ2NOISE

+
(f

(t)
i+1 − fmin)2

2σ2NOISE

=
fmax − fmin
σ2NOISE

·
(
f
(t)
i+1 − f

(t)
i

)
= Lch · yi, (4.26)

where Lch = |fi+1−fi|
σ2
NOISE

and yi = f
(t)
i+1 − f

(t)
i .

Algorithm 8 summarizes the initialization phase of the AWGN soft-decision secure sketch
for ROPUFs. Figure 4.13 provides a visualization of the quantities used in the description of
the algorithm. First, N measurements of all the ξ ring oscillators on a device are obtained.
These N measurements are denoted by the vectors F 1, . . .FN , where

F j = (f
(j)
1 , . . . , f

(j)
ξ )

lists the frequencies measured for the ξ ROs during measurement j ∈ {1, . . . , N} (cf. line 1 in
Algorithm 8 and columns in Figure 4.13). These measurements are used in order to calculate
the average frequencies of the ξ ROs as well as σNOISE, the standard deviation of the noise (cf.
line 2 and rows in Figure 4.13). The reference response bits ri are derived for all 1 ≤ i ≤ n
based on the average frequencies of the ring oscillators (cf. line 3). The helper data vector
h is produced according to the code-offset scheme (cf. line 4, where r denotes the initial
response). Also, the channel L-values are calculated according to (4.26) in line 5.
The reproduction phase is outlined in Algorithm 9 and is the exact same than for the soft-

decision secure sketch proposed in Section 4.3.1, i.e., the reproduction phase of the code-offset
construction modified by using the L-values as input to the decoding algorithm.

4.3.3 Comparison of Soft-Decision and Hard-Decision Secure Sketches

In this section, we compare the soft-decision secure sketches proposed in Section 4.3.1 (de-
noted as “SD 1”) and Section 4.3.2 (denoted as “SD 2”). To simulate the algorithm, we use
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Figure 4.13: Frequencies measured in the initialization phase of the secure sketch: All ξ ring
oscillators (ROs) are evaluated N times, obtaining the N measurement vectors
F 1,F 2, . . . ,FN . These measurements are used to calculate the average frequen-
cies f1, f2, . . . , fξ and the standard deviation σNOISE, which are in turn used to
generate the initial response and the channel L-values (cf. Algorithm 8).

Algorithm 8: AWGN soft information secure sketch for ROPUFs: Initialization phase
Input: –
Output: Helper data h and Lch

1 Perform N measurements of the ξ ring oscillators
F 1 = (f

(1)
1 , . . . , f

(1)
ξ ), . . . ,FN = (f

(N)
1 , . . . , f

(N)
ξ )

2 Use F 1, . . . ,FN to calculate estimations of average frequencies fι (1 ≤ ι ≤ ξ) and
standard deviation σNOISE

3 Use values fι (1 ≤ ι ≤ ξ) to derive the reference response r = (r1, . . . , rn)
4 h = r ⊕ c

5 Lch = |fι+1−fι|
σ2
NOISE

6 return h, Lch

convolutional codes for error correction8. Note that in this context, it is sufficient to consider
the decoder as black box. In this chapter it is insignificant to know, how convolutional codes
work9. We only need the intuition, that increasing a certain parameter µ, which is called
constraint length, increases the error correction capability, but also increases the decoding
complexity when using Viterbi algorithm, the most popular decoding algorithm for convolu-
tional codes [Vit67]. We will again find that behavior in Chapter 5.2. To generate a response,
the 512 ring oscillators on a device are pairwise compared (we emphasize again that disjoint
pairs have to be used), resulting in a response of length 256. Note that this length is much
shorter than the response length usually used in the literature. However, this is due to the
available ROPUF data, which do not allow to extract more response bits, as long as each ring

8As it will turn out in Chapter 5.2.4, convolutional codes are a good choice when dealing with the ROPUFs
based on [MCMS10].

9Since convolutional codes are applied when considering how to implement the error correction unit in
Chapter 5, an introduction will be provided there.
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Algorithm 9: AWGN soft information secure sketch for ROPUFs: Reproduction phase
Input: Helper data h and Lch

Output: Response r̂
1 Obtain frequency measurements F ′ = (f ′1, . . . , f

′
ξ)

2 Use F ′ to derive response r(t)

3 y = r(t) ⊕ h
4 ĉ = Decode(y, Lch)
5 r̂ = ĉ⊕ h
6 return r̂

oscillator is only used in one comparison. Figure 4.14 presents simulation results of rate 1
2

convolutional codes, that differ regarding their constraint lengths (µ = 1, 2, 4, 5, 6 are used).
Each plot in Figure 4.14 is generated by reproducing the reference response 8 · 107 times,

for three different secure sketches, namely hard-decision code-offset, “SD1” and “SD2”. The
plots show the corresponding block error rates (BERs) for different noise levels. According
to the results of analyzing the given data set (cf. Appendix A, Figure A.3), the noise stan-
dard deviations σNOISE ∈ {0.0175, 0.0575, 0.1301} are chosen. The noise standard deviations
σNOISE ∈ {0.2026, 0.2598} are arbitrarily chosen in addition.

The following secure sketches are applied: The curves labeled with “hard decision” are
generated by using the standard code-offset construction without any modifications. “SD 1”
labels the curves generated by the soft-decision secure sketch proposed in Section 4.3.1. This
algorithm is applied for 10, 100 and 1000 readouts taken during initialization for estimating
reliability information. The frequency samples that are used to derive the responses are
obtained by using the model proposed in Chapter 3.2. A fourth plot for “SD 1”, indicating
the theoretic limit according to (4.22), was generated. “SD 2” denotes the curve gained by
using the soft-decision secure sketch suggested in Section 4.3.2.
The plots in Figure 4.14 enable the following observations: First, as expected, using the

code-offset construction without soft information results in the weakest performance. Sec-
ond, comparing the different versions of “SD 1” implies, that the number of measurements
taken during initialization significantly influences the quality of the reliability information
estimated based on these measurements. We observe that the “SD 1” plots converge towards
the theoretical limit with an increasing number of readouts during initialization. Third, we
find that “SD 2” outperforms the other algorithms.
For an interpretation of the results, we have to recall from Section 2.3.2, that usually a

block error rate ≤ 10−6 is required when considering FPGA-based implementations. Due to
the analysis of the data set, the most realistic scenario of noise is σNOISE = 0.0575. For this
noise level, all codes considered in this study do not reach the required block error rate, while
applying the hard-decision code-offset construction. Using “SD 1”, constraint length µ ≥ 4
should be used for an application with 100 or more extracted readouts during initialization
(cf. Figure 4.14c). Increasing the constraint length to µ = 6 allows to decrease the number
of initial readouts to ten. Note that when using µ = 6 all soft-decision variants fulfill the
requirements, also for a higher amount of noise (cf. Figure 4.14e). The theoretical limit for
“SD 1” works also when using µ = 1. Using secure sketch “SD 2”, constraint length µ ≥ 2
already fulfills the requirement (cf. Figure 4.14b).

75



4 Secure Sketches

0.02 0.06 0.13 0.2 0.26
10−8

10−7

10−6

10−5

10−4

10−3

10−2

10−1

100

Standard deviation of noise, in MHz

B
lo
ck

er
ro
r
pr
ob

ab
ili
ty

Hard Decision
SD 1 (10)
SD 1 (100)
SD 1 (1000)
SD 1, Theor.Limit
SD 2

(a) (2, 1, [1]) convolutional code.
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(b) (2, 1, [2]) convolutional code.
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(c) (2, 1, [4]) convolutional code.
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(d) (2, 1, [5]) convolutional code.
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(e) (2, 1, [6]) convolutional code.

Figure 4.14: Comparison of different decoding techniques using a (2, 1, [µ]) convolutional code
for a constraint length µ ∈ {1, 2, 4, 5, 6} (simulation size: 80 · 106).
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4.4 Concluding Remarks

In this chapter, we focused on secure sketches. After revisiting secure sketches from literature
in Chapter 4.1, we introduced a secure sketch that only needs an error-correcting code, but
no further helper data, in Chapter 4.2. The presented scheme suffers from the fact that
a code has to be constructed for every PUF response that needs to be reproduced during
operation. Hence, the scheme cannot be used for all applications. In cases where the scheme
can be used, benefits are the prevention of attacks that aim on the helper data and the
elimination of the preprocessing unit of the secure sketch. It is still an open problem, how to
construct and combine parity-check equations such that the resulting LDPC code shows an
adequate performance. Furthermore, the construction raises interesting theoretical questions
for further research, like the constructability of error-correcting codes that contain a given
vector as one of its codewords.
The choose length (CL) debiasing scheme for PUFs based on DRAM, proposed in Chap-

ter 3.3.1, reveals a further approach to solve the problem of having a PUF response, which
is a codeword of an error-correcting code. The response in CL debiasing can be arbitrarily
chosen, and hence, can be selected as a codeword of a code C. For security reasons, it is
required, that C has a sufficiently large cardinality. Also, depending on the channel model, a
suitable number of errors must be correctable. Finally, to preserve the uniqueness property,
the codewords of C need to have a sufficiently large distance to each other in the applied
metric.
Chapter 4.3 was dealing with soft-decision secure sketches for ROPUFs. Using soft in-

formation is a powerful concept in coding theory and was not applied to PUFs for a long
time, most probably because it is not well-known within the hardware security community.
One of the secure sketches proposed in this chapter is based on an AWGN channel, which
conveniently models the normal distribution of the ring oscillator frequencies. Our results
show that soft-decision secure sketches significantly improve the reliability when reconstruct-
ing PUF responses, in comparison to classical hard-decision secure sketches. The AWGN
secure sketch considerably outperforms the other techniques. Using convolutional codes, this
observation implicates the applicability of codes with a shorter constraint length and hence,
with a lower decoding complexity. In addition to the results in this chapter, the supremacy
of soft information will further be exploited in Chapter 5.2 when using convolutional codes
in order to provide error correction for PUFs.
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5
Error Correction for Physical Unclonable
Functions

While Chapter 4 was dealing with secure sketches, this chapter focuses on a
specific part of those algorithms, namely the error-correction component. The
goal is the improvement of previous solutions that were suggested by the PUF
community. We apply concepts from coding theory, which have not been used

for error correction in the PUF scenario so far.
Before presenting specific code constructions, we discuss the general aims of error correc-

tion schemes designed for PUFs. Since PUFs usually occur within embedded systems, error
correction has to be implemented in hardware. Hence, area restrictions have to be taken into
consideration when developing a code construction. Especially, with regards to decoding, the
reduction of chip area needs to be considered and is more important than time constraints
in most application scenarios. Since PUF responses are assumed to be binary (possibly after
an appropriate transformation), the final code construction has to be a binary code. The
code parameters, i.e. length, dimension and minimum distance, have to be derived from the
requirements of the application that the PUF is supposed to support.
When choosing the codeword length n, it has to be considered, that n bits have to be

extracted from the PUF, what might consume much time and area in case of large n (recall
from Figure 4.2 in Chapter 4, that the code-offset scheme needs response and codeword to
have the same length). The dimension of the code has to be greater or equal to the desired
key length, since the secret is derived from the information encoded into the codeword. Note
that in case of a source with small entropy, a larger dimension can be used in combination
with a hash function in order to achieve keys with good cryptographic properties. The
required minimum distance can be derived by studying the channel model. Finally, the block
error probability Perr states the probability that a response is reproduced incorrectly and has
to be smaller than a threshold that is given by the underlying hardware platform (compare
Chapter 2, Section 2.3.2). In contrast to other applications, the dimension k needs to be large
enough to prevent a significant entropy loss. For example, using the code-offset construction,
we have H(r|h) = H(r) − (n − k). If H(r) < n, k needs to be larger in order to obtain a
certain security level.
This chapter is divided into two sections: First, in Section 5.1, block codes are used for error

correction in the PUF scenario. The used code classes are briefly described in Section 5.1.1.
In total, four code constructions are proposed. Two of them, C1 and C4, are generalized
concatenated codes using Reed–Muller codes (cf. Section 5.1.2) and Reed–Solomon codes
(cf. Section 5.1.3), respectively. The other two code constructions, C2 and C3, are ordinary
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concatenated codes based on Reed–Solomon and Reed–Muller codes. After presenting the
constructions using block codes, in Section 5.2 convolutional codes are applied. The pos-
sibility of efficient hardware implementations and good error correction properties qualifies
them for being used for PUFs. Parts of this chapter have been published: The generalized
concatenated code construction based on Reed–Muller codes was published in [MPB+14]. Im-
plementations in software and hardware were realized in a diploma thesis [Kür14], a part of
the results thereof was published in [HKS+15]. Furthermore, this construction has later been
used in a master’s thesis [Man18] for the error correction component in the design and devel-
opment of a completely modularized PUF coding chain. The results thereof were published in
[MHK+19]. The ordinary and generalized code constructions based on Reed–Solomon codes
were published in [PMB+15]. Results that use methods from the field of convolutional codes
(cf. Section 5.2) are contained in [MB17b, MPB18b].

5.1 Block Codes for PUFs

This section deals with applying block codes for error correction in PUFs. Reed–Muller and
Reed–Solomon codes are used as components in ordinary as well as in generalized concate-
nated codes. While constructions based on ordinary concatenated codes already exist for error
correction in PUFs (e.g. [BGS+08, MVHV12]), generalized concatenated codes are applied
for the first time in this context.
We summarize our aims for the code construction proposed in Chapter 5.1. The underlying

basis for our constructions is [MVHV12], which proposes a reference implementation of a
“cryptographic key generator based on a PUF” and is a work that is very well known in the
PUF community. A key of length 128 is generated, using an ordinary concatenated code
of length 2226, based on a BCH code and a repetition code. A block error probability in
the order of 10−9 was achieved. With our code constructions, we aim for several things: In
order to be comparable with [MVHV12], we assume a binary symmetric channel with bit error
probability pb = 0.14 and aim for generating a 128 bit key. Hence, our code constructions need
to have a dimension ≥ 128. Furthermore, we aim for a code length less than 2226 and a block
error probability less than 10−9. All code constructions proposed in this section significantly
outperform the construction suggested in [MVHV12]. An overview from the literature, which
summarizes other code constructions that were applied for PUFs, is provided in Appendix B,
Table B.1.

5.1.1 Classes of Block Codes

This section briefly introduces the code classes, which are used to construct the codes C1 –
C4. For details about the codes, references to the literature are provided.

Reed–Muller Codes

Reed–Muller codes, introduced in [Mul54, Ree54], are a widely used class of binary linear block
codes. For example, they were applied in the context of several NASA space missions1. An

1The RM(1, 5) code (cf. Figure 5.1a) was used in the Mariner 6, 7 and 9 missions, when photographs from
the Mars were sent from the Mariner space probes to earth [Mas92].
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intuitive method to define Reed–Muller codes recursively is the Plotkin construction [Plo60]2.

Definition 5.1. Let Cu(n, ku, du) and Cv(n, kv, dv) be linear codes. The code C is defined as

C = {(u|u + v) : u ∈ Cu,v ∈ Cv}, (5.1)

where u + v denotes component–wise addition and the symbol “|” denotes concatenation. In
literature, this construction is called Plotkin construction or (u|u + v) construction.

Theorem 5.2. An error-correcting code C, that is constructed according to Definition 5.1,
is a (2n, ku + kv,min{2du, dv}) code.

Proof. For a proof, we refer to [Bos99, Chapter 5.2].

Next, Definition 5.1 is used to define Reed–Muller codes, by specifying which codes are
chosen as Cu and Cv.

Definition 5.3. Let 0 ≤ r < m. A Reed–Muller code RM(r,m) of order r can be generated
by applying the Plotkin construction from Definition 5.1 to the codes visualized in Figure 5.1a.
To construct RM(r,m), we use Cu := RM(r,m − 1) and Cv := RM(r − 1,m − 1). The
corresponding excerpt from Figure 5.1a, which visualizes this relationship for arbitrary r and
m is highlighted in Figure 5.1b. A Reed–Muller code with parameters r and m is recursively
defined as

C := RM(r,m) = {(u|u + v) : u ∈ RM(r,m− 1),v ∈ RM(r − 1,m− 1)}. (5.2)

Reed–Muller codes of order 0, i.e. RM(0,m), are the binary repetition codes of length 2m.
Reed–Muller codes RM(m− 1,m) are the binary single parity-check codes of length 2m.

Repetition codes and single parity-check codes are used to terminate the recursion, when
defining and decoding Reed–Muller codes.

Theorem 5.4. An RM(r,m) code has length 2m, dimension k =
∑r

i=0

(
m
i

)
and minimum

distance d = 2m−r.

Proof. The proof directly follows from Theorem 5.2.

In order to encode an information vector using a code C = RM(r,m), the generator matrix

G =

(
Gu Gu

0 Gv

)
(5.3)

is used, where Gu is a generator matrix of the code Cu = RM(r,m−1) and Gv is a generator
matrix of the code Cv = RM(r − 1,m− 1). The recursion terminates with 1× nv generator
matrix

Gv =
(
1 1 · · · 1

)
∈ F2m

2 (5.4)

2The original definition of Reed–Muller codes was given based on boolean algebra [Mul54].
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RM(0, 1)
(2, 1, 2)

RM(0, 2) RM(1, 2)
(4, 1, 4) (4, 3, 2)

RM(0, 3) RM(1, 3) RM(2, 3)
(8, 1, 8) (8, 4, 4) (8, 7, 2)

RM(0, 4) RM(1, 4) RM(2, 4) RM(3, 4)
(16, 1, 16) (16, 5, 8) (16, 11, 4) (16, 15, 2)

RM(0, 5) RM(1, 5) RM(2, 5) RM(3, 5) RM(4, 5)
(32, 1, 32) (32, 6, 16) (32, 16, 8) (32, 26, 4) (32, 31, 2)

RM(0, 6) RM(1, 6) RM(2, 6) RM(3, 6) RM(4, 6) RM(5, 6)
(64, 1, 64) (64, 7, 32) (64, 22, 16) (64, 42, 8) (64, 57, 4) (64, 63, 2)

RM(0, 7) RM(1, 7) RM(2, 7) RM(3, 7) RM(4, 7) RM(5, 7) RM(6, 7)
(128, 1, 128) (128, 8, 64) (128, 29, 32) (128, 64, 16) (128, 99, 8) (128, 120, 4) (128, 127, 2)

...
...

...
...

...
...

...

(a) Plotkin construction for the recursive definition of Reed–Muller codes. The recursion terminates
with repetition codes RM(0,m) in the leftmost diagonal, and with single parity-check codes
RM(m− 1,m) in the rightmost diagonal.

Cv := RM(r − 1,m− 1) Cu := RM(r,m− 1)
(2m−1,

∑r−1
i=0

(
m−1
i

)
, 2m−r) (2m−1,

∑r
i=0

(
m−1
i

)
, 2m−1−r)

C := RM(r,m)
(2m,

∑r
i=0

(
m
i

)
, 2m−r)

(b) Excerpt from Figure 5.1a: RM(r,m) is constructed recursively, by concatenating the codewords
u ∈ RM(r,m− 1) and u + v for all codewords v ∈ RM(r,m− 1).

Figure 5.1: Recursive structure used for defining, encoding and decoding Reed–Muller codes.
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for a repetition code of length nv, and with a ku × nu generator matrix

Gu =



1 0 0 1
0 1 0 1
0 0 0 1
...

... · · ·
...

...

0 0 0
...

0 0 1 1


∈ F2m−1×2m

2 (5.5)

for an (nu, ku) single parity-check code, respectively.
For decoding, Algorithm 10 can be used. In the description of the algorithm, addition of

vectors is understood to be component-wise. The symbol ⊗ denotes an erasure. An extensive
example of decoding Reed–Muller codes recursively is given in [Bos12, Chapter 8.4.3]. We
modified the algorithm therein to be able to decode τ errors and δ erasures if 2τ + δ < d.
Also an efficient modification of Algorithm 10, which allows the use of soft-information,
exists. This so-called Generalized Multiple Concatenated (GMC) algorithm can be applied
for generalized multiple concatenated codes, which can also be used to define Reed–Muller
codes in an alternative but equivalent way [SB94].

Algorithm 10: Recursive decoding algorithm for Reed–Muller codes [Bos12, Chapter
8.4.3].
Input: Received vecor y = (yu|yv) = (u + eu|u + v + ev) ∈ {0, 1,⊗}2

m

Output: Decoding result
1 if r=0 then
2 Decode y with a decoding algorithm for repetition code RM(r,m), let v̂ be the

decoding result.
3 return v̂

4 if r=m-1 then
5 Decode y with a decoding algorithm for single parity-check code RM(r,m), let û be

the decoding result.
6 return û

7 Decode yu + yv = v + eu + ev by calling this algorithm recursively for code
RM(r − 1,m− 1) to obtain the decoding result v̂.

8 Decode yv + v̂ = u + ev by calling this algorithm recursively for code RM(r,m− 1) to
obtain the decoding result û1

9 Decode yu + u + eu by calling this algorithm recursively for code RM(r,m− 1) to
obtain the decoding result û2

10 For i = {1, 2}, choose the ûi (calculated in steps 8 and 9), such that distH(y, (ûi|ûi + v̂))
is minimal.

11 return (ûi|ûi + v̂)

Generalized Minimum Distance (GMD) decoding is an approach introduced in [FJ66b] in
order to decode beyond half the minimum distance. Soft information are used to obtain the
reliabilities of the symbols in the received word. A list of modified received words is generated.
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In iteration i, each word in that list is generated by transforming the i least reliable symbols
of the received word into erasures (i = 0, . . . , bd+1

2 c). Each of the modified received words
is decoded by using an error and erasure decoding algorithm, and hence, a list of candidate
solutions is generated. A soft-decision metric is calculated for all candidate solutions and the
candidate with the best metric is chosen by the algorithm as decoding result. An extensive
explanation of GMD decoding is given in [LC04, Chapter 10.4.1]. An analysis as well as
modifications of GMD decoding are, for example, provided in [Bos99, Chapter 7.4.1] and
[Sen11].

Reed–Solomon Codes

Reed–Solomon codes were proposed in [RS60] and became one of the most often used class
of codes3. One advantage of Reed–Solomon codes results from flexibility in choosing code
length n and dimension k, which makes it possible to adjust the code rate arbitrarily. Also,
Reed–Solomon codes have the maximum possible minimum distance when n and k are given,
i.e., they fulfill the Singleton bound d ≤ n − k + 1 with equality. Furthermore, efficient
algebraic decoding algorithms exist.
First, we define Reed–Solomon codes as evaluation codes. The name evaluation code arises

from the fact, that the code is defined by evaluation of polynomials.

Definition 5.5. Let Fq be a finite field and α1, . . . , αn distinct elements from Fq \ {0}, for
example choose α to be an element of order n. A Reed–Solomon (RS) code of length n and
dimension k over the field Fq is defined as

C = {f(α1), . . . , f(αn) : f ∈ Fq[x], deg(f) < k}. (5.6)

The polynomial f = i0+i1x+. . . ik−1x
k−1 (where ij ∈ Fq for j = 0, . . . k−1) is the so-called

information polynomial, whose k coefficients are the k information symbols. Such a code is
often denoted as RS(q;n, k) or RS(q;n, k, d), where q is the size of the finite field over which
the code is defined.

Remark 5.6. In the field of engineering, often the discrete Fourier transformation (DFT) is
used to define Reed–Solomon codes. This leads to an equivalent definition, however, proofs
can often be simplified by using properties of the DFT for justification.

As for every linear code, for encoding and decoding a generator matrix and a parity-check
matrix exist. However, Reed–Solomon codes are cyclic codes, which are usually encoded by
multiplying the information polynomial with a generator polynomial and decoded with the
help of a parity-check polynomial. For Reed–Solomon codes

g(x) =

n−1∏
i=k

(x− α−i), deg(g) = n− k (5.7)

3For example, Reed–Solomon codes are used for data storage on CDs/DVDs, data transmission in several
space missions (Voyager 2, Galileo, Huygens), QR codes, NATO military radiocommunication and QR
codes. Reed–Solomon are also a part of concatenated schemes used in DVB and DSL.
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is the generator polynomial and

h(x) =
k−1∏
i=0

(x− α−i), deg(h) = k (5.8)

is the parity-check polynomial.
There exists a large variety of algebraic decoding algorithms for Reed–Solomon codes.

The problem of algebraically decoding Reed–Solomon codes is reduced to solving a so-called
key equation, which is done in two steps. First, the error positions in the received word are
determined. In a second step, the error values are calculated. Many BMD decoders that allow
algebraic decoding in order to correct up to bd−12 c errors exist. The most famous ones are
the Peterson–Gorenstein–Zierler algorithm [Pet60, GZ61], the Berlekamp–Massey algorithm
[Ber66], and the Welch–Berlekamp algorithm [WB86]. List decoders allow to correct beyond
bd−12 c errors by increasing the radius of the correction spheres and returning a list of codeword
candidates in cases where no unique decoding result exists. Well-known list decoders are
the Sudan algorithm [Sud97], the Guruswami-Sudan Algorithm [GS98], and Wu’s algorithm
[Wu08].
Other methods to decode beyond half the minimum distance are to use interleaved Reed–

Solomon codes [BKY03, SSB06b], power decoding [SSB06a] or power decoding up to the
Johnson radius [Nie15].

Definition 5.7. Let C1, . . . , C` be (not necessarily distinct) Reed-Solomon codes of length n
and dimensions k1, . . . , k` over a finite field Fq. An interleaved Reed–Solomon code is defined
as

C(`;n, k1, . . . , k`) =

{
c =

c1
...
c`

 : ci ∈ Ci, i = 1, . . . , `

}
. (5.9)

If c1, . . . , c` are codewords of the same Reed–Solomon code, i.e., Ci = Cj∀i 6= j, the interleaved
Reed–Solomon code is called homogeneous. If different Reed–Solomon codes of the same
length but maybe of different dimensions are used, the resulting interleaved Reed–Solomon
code is called heterogeneous.

c =

c1
c2
c3
...
c`

∈ C1∈ C2∈ C3

∈ C`
0 k1 k2k3 k` n− 1

Figure 5.2: Structure of a codeword of a heterogeneous interleaved Reed–Solomon code.

The structure of a heterogeneous interleaved Reed–Solomon codeword is visualized in Fig-
ure 5.2. Encoding is performed by successively encoding in ` normal Reed–Solomon codes.
Consequently, the rows of the resulting matrix consist of codewords of the Reed–Solomon
codes C1, . . . , C`. The columns of the matrix can be interpreted as symbols of an extension
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field Fq` . Interleaved Reed–Solomon codes are convenient for scenarios in which burst errors
occur. A burst error can be denoted as an error vector of length n which consists of symbols
of Fq` . As a consequence, burst errors have an impact on columns of c and hence, alter all
codewords in the same positions. As an alternative to decoding every codeword separately,
collaborative decoding can be used to exploit the described property and thus increasing the
error-correction radius. Note that Reed–Solomon codes as defined in Definition 5.5 are a
special case of interleaved Reed–Solomon codes for ` = 1.
In the code construction that will be presented in Section 5.1.3, power decoding as proposed

in [SSB06a] is applied. Using an RS(q;n, k) code, the main idea of power decoding is to
transform the received word into a received word of a heterogeneous interleaved Reed–Solomon
code. To explain the idea, we first need the following definition.

Definition 5.8. Let p(x) = p0 + p1x+ · · ·+ pn−1x
n−1 be a polynomial with coefficients from

a finite field Fq. We define

p〈i〉 := pi0 + pi1x+ · · ·+ pin−1x
n−1. (5.10)

Let C be an RS(q;n, k) code. We define

C〈i〉 := {c〈i〉(x) : c(x) ∈ C}. (5.11)

Theorem 5.9. Let C = RS(q;n, k) and C〈i〉 as defined in Definition 5.8. Further, let c be
any codeword of C〈i〉. If i(k − 1) + 1 ≤ n, c is a codeword of Reed–Solomon code

C(i) := RS(q;n, i(k − 1) + 1, n− i(k − 1)). (5.12)

Proof. For a formal proof, we refer to [SSB06a, Lemma 1].

Using power decoding, the matrix

Y =


y〈1〉(x)

y〈2〉(x)
...

y〈`〉(x)

 (5.13)

is constructed from the received word y(x) = y0 + y1x + · · · + yn−1x
n−1, where y〈i〉(x) is

generated according to (5.10). The parameter ` has to be chosen, such that `(k − 1) + 1 ≤ n
(cf. Theorem 5.9). Figure 5.3 illustrates this transformation.
Note that error positions are not modified by powering coefficients, but might get annihi-

lated. The matrix Y can be interpreted as an erroneous codeword of a heterogeneous inter-
leaved Reed–Solomon code. For decoding heterogeneous interleaved Reed–Solomon codes, a
modified multi sequence shift-register synthesis algorithm, proposed by Schmidt and Sidorenko
in [SS06], can be used.
Basically, power decoding has two benefits. First, an implementation can be realized easily

by using shift-register synthesis. Second, as proven in [SSB06a, Chapter 4], decoding beyond
half the minimum distance is possible for codes with low rates, for which

τ` =

⌊
2`n− `(`+ 1)k + `(`− 1)

2(`+ 1)

⌋
(5.14)
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y(x) =

Y =

y〈1〉

y〈2〉
...

y〈`〉

∈ C(1)

∈ C(2)

∈ C(`)
0 k1 k3 k` n− 1

Figure 5.3: The received word y(x), being an erroneous codeword of RS(q;n, k), is trans-
formed into an erroneous codeword of a heterogeneous interleaved Reed–Solomon
code.

errors can be corrected with high probability for ` ≤ `max, where `max is upper bounded by

`max ≤
√

(k + 3)2 + 8(k − 1)(n− 1)− (k + 3)

2(k − 1)
. (5.15)

Figure 5.4 compares the maximum decoding radius for power decoding of Reed–Solomon
codes and the decoding radius when applying half the minimum distance decoding. For codes
with rates ≤ 1

3 the decoding radius can be extended by using power decoding instead of
bounded minimum distance decoding. An extensive overview of algorithms to decode Reed–
Solomon codes can be found in [BB13].
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Figure 5.4: Maximum decoding radius for power decoding of Reed–Solomon codes in compar-
ison to half the minimum distance decoding. For low-rate codes, power decoding
enables to extend the decoding radius significantly.

Another famous class of cyclic codes are BCH codes, introduced by Bose, Ray-Chaudhuri
and Hocquenghem [BRC60b, BRC60a, Hoc59]. For decoding, the same methods as for Reed–
Solomon codes can be applied. A BCH code of length n = 32, dimension k = 11, and minimum
distance d = 12. is applied in Section 5.1.3 for constructing generalized concatenated code C4.
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Code Concatenation

There are two types of code concatenation, namely ordinary code concatenation [FJ66a] and
generalized code concatenation [BZ74]. The general idea of ordinary code concatenation is
to encode information first with an outer code A(no, ko, do) and then to apply an inner code
B(ni, ki, di) to the positions of the codeword generated by the outer code.4 Using generalized
code concatenation, an inner code B(1) is partitioned into several disjoint sub-codes B(2)i such
that B(1) =

⋃̇
iB

(2)
i . These sub-codes are again partitioned until the partitions generated in

this way only consist of one codeword each. The inner code should be chosen, such that the
minimum distance within the partitions is as large as possible. The edges of a partition tree
are numbered with binary labels, which are used to uniquely identify a codeword of the inner
code B(1), when traversing the partition tree from the root to a leaf, in which according to the
construction only one codeword of B(1) is stored. The partitions of level i are protected with
an outer code A(i). Hence, in contrast to ordinary concatenated codes, several outer codes are
used. Examples for both, ordinary concatenated codes and generalized concatenated codes
follow as the main contributions of this chapter in Section 5.1.2 and Section 5.1.3, respectively.
The idea of concatenated codes is to construct long codes, by concatenating short codes.

The advantage in comparison to long codes that are constructed directly (without using the
concepts of concatenation) is a reduced decoding complexity. This arises from the fact, that
only short codes have to be decoded, which can be performed more efficiently than decoding
a single long code. We emphasize the main advantage of generalized code concatenation in
comparison to ordinary code concatenation, that is also relevant for the application in the
field of PUFs: Using the exact same parameters for length n and dimension k, generalized
code concatenation allows to construct codes with a larger minimum distance than attain-
able by ordinary code concatenation. To illustrate this statement, we use an example from
[ZSB99]: For given length n = 63 and dimension k = 24, an ordinary concatenated code with
minimum distance d = 12 is constructed. On the other hand, the construction of a gener-
alized concatenated code results in a code with minimum distance d = 16. The statement
can also be given from another perspective: For given length n and minimum distance d,
generalized code concatenation allows the construction of codes with a larger dimension k
(and thus a higher code rate and more codewords) than ordinary code concatenation does.
Table 5.1 summarizes how to calculate the parameters of a (generalized) concatenated code,
based on the parameters of the inner and outer codes.
When explaining generalized code concatenation, literature usually uses examples instead

of abstract descriptions, since there exists much theory which leads to a complicated notation
and goes beyond the scope of most textbooks as well as beyond the scope of most works in
which generalized code concatenation is applied. Hence, also in this dissertation we use our
code constructions to explain partitioning of an inner code, encoding and decoding. For exten-
sive information about concatenated codes, the interested reader is referred to the literature:
[ZSB99], [Bos99, Chapter 9] and [LC04, Chapter 15] provide comprehensive introductions to
(generalized) concatenated codes.
In Section 5.1.2, we use Reed–Muller codes as introduced in Section 5.1.1 in order to

construct a generalized concatenated code for a PUF scenario. In Section 5.1.3, Reed–Solomon
4Also, it is possible to use ` > 1 outer codes which have the same redundancy (cf. [Bos99, Example 9.3]).
Since the ordinary concatenated codes which we construct in this chapter only use one outer code, we do
not go further into details about the use of ` > 1 outer codes.
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Table 5.1: Parameters of ordinary and generalized concatenated codes, based on the param-
eters of inner codes B(`) and outer codes A(`) (` = 1, . . . , l).

B(`)(p;ni, k(`)i , d
(`)
i ), A(`)(pm` ;no, k

(`)
o , d

(`)
o ), ` = 1, . . . , l

Ordinary concatenated code n = ni · no

(` = 1) k = ki · ko

d ≥ do · di

Generalized concatenated code n = ni · no

(` = 1, . . . , l) k =
l∑̀
=1

m` · k
(`)
o

d ≥ min
`=1,...,l

{
d
(`)
i · d

(`)
o

}

codes as defined in Section 5.1.1 are used for the construction of ordinary as well as generalized
concatenated codes to be applied in the same scenario.

5.1.2 Error Correction for PUFs Using Reed–Muller Codes and Generalized
Code Concatenation

The first code construction proposed in this chapter, is a generalized concatenated code based
on Reed–Muller codes, which are an appropriate choice due to efficient decoding algorithms
that are suitable for hardware implementations. We briefly recall the requirements which
the constructed code aims to fulfill, according to the reference code construction given in
[MVHV12]: Required is a code of length n < 2226, dimension k ≥ 128, and a block error
probability Perr < 10−9.

Code Construction

The generalized concatenated code constructed in this section uses the code B(1)(16, 5, 8) =
RM(1, 4) as inner code. Also, two outer codes are applied, namely the A(1)(24; 128, 8, 64) =
RM(1, 7) and the A(2)(128, 99, 8) = RM(4, 7), in order to construct a generalized concate-
nated code C1(2048, 131).

The first step of constructing a generalized concatenated code is to partition the inner
code. In general, this is not a trivial task and much research to solve this problem has been
carried out, cf. for example [Bos99, Chapter 9.2.2] for an overview of possible methods.
The partitioning of the construction proposed in this section is visualized in Figure 5.5.
The inner code B(1)(16, 5, 8) = RM(1, 4) is partitioned such that the minimum distance
of the codewords in all partitions is as large as possible. Therefore, first, the inner code
B(1)(16, 5, 8) is partitioned into 16 sub-codes, enumerated by B(2)i , where i is the 4-digit
binary representation of the numbers from 0 to 15, used to label the partitions. These 16
sub-codes, each containing two of the 32 codewords of B(1), represent the second level in
the partition tree. Note that B(1) =

⋃̇
iB

(2)
i . We choose B(2)0000 to be the repetition code of

length 16, in order to maximize the minimum distance. The other 15 sub-codes in level 2
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are generated by taking the distinct cosets of B(2)0000. The edges between level 1 and level 2
are labeled with the 4-digit binary identifiers i of the codes B(2)i . These labels are used for
encoding and decoding and are protected with outer code A(1)(24; 128, 8, 64), which is the
Reed–Muller code RM(1, 7). The partitioning of the second level codes B(2)i is trivial, since
they consist of only two codewords each. Hence, the 16 sub-codes in level 2 are divided
into two partitions each. In total, we obtain 32 codes in level 3, each containing only one
codeword. The edges of the partitions from level 2 to level 3 are labeled with 0 or 1, since one
bit is sufficient in this case to uniquely identify a codeword in level 3. The codes in level 3 are
denoted by B(3)i,j , where i is the 4-digit binary identifier of the labeling from level 1 to level 2
and j is the 1-digit binary identifier of the labeling from level 2 to level 3. The labeling from
level 2 to level 3 is protected with an outer code A(2)(128, 99, 8), which is the Reed–Muller
code RM(4, 7). Note that the labeling allows to uniquely identify a codeword, when starting
at the root of the partition tree and traversing the tree until a leaf is reached, by following the
edges indicated by a label. The generalized concatenated code C1 constructed in this section
has length ni · no = 16 · 128 = 2048 and dimension 131 (cf. Table 5.1).

. . .

. . .

. . .

. . .

Level 1

Level 2

Level 3

←− A(1)(24; 128, 8, 64) = RM(1, 7)

←− A(2)(128, 99, 8) = RM(4, 7)

B(1)(16, 5, 8) =
RM(1, 4)

B(2)0000(16, 1, 16)

B(3)0000,0

0

B(3)0000,1

1

0000

B(2)1111(16, 1, 16)

B(3)1111,0

0

B(3)1111,1

1

1111

Figure 5.5: Partitions of the inner code B(1)(16, 5, 8) = RM(1, 4). The outer codes
A(1)(24; 128, 8, 64) = RM(1, 7) and A(2)(128, 99, 8) = RM(4, 7) are used to pro-
tect the labeling of the partitions. The labels on the edges allow to uniquely
identify each codeword of the inner code B(1).

Encoding

The encoding process is visualized in Figure 5.6 and is performed in three steps, denoted
by (a) – (c). The generalized concatenated code C1(2048, 131) constructed above is used to
encode 131 information bits, which are separated into the 8 × 4 and 99 × 1 Matrices I and
II, respectively. In step (a), the first 32 information bits are encoded. For that purpose,
the encoder of outer code A(1)(24; 128, 8, 64) = RM(1, 7) is applied column-wise to Matrix
I. Result of that operation is the 128 × 4 Matrix III, whose columns are codewords of the
code A(1). The number of columns is determined by the four bits, used to label the edges
between the first two levels in the partition tree. In step (b), the remaining 99 information
symbols are encoded, using the outer code A(2)(128, 99, 8) = RM(4, 7). The 128× 1 Matrix
IV represents the corresponding codeword. Next, the codeword Matrices III and IV are
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read row-wise in step (c). For each row, the four bits in Matrix III define a path from the
inner code B(1) (root of the partition tree), to one of its partitions in the second level, by
following the edge labeled with these four bits. Matrix IV , generated by the encoder of A(2),
for each row dictates the path to use from the chosen second level code to a third level code.
Note that in the third level, each code consists of only one codeword, which is chosen to
compose the corresponding row in the resulting 128 × 16 Matrix V . After performing this
codeword selection for all 128 rows, Matrix V is the codeword of the generalized concatenated
code C1(2048, 131). Table 5.2 provides a brief summary of the encoding process described in
this section.

I
8

4

128

4
III

A(1)(24; 128, 8, 64)
= RM(1, 7)

(a)
II

99

1

A(2)(128, 99, 8)
= RM(4, 7)

(b)

128

1
IV

(c)

B(1)(16, 5, 8)
= RM(1, 4)

(c)

V

128

16

Figure 5.6: Illustration of the three encoding steps. First, 4 · 8 information bits are mapped
column-wise to codewords of outer code A(1). Second, 99 information bits are
encoded by using outer code A(2). Third, codewords of the inner code B(1) are
chosen by following the labels given by the rows of Matrices III and IV to a leaf
of the partition tree.

Decoding

This paragraph describes, how to decode the generalized concatenated code C1(2048, 131).
The description of the decoding process is structured into two stages. Stage 1 aims for
recovering the information bits encoded with outer code A(1) (recall Figure 5.6, step (a)),
while stage 2 deals with recovering the information bits encoded with outer code A(2) (recall
Figure 5.6, step (b)).
We start the description with stage 1 of the decoding process according to Figure 5.7.

Let the 128 × 16 Matrix I represent the received word, i.e., a codeword of code C1 plus an
error which occurred in the BSC during transmission. Remember from the encoding process

91



5 Error Correction for Physical Unclonable Functions

Table 5.2: Brief description of the encoding process of generalized concatenated code C1 and
legend to Figure 5.6.

Matrix/Step Description

I (8× 4)–matrix containing 32 information bits.

(a) Column-wise encoding in outer code A(1)(128, 8, 64) =
RM(1, 7).

III Result of step (a): (128×4)–matrix, columns are codewords
of A(1). Each row provides the first partition index i (4 bits)
for encoding in step (c), i.e., for choosing B(2)i .

II (99× 1)–matrix containing 99 information bits.

(b) Encoding in outer code A(2)(128, 99, 8) = RM(4, 7).

IV Result of step (b): (128 × 1)–matrix which is codeword of
A(2). Each row provides the second partition index j (1 bit)
for encoding in step (c), i.e., for choosing B(3)i,j .

(c) Takes row–wise partition indices i (from Matrix III) and j
(from Matrix IV ) and writes the only codeword contained
in B(3)i,j in the corresponding row of Matrix V .

V Final result: The codeword of the generalized concatenated
code C1(2048, 131).

described above, that each row in that matrix is a codeword of the inner code B(1), plus
an error. Hence, step (a) decodes row-wise in B(1). Since B(1) in our construction only
consists of 25 = 32 codewords, maximum likelihood decoding can efficiently be performed. In
Matrix II, each row consists of either the corresponding decoding result (codeword of code
B(1)) or a length-16 sequence of erasures in cases where the decoder is not able to uniquely
determine the codeword closest to the corresponding received word. This happens for example
when two codewords with the same distance to the received word exist. Additionally, the
Hamming distance of the received row and the decoding result is stored, to be later used
as soft information in GMD decoding (cf. step (c)). In step (b), each row is re-mapped to
the length-4 bit sequence, which labels the partition from level 1 to level 2 that includes the
codeword of that row. This can be done by taking the information parts of the codewords
in the rows of Matrix II. Each row of Matrix III either consists of the label to the second
level code containing the codeword in the corresponding row of Matrix II, or of a length-4
sequence of erasures. Note that each column of Matrix III consists of a codeword of the outer
code A(1) = RM(1, 7) (cf. Figure 5.6, Matrix III). In step (c), decoding of A(1) is applied to
all four columns. We used GMD decoding in our simulations, internally applying the decoder
explained in Algorithm 10 as an error and erasure decoding algorithm. However, the use of
GMD decoding is optional, any error and erasure decoding algorithm can be applied. The
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erasures are transfered recursively, until a repetition or parity-check code, for which decoding
erasures can be done easily, is reached. If decoding fails, we define the decoding algorithm to
terminate by returning a decoding failure. In this case, the decoding process fails in stage 1.
The decoding results are represented by the columns of Matrix IV , thus each column of
Matrix IV is a codeword of A(1) = RM(1, 7). Matrix IV is used for two purposes: First,
recall from encoding (Figure 5.6, step (a)), that we use A(1) = RM(1, 7) in order to encode
eight information bits. Thus, we can extract eight information bits from each of the four
columns of Matrix IV in step (d). Hence, the first 8 · 4 = 32 bits of the information are
recovered. Second, the rows in Matrix IV provide partition information, which is used for
the next decoding step.
In stage 2 of the decoding process, we want to recover the remaining 99 information bits,

which were encoded using the outer code A(2) = RM(4, 7) (cf. Figure 5.6, step (b)). We
again start with the received word, represented by Matrix I and decode row-wise in code
B(2)i . The index i is determined by the labeling given by the corresponding row of Matrix IV .
Analog to the first step of stage 1, maximum likelihood decoding can efficiently be applied in
step (e), due to the small number of codewords in code B(2)i , namely only two in this case.
Analog to step (a), soft information (to be used in step (g)) is obtained. The rows of Matrix V
either contain the decoding results or a length-16 sequence of erasures in cases where unique
maximum likelihood decoding is not possible. In step (f), every row of Matrix V is either
re-mapped to the 1-bit index which labels the corresponding level-3 partition of code B(2)i ,
or to an erasure. This re-mapping is represented by the 128 × 1 Matrix V I. Note that this
is a codeword of the outer code A(2) = RM(4, 7). Analog to stage 1, GMD decoding is
applied in step (g), using the soft information generated in step (e). If the decoding in this
step fails, we define the algorithm to return a decoding failure. In this case, the decoding
process fails in stage 2. Matrix V II contains the corresponding decoding result and hence a
codeword of code A(2) = RM(4, 7). Finally, in step (h), the remaining 99 information bits
can be recovered. The decoding process described in this paragraph is briefly summarized in
Table 5.3.

Analysis

This paragraph aims for analyzing the block error probability Perr of the constructed gener-
alized concatenated code C1(2048, 131) by deriving an upper bound of Perr.
Recall, that decoding of generalized concatenated codes is performed in several stages, one

stage per outer code A. Let these stages be consecutively numbered with 1, · · · , r, where r is
the number of outer codes used in a generalized concatenated code. In code C1(2048, 131), two
outer codes A(1) and A(2) are used, and hence, the decoding process consists of two stages.
Let Si be the event that decoding fails in stage i. The overall decoding process fails, if at
least one of the stages of the decoding process fails, i.e., when at least one of the events Si
occurs. Using the union bound, an upper bound for Perr can be calculated by

Perr = P

(
r⋃
i=1

Si

)
≤

r∑
i=1

P (Si) . (5.16)

For the code C1(2048, 131) considered in this section, we have to study the events S1 and S2.
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I

128

16

(a)

II

128

16

(b)

III

128

4

(c)

IV

128

4

(d)

(e)

V

128

16
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V I
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1
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V II

128

1

(h)

Stage 1
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Figure 5.7: Illustration of the algorithm, used to decode the generalized concatenated code
C1. Also refer to Table 5.3. for a summary of the several steps.

Since erasures can occur in the decoding process, the BSC with bit error probability p =
0.14 needs to be transformed into a binary error and erasure channel. Maximum likelihood
decoding of the inner code B(1)(16, 5, 8) = RM(1, 4) was used in simulations in order to
obtain the probability

P(error) = 0.020698 (5.17)

for the occurrence of an error and the probability

P(erasure) = 0.155532 (5.18)

for the occurrence of an erasure. We begin with studying the event S1, which corresponds
to stage 1 of the decoding algorithm, cf. decoding steps (a)–(d) in Figure 5.7. Recall, that
an error and erasure decoder of outer code A(1)(128, 8, 64) = RM(1, 7) can decode correctly
while 2τ+δ < 64, where τ is the number of errors and δ is the number of erasures. Considering
this condition, we calculate the probability that S1 occurs, i.e., that decoding fails in stage 1
and we obtain

P(S1) = P(2τ + δ ≥ 64)

=

128∑
i=0

P(δ = i) · P(2τ ≥ 64− i|δ = i)

≈ 9.51 · 10−12. (5.19)
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Next, we consider event S2, which corresponds to stage 2 of the decoding process, cf.
decoding steps (e)–(h) in Figure 5.7. The approach to calculate the probability that event S2
occurs is the exact same than for event S1. We obtain

P(S2) ≈ 1.48 · 10−9. (5.20)

Since decoding fails when at least S1 or S2 occurs, we can use (5.19) and (5.20) to derive the
upper bound

Perr ≤ P(S1) + P(S2)

= 9.51 · 10−12 + 1.48 · 10−9

≈ 1.49 · 10−9 (5.21)

according to (5.16).

The analysis in this paragraph was done by assuming a unique (i.e., 2τ + δ < d) error
and erasure decoder. The block error probability Perr can further be decreased by applying
GMD decoding, which decodes beyond half the minimum distance. It is hard to analytically
describe this behavior, thus simulations were performed and a block error probability

Perr ≈ 5.37 · 10−10 (5.22)

was achieved for GMD decoding. To simulate such a large amount of instances, we wrote a
highly optimized C program that needs 1 ms for one iteration. Using a simulation size of 1011

iterations, approximately 1150 days are needed, which can be reduced to approximately 23
days by using 50 kernels for computations.

Summary

Table 5.4 summarizes the advantages of the code construction proposed in this section, in
comparison to the construction published in [MVHV12]. Using the generalized concatenated
code C1 allows a decreased block error probability Perr. For a binary symmetric channel with
bit error probability p = 0.14, simulations using GMD decoding have shown a block error
probability in the order of ≈ 5.37 · 10−10, which is smaller than the block error probability of
≈ 10−9 determined in [MVHV12]. Using an arbitrary error and erasure decoder, as shown in
our analysis, Perr is at least in the order of the code suggested in [MVHV12]. Also, the code
length is reduced from 2226 to 2048. Hence, fewer bits have to be extracted from the PUF.
In addition, the decoder uses the binary field only. This is advantageous, since it is easier to
implement operations over the binary field, than over larger fields.
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Table 5.4: Improvements of the generalized concatenated code C1(2048, 131) based on Reed–
Muller codes, compared to the ordinary concatenated code construction in
[MVHV12]. Our new code construction benefits from a shorter codeword length
and a smaller block error probability when using GMD decoding. Additionally,
only operations over the binary field have to be implemented.

Code construction Perr n k k
n Largest Field

[MVHV12] ≈ 10−9 2226 174 0.078 F28

GC RM C1 (Section 5.1.2) ≈ 1.48 · 10−9 2048 131 0.064 F2

GMD simulations ≈ 5.37 · 10−10

When using Reed–Muller codes, the dimension, and hence, the code rate, cannot be chosen
arbitrarily. This drawback restricts the use of Reed–Muller codes as outer codes in generalized
concatenated schemes, in scenarios where a flexible design is desired. For this reason, Reed–
Solomon codes are used in Section 5.1.3. Besides an arbitrarily adjustable code rate, Reed–
Solomon codes are maximum distance separable (MDS), i.e., for given length and dimension,
the minimum distance is maximized.

5.1.3 Error Correction for PUFs Using Reed–Solomon Codes and (Generalized)
Code Concatenation

In this section, we propose three concatenated code constructions using Reed–Solomon codes.
Concerning their parameters, Reed–Solomon codes are more flexible than Reed–Muller codes.
Since they are MDS codes, they possess excellent error correction capabilities. Also many
efficient decoding algorithms exist.

Ordinary Concatenated Code Constructions

We present two ordinary concatenated codes. Let C2 denote the first ordinary concatenated
code, which we construct based on an outer Reed–Solomon code and an inner Reed–Muller
code. We choose B(32, 6, 16) = RM(1, 5) as inner code. Remember, that one of the require-
ments for the final code is a dimension of at least 128. Hence, as outer code we suggest to
use a Reed–Solomon code of dimension ko = 22, which leads to dimension

k = 6 · ko = 132 (5.23)

of the ordinary concatenated code C2. Since we want to construct a code of length less than
2226, we choose no = 64 and obtain a concatenated code of length

no · ni = 64 · 32 = 2048. (5.24)

This results in outer Reed–Solomon A(26; 64, 22, 43). Based on these codes, we construct an
ordinary concatenated code C2 of length n = 2048 and dimension k = 132.
This code construction is visualized in Figure 5.8a, the corresponding encoding process is

illustrated in Figure 5.9. Matrix I represents the information. The dimension of the outer

96



5.1 Block Codes for PUFs

Outer
Encoder

RS(26; 64, 22, 43)
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(a) Ordinary concatenated code C2 using inner code B(32, 6, 16) = RM(1, 5) and outer code
A = RS(26; 64, 22, 43).
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Encoder

RS(26; 36, 22, 15)

Inner
Encoder
RM(1, 5)

Channel Inner
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Outer
Decoder
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(b) Ordinary concatenated code C3 using inner code B(32, 6, 16) = RM(1, 5) and outer code
A = RS(26; 36, 22, 15).

Figure 5.8: Ordinary concatenated codes based on Reed–Muller and Reed–Solomon codes.

Reed–Solomon code is 22, which is the number of rows of the information matrix. Since the
code is defined over the extension field F26 , each information symbol can be represented by
6 bits, visualized by the number of columns of the information matrix. Hence, the 22 infor-
mation symbols can be represented by 22 · 6 bits (Matrix I). The symbols of this matrix are
encoded using the outer Reed–Solomon code A(26; 64, 22, 43) in step (a). The corresponding
codeword is represented by Matrix II, in which each row is one of the 64 symbols of the
codeword. Again, each symbol is represented by using 6 bits. In a second step (b), the inner
code is applied row-wise to Matrix II. Row i of Matrix III represents the 32-bit codeword
of the inner Reed–Muller code B(32, 6, 16), that corresponds to the 6-bit information of row
i in Matrix II. Hence, in total we obtain a codeword of length 64 · 32 = 2048 of the ordinary
concatenated code C2(2048, 132).

Before we continue with the explanation of the decoding process, we want to use this
example to clarify the difference between ordinary and generalized concatenated codes. In
contrast to generalized concatenated codes, when using ordinary concatenated codes there
exists no partitioning of the inner code. The decoding result of the outer code (cf. Figure 5.9,
Matrix II) is directly used to encode row-wise by using an encoder for the inner code. Using
instead a generalized concatenated code, the rows are used to choose a codeword of the inner
code, by following the corresponding path from the root to a leaf in the partition tree (recall
Section 5.1.2, Table 5.2).
For decoding of code C2, assume Matrix III in Figure 5.9 plus an error to be the received

word. We know, that each row in that matrix is a codeword of B(32, 6, 16) = RM(1, 5) plus
an error. Hence, we decode row-wise to obtain the corresponding codewords. We extract the
information from each codeword, thereby we have recovered the rows of Matrix II. Like in
the encoding process each row is a symbol of the field F26 . Hence, in Matrix II we have a
codeword of the outer Reed–Solomon code A (plus an error in case decoding of the Reed–
Muller codewords was done erroneously). Decoding of the Reed–Solomon code and extract
the information results in the information matrix (cf. Matrix I).

We analyze the block error probability Perr of code C2(2048, 132). The inner code, by ap-
plying maximum likelihood decoding, transforms the BSC with bit flip probability p = 0.14
into a binary error and erasure channel. We performed simulations on the inner code to
obtain the probability P(error) = 0.00317 for the occurrence of an error as well as the prob-
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II
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B(32, 6, 16) = RM(1, 5)

III

64

32

Figure 5.9: Illustration of the encoding steps using the ordinary concatenated code Fig-
ure 5.8a. First, 22 symbols from F26 (represented by 6 Bits each, Matrix I)
are encoded in A. Second, each symbol of the resulting codeword (Matrix II) is
encoded in B.

ability P(erasure) = 0.017605 for the occurrence of an erasure. Analog to the analysis of
the generalized concatenated code based on Reed–Muller codes in Section 5.1.3 (cf. Equa-
tions 5.19 – 5.21), we calculated a block error probability Perr ≈ 6.79 · 10−37 for our ordinary
concatenated code.
Note that the block error probability Perr ≈ 6.79 · 10−37 is much smaller that the required

10−9. Hence, we can try to further decrease the codeword length n. Due to the flexibility of
Reed–Solomon codes, this can be done arbitrarily. We replace the outer code A(26; 64, 22, 43)
by an RS(26; 36, 22, 15) code as visualized in Figure 5.8b, in order to obtain the ordinary
concatenated code C3(1152, 132). Encoding and Decoding works exactly as described above.
Even the same decoder as for RS(26; 64, 22, 43) can be used, when declaring some of the
codeword positions as erasures. Using this modification, the code length reduces to

n = no · ni = 36 · 32 = 1152. (5.25)

By also modifying the analysis described above, we obtain block error probability

Perr ≈ 1.19 · 10−10. (5.26)

By changing the parameters of the Reed–Solomon code, a trade-off between codeword length
and block error probability can be adjusted. The dimension can also be adjusted, e.g., to
counteract low entropy sources.
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Generalized Concatenated Code Construction

Using the ordinary concatenated codes C2 and C3, constructed as described in the previous
paragraphs, enables to reduce the codeword length significantly. Note that in [MVHV12],
a concatenated code of length 2226 was used. Our code C3(1152, 132) does not only have a
shorter codeword length, but even a smaller block error probability. This paragraph presents
a generalized concatenated code, that further decreases the codeword length to 1024.

. . .

. . .

...

. . .

. . .

...

Level 1

Level 2

Level 3

Level 4

←− A(1)(25; 32, 2, 31) = RS

←− A(2)(25; 32, 19, 12) = RS

←− A(3)(21; 32, 26, 4) = RM(3, 5)

B(1)(32, 11, 12) = BCH

B(2)00000(32, 6, 16)

B(3)00000,00000(32, 1, 32)

B(4)00000,000000,1

0

B(4)00000,000000,0

1

00000

B(3)00000,11111(32, 1, 32)

11111

00000

B(2)11111(32, 6, 16)

11111

Figure 5.10: Partition tree of the generalized concatenated code C4. The inner code B(1) is
partitioned, the labeling of the partitions is protected by outer Reed–Solomon
and Reed–Muller codes, respectively.

Let C4 denote the generalized concatenated code constructed in this paragraph. Figure 5.10
represents the partition tree, which consists of four levels. The inner code used in this
construction is an extended BCH code of length 32, dimension 11 and minimum distance 12.
This code is denoted by B(1) and partitioned into 32 sub-codes of 26 = 64 codewords each.
The labels on the edges from level 1 to level 2 identify these partitions and are protected by
a Reed–Solomon code A(1)(25; 32, 2, 31). Each of the sub-codes in level 2 is further divided
into 32 sub-codes, each containing 21 = 2 codewords. The first partition in level 3 is the
repetition code of length 32, the others partitions are the corresponding disjoint cosets of
this repetition code. The labeling of the edges from level 2 to level 3 is protected by the
outer Reed–Solomon code A(2)(25; 32, 19, 12). Finally, the cardinality-2 partitions in level 3
are further divided into two sub-partitions each. The sub-codes in level 4 contain only one
codeword each. Hence a 1-bit labeling, which is protected by the outer Reed–Muller code
A(3)(21; 32, 26, 4), is sufficient to identify these codewords.

Encoding is visualized in Figure 5.11. In total, 131 bits of information are encoded by
using three outer codes. The first 10 bits, represented by Matrix I, are encoded by using
the Reed–Solomon code A(1)(25; 32, 2, 31). Each of the two rows is interpreted as the binary
representation of a symbol of the finite field F25 , over which the Reed–Solomon code A(1) is
defined. The encoding result is represented by Matrix IV , again each row is interpreted as
the binary representation of a symbol from F25 . The second part of the information, 95 bits,
is arranged in the 19× 5 Matrix II. These information bits are encoded by the outer Reed–
Solomon codeA(2)(25; 32, 19, 12) and the result is represented by Matrix V . Again, the rows of
Matrices II and V are interpreted as the binary representation of symbols from F25 . The last
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Figure 5.11: Encoding of generalized concatenated code C4(1024, 131).

26 information bits, visualized in Matrix III, are encoded by the outer code A(3)(21; 32, 26, 4),
which is the Reed–Muller code RM(3, 5). Matrix V I represents the encoding result. In
contrast to the previous matrices, the rows are interpreted as bits, since a binary code is
used for encoding. Finally, a codeword of code C4 is generated by reading Matrices IV , V
and V I row-wise. Note that the 5 bits in a row of Matrix IV select an edge from the root
(inner code B(1)) to a partition in level 2 of the partition tree (cf. Figure 5.10). Similarly, the
corresponding row in Matrix V selects an edge from the chosen level 2 partition to a partition
in level 3. The bit in the corresponding row of Matrix V I provides the last part of the path
to a leaf of the partition tree, which represents a codeword. The codeword chosen by this
path through the partition tree is placed into the corresponding row of Matrix V II. After
repeating this process for all of the 32 rows of Matrices IV , V and V I, Matrix V II provides
a codeword of the generalized concatenated code C4(1024, 131).

In contrast to the generalized concatenated code C1 proposed in Section 5.1.2, the con-
struction of code C4 uses three outer codes. Hence, decoding consists of three stages. The
description of these three stages as well as of the corresponding steps are given in Table 5.5.
A detailed description of the decoding process in the text is omitted, since the structure is
exactly the same as for code C1, for which an extensive explanation was given in Section 5.1.2.
Note that due to the low rates of the used Reed–Solomon codes, power decoding as shown in
Section 5.1.1 is suitable for decoding.

Analysis of the error correction capabilities of code C4 works analog to the analysis of code
C1 in Section 5.1.2. Recall, that we denote by Si the event that decoding fails in stage i of
the decoding process. Using code C4, we have three decoding steps. Hence, the events S1, S2,
and S3 have to be considered in the analysis of the block error probability. In stage 1 of the
decoding process, maximum likelihood decoding in the inner code B(1) is efficiently possible
since |B(1)| = 2048. The BSC with p = 0.14 is transformed into an error and erasure channel.
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Figure 5.12: Illustration of the algorithm, used to decode the generalized concatenated
code C4. Decoding consists of three stages, since three outer codes are used
in the code construction.

By simulations we obtain the probabilities

P(error) = 0.037808 and
P(erasure) = 0.174488. (5.27)

for the occurrence of an error or erasure, respectively. We obtain

P(S1) ≈ 1.03 · 10−8 (5.28)

when applying half the minimum distance decoding. Note that this decoding error probability
is too high for the given requirements, however it can be decreased to

P (S1) ≈ 1.48 · 10−11 (5.29)

when using power decoding as explained in Section 5.1.1. In stage 2, decoding in Reed–
Solomon code A(2)(25; 32, 19, 12) transforms the BSC in an error and erasure channel with

P(error) = 0.0032167 and

P(erasure) = 0.0175397, (5.30)

again determined by simulations. The resulting probability that event S2 occurs, and hence,
decoding in stage 2 fails is

P(S2) ≈ 3.11 · 10−10. (5.31)
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Finally, for stage 3 of the decoding process we obtain

P(S3) ≈ 2.13 · 10−11. (5.32)

In total, the block error probability Perr is upper bounded by

Perr ≤ P(S1) + P(S2) + P(S3) ≈ 3.47 · 10−10, (5.33)

which fulfills the stated requirement.

Summary on Block Codes for PUFs

Table 5.6 summarizes the results, including the ones from Section 5.1.2 (that are already
included in Table 5.4) in order to give a comprehensive summary. Basis of our code construc-
tions is [MVHV12], which suggests an ordinary concatenated code C(2226, 174), constructed
by using a BCH code as outer code, and a repetition code as inner code. In the PUF scenario,
a BSC with p = 0.14 is used and a block error probability of Perr ≈ 10−9 is obtained. The
largest field used for that construction is F28 , due to the BCH code applied in the construction.
In a first approach towards improving these results, we use generalized code concatenation

in order to construct code C1(2048, 131) based on Reed–Muller codes, which are chosen due
to the existence of efficient decoding algorithms that are also suitable for efficient hardware
implementations. Applying code C1 enables to decrease the codeword length from 2226 in
[MVHV12] to 2048. Also the block error probability decreases from ≈ 10−9 to ≈ 5.3710−10

when GMD decoding is applied. A further advantage of code C1 is, that only the binary field
is used.
We further improve the code construction by exploiting the flexibility of Reed–Solomon

codes. We propose two ordinary concatenated codes C2 and C3, based on Reed–Solomon
codes. C2 uses a Reed–Solomon code of length 64 and dimension 22 over the field F26 as outer
code. As inner code, Reed–Muller code RM(1, 5) of length 32 and dimension 6 is used. The
result of the construction C2 also is a code of length 2048 (same length as code C1), however
the block error probability is significantly reduced from ≈ 10−10 to ≈ 6.79 · 10−37. Note
that operations over the field F26 have to be implemented for code C2. Since a block error
probability in the range of 10−37 is much smaller than needed, a shorter Reed–Solomon code
can be applied. We follow this idea, when constructing the ordinary concatenated code C3.
In contrast to code C2, the codeword length of the outer Reed–Solomon is reduced from 64 to
36, by keeping the dimension of 22. Code C3 has codeword length 1152 and obtains an error
probability of ≈ 1.19 · 10−10. Note that 1152 is almost half of the codeword length used in
[MVHV12]. Due to the flexibility of Reed–Solomon codes, a trade-off between n and Perr can
be found according to the specification of a given application.
Finally, we suggest a generalized concatenated code C4, based on outer Reed–Solomon and

Reed–Muller codes, as well as on an extended BCH code as inner code. Using C4 further
decreases the codeword length to 1024. We emphasize that this is half of the lengths of codes
C1 and C2, and less than half of the length used in the initial construction given in [MVHV12].
Disadvantage of code C4 in comparison to code C1 is the field size F25 . To choose between the
codes C1 and C2, a decision can be made by comparing codeword length over the field size.
Implementations of some of the code constructions proposed in this section exist and were

done by research groups familiarly with hardware implementations. In [Kür14] two software
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implementations as well as a hardware implementation of the generalized concatenated code
C1, based on Reed–Muller codes (cf. Section 5.1.2), were realized. The hardware implemen-
tation of the decoder leads to an area reduction of about 37% in comparison to [MVHV12].
[HKS+15] presents an area-optimized VLSI implementation of the Reed–Muller based gen-
eralized concatenated code C1 proposed in Section 5.1.2. The decoder implements the steps
shown in Figure 5.7 and Table 5.3, respectively. To decode the inner codes, standard array
decoders are used [Bos99, Chapter 1.3]. For the outer RM(1, 7) and RM(4, 7) codes, Reed-
Decoders are applied, since they are very memory efficient [Ree54]. For a detailed description
of the functionality and architecture of the decoders we refer to [HKS+15, Chapters 4–5].
In contrast to earlier implementations of Reed–Muller decoders for PUFs, e.g. [MTV09b],
no large intermediate results have to be stored due to a serialized decoder architecture. In
comparison to the considered reference implementation in [MVHV12], up to 50% less slices
are needed for the decoder at the cost of a small increase of the key error probability, which is
1.49 · 10−9 (cf. upper bound derived in Section 5.1.2). In [Man18], a completely modularized
PUF coding chain implemented on a system on chip (SoC) is developed. For the channel
coding module, also the generalized concatenated code C1 from Section 5.1.2 is used. Results
of that work have been published in [MHK+19].
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Table 5.3: Description of the decoding process of C1 and legend to Figure 5.7. ⊗ denotes an
erasure, ⊗` denotes a sequence of length ` consisting of erasures.

Stage Block/Step Description

1 I (128 × 16)–matrix containing the received word. Rows are
codewords of B(1) = RM(1, 4) plus error.

(a) Row–wise ML decoding in B(1). Result: c ∈ B(1) or ⊗16.

II Result of step (a). Rows are codewords of B(1) or ⊗16.

(b) Remapping of every row (codewords of B(1)) to index (4 bits)
of the partition which contains the codeword. If erasure: ⊗4.

III Result of step (b). Rows are ∈ {0, 1}4 ∪ {⊗4}.

(c) Column–wise error–erasure decoding (optional: GMD using
soft information obtained from step (a)) inA(1)(128, 8, 64) =
RM(1, 7). If decoding fails: Declare failure of algorithm.

IV Result of step (c). Columns are codewords of RM(1, 7).
Rows give indices i (4 bits) to specify the partition B(2)i in
which the rows must be decoded in step (e).

(d) Extraction of the first 32 = 4 · 8 information bits (each col-
umn of IV is a codeword of a A(1)(128, 8, 64) code which
corresponds to exactly one information word of length 8).

2 (e) Row–wise ML decoding in B(2)i (i denotes the partition index
for each row given by the corresponding row of Matrix IV ).

V Result of step (e). Rows are codewords of B(2)i or ⊗16.

(f) Remapping of every row (codewords of B(2)i ) to index j (1
bit) of the partition B(3)i,j of B(2)i which contains the code-
word. If erasure: ⊗.

V I Result of step (f).

(g) Error–erasure decoding (optional: GMD using soft infor-
mation obtained from step (e)) of the column in A(2) =
RM(4, 7) = C(128, 99, 8). If decoding fails: Declare failure
of algorithm.

V II Result of step (g). Column contains codeword of A(2).

(h) Extraction of remaining 99 information bits which corre-
spond to the A(2)(128, 99, 8) codeword in Matrix V II.
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Table 5.5: Description of the decoding process of C4 and legend to Figure 5.12. ⊗ denotes an
erasure, ⊗` denotes a sequence of length ` consisting of erasures.

Stage Block/Step Description
1 I (32 × 32)–matrix containing the received word. Rows are

codewords of B(1)(21; 32, 11, 12) plus error.
(a) Row–wise ML decoding in B(1). Result: c ∈ B(1) or ⊗32.
II Result of step (a). Rows are codewords of B(1) or ⊗32.
(b) Remapping of every row (codewords of B(1)) to index (5 bits)

of the partition which contains the codeword. If erasure: ⊗5.
III Result of step (b). Rows are ∈ {0, 1}5 ∪ {⊗5}.
(c) Error–erasure decoding inA(1)(25; 32, 2, 1). If decoding fails:

Declare failure of algorithm.
IV Result of step (c). Codewords of A(1). Rows give indices i

(5 bits) to specify the partition B(2)i in which the rows must
be decoded in step (e).

(d) Extraction of the first 10 = 2 · 5 information bits.

2 (e) Row–wise ML decoding in B(2)i (i denotes the partition index
for each row given by the corresponding row of Matrix IV ).

V Result of step (e). Rows are codewords of B(2)i or ⊗32.

(f) Remapping of every row (codewords of B(2)i ) to index j (5
bits) of the partition B(3)i,j of B(2)i which contains the code-
word. If erasure: ⊗5.

V I Result of step (f).
(g) Error–erasure decoding in A(2)(25; 32, 19, 12). If decoding

fails: Declare failure of algorithm.
V II Result of step (g). Matrix contains codeword of A(2).
(h) Extraction of 95 = 5 · 19 information bits.

3 (i) Row–wise ML decoding in B(3)i,j (j denotes the partition index
for each row given by the corresponding row of Matrix V II).

V III Result of step (i). Rows are codewords of B(3)i,j or ⊗32.

(j) Remapping of every row (codewords of B(3)i,j ) to index k (1

bit) of the partition B(4)i,j,k of B(3)i,j which contains the code-
word. If erasure: ⊗.

IX Result of step (f).
(k) Error–erasure decoding in A(3)(21; 32, 26, 4). If decoding

fails: Declare failure of algorithm.
X Result of step (g). Matrix contains codeword of A(3).
(l) Extraction of the remaining 26 information bits.
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Table 5.6: Comparison between the code constructions C1, . . . , C4 proposed in this chapter and
[MVHV12]. Perr is the upper bound of the block error probability. in case of C1,
additionally the block error probability obtained by simulations using Generalized
Minimum Distance (GMD) decoding, is stated.

Code (Section) Perr n k k
n Largest Field

[MVHV12] ≈ 10−9 2226 174 0.078 F28

GC RM C1 (Section 5.1.2) ≈ 1.48 · 10−9 2048 131 0.064 F2

GMD simulations ≈ 5.37 · 10−10

RS C2 (Section 5.1.3) ≈ 6.79 · 10−37 2048 132 0.064 F26

RS C3 (Section 5.1.3) ≈ 1.19 · 10−10 1152 132 0.115 F26

GC RS C4 (Section 5.1.3) ≈ 3.47 · 10−10 1024 131 0.128 F25
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5.2 Convolutional Codes for PUFs

Section 5.1 was dealing with the construction of block codes for error correction in the context
of PUFs. This section, on the other hand, considers convolutional codes and is structured
as follows: In Section 5.2.1, an overview about studies that previously applied convolutional
codes to PUFs is given. Weaknesses are revealed and possible improvements are outlined.
Section 5.2.2 briefly introduces convolutional codes as well as related techniques, which are
used in the remainder of this chapter. Section 5.2.3 contains approaches to improve reliabil-
ity when applying convolutional codes for PUFs as one of the chapter’s main contributions.
Simulation results are presented and compared to results from literature. In this section,
SRAM PUFs are assumed as underlying PUF construction. Responses are generated accord-
ing to the theoretical model from [MTV09a], which was already revisited in Chapter 3 in
the context of channel and error models. In Section 5.2.4, convolutional codes are applied to
the ROPUF data from [MCMS10]. We show that this code class is a reasonable choice for
an error correction component, when considering the given ROPUFs. Finally, Section 5.2.5
summarizes our work about using convolutional codes for PUFs. The results obtained by
using the approaches discussed in Section 5.2.3 have been published in [MPB18b], while the
results using the real-world ROPUF data in Section 5.2.4 have been published in [MB17b].

5.2.1 Error Correction for PUFs Using Convolutional Codes

This section briefly summarizes previous studies from literature that apply convolutional
codes to PUFs. In [HWRL+13], convolutional codes are used for the first time in the context
of PUFs. The reasons for choosing them are twofold: First, they have good error correction
properties. Second, they are easily implementable in hardware. For example, [HLS14] pro-
poses a hardware implementation of the Viterbi decoding algorithm, particularly designed for
PUFs that are realized on FPGAs. This implementation is optimized concerning chip area
and power consumption.
[HÖSB16] constitutes the basis of our work with convolutional codes. The authors aim at

decreasing the decoding failure rate and hence, increasing the key reliability, by essentially
two approaches: First, reliability information about the several response bits are known and
used to select only those response bits which possess a certain reliability. Thereby, the entire
channel is improved by consciously ignoring unreliable bits. Second, the reliability of the
decoding output is estimated by applying an algorithm called “simplified ROVA” [FH07].
This algorithm is combined with the concept of multiple readouts. A response is extracted
to produce a key as usual. However, if the simplified ROVA algorithm detects that the
decoding result is not reliable enough, a defined amount of new readouts is extracted and
the most reliable one is selected as result. Alternatively, a certain amount of readouts is
performed directly, and the one which is classified as most reliable by simplified ROVA is
chosen. Thus, [HÖSB16] successfully increases the reliability of key reproduction, however,
at increased cost. First, more response bits than needed have to be extracted from the
PUF, such that a selection of enough reliable bits can be performed. Hence, the PUF must
support the generation and extraction of sufficiently many response bits, which requires an
appropriate chip area. Also, depending on the PUF construction, extraction of bits can
be time-consuming, and hence, extracting less bits in general is preferred over extracting a
larger number of bits. Furthermore, in order to evaluate the reliability of the decoding result,
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simplified ROVA operates on the reliabilities of the several bits. Calculating reliabilities on
a bit level is an overhead, considering that we are interested in the reliability of the whole
word.
We present approaches that can be used to improve the results of [HÖSB16]. First of all,

it has to be emphasized, that in all of the mentioned studies that deal with convolutional
codes for PUFs ([HWRL+13, HLS14, HÖSB16]), hard-decision decoding using the Viterbi
algorithm, is applied. Our approaches use reliability information not only to select reliable
response bits, but additionally to generate soft information that is used at the input of the
Viterbi algorithm. Thereby, the decoding failure rate can be decreased, or alternatively more
unreliable bits can be included in favor of wasting less extracted response bits in order to
obtain the same decoding failure probability. In all our approaches we do not use simplified
ROVA, since we consider the algorithm to be computational overhead. Instead, we apply
list decoding by using a variant of the Viterbi algorithm that was proposed in [SSZB04].
We further improve the results obtained by these methods by combining them with multiple
readouts. In our simulations, a behavior that is well-known in coding theory shows up.
Using convolutional codes with a large memory length results in a smaller error probability.
Also, the results in [HÖSB16] indicate, that it would be advisable to increase the memory
length. However, the complexity of Viterbi algorithm grows exponentially with the memory
length and thus makes the use of large memory lengths impractical. This problem can be
circumvented by applying sequential decoding, that has a complexity which is independent of
the memory length and rather depends on the number of errors in the received sequence. Due
to this advantage, we apply sequential coding, in particular the Fano algorithm as proposed
in [Fan63].
Some of the techniques used in this section are novel in the area of PUFs. Sequential

decoding and Viterbi list decoding are used for the first time in the context of PUFs. Soft
information at the input of the decoding algorithm was already used in the PUF scenario
in [MTV09b], however, for a concatenation of short block codes instead of convolutional
codes. Applying soft information at the decoder’s input for convolutional codes was briefly
implied in [MTV09b], however, convolutional codes were generally classified as inappropri-
ate, since comparatively short code sequences are used when dealing with PUFs, and con-
volutional codes are known to present their full strength for long code sequences. However,
[HWRL+13, HLS14, HÖSB16] proposed to use convolutional codes for PUFs, thus showing
their practicability in that scenario.

5.2.2 Convolutional Codes

Convolutional codes were introduced in [Eli55] and became a popular code class that is often
used in practical applications as for example GSM, UMTS and LTE. Their popularity essen-
tially arises from the following properties: First, the Viterbi algorithm, used for decoding of
convolutional codes, provides efficient maximum-likelihood decoding. Second, it is compara-
tively simple to use soft information at the decoder’s input as well as to generate soft output.
Third, encoding and decoding routines are very suitable for hardware implementations, what
makes them also useful in the field of PUFs. Extensive theory about convolutional codes can
be found in the literature [JZ15, Bos99, LC04]. This section briefly summarizes the knowledge
that is necessary in order to follow the contents in the remainder of this chapter. Table 5.7
lists the convolutional codes used for simulations within this chapter. Subsequently, the code
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5.2 Convolutional Codes for PUFs

Table 5.7: Convolutional codes used in our simulations to obtain the results presented in this
chapter. Usually good convolutional codes are determined by computer search and
listed in tables, e.g. [Lar73, Joh75].

polynomials used (in octal)
k n ν g2 g1 g0
1 2 2 5 7
1 2 6 133 171
1 2 7 247 371
1 2 10 3645 2671
1 2 14 63057 44735
1 2 16 313327 231721
1 3 6 133 165 171
1 3 7 225 331 367
1 3 8 557 663 711
1 3 9 1117 1365 1633
1 3 10 2353 2671 3175

in the first row of this table is used as an example to illustrate the concepts applied in this
section.
Analog to block codes, the information sequence is partitioned into blocks of length k, and

each block is mapped to a codeword of length n > k. Convolutional codes differ from block
codes, since generating codeword cr does not solely depend on information block ir, but in
addition on the µ previous information blocks ir−1, . . . , ir−µ.
The encoding process of block codes is generalized to

cr = irG0 + ir−1G1 + · · ·+ ir−µGµ, (5.34)

where G0,G1, . . . ,Gµ are (k × n) generator matrices. Equivalently, this can be written as
cr = (ir, ir−1, . . . ir−µ) · (G>0 ,G>1 , . . . ,G>µ )>. An encoder for a convolutional code of rate
R = k

n can be implemented by using a linear shift register with k inputs and n outputs.
The information sequence is divided into k subsequences, one for each input of the shift
register. When processing a bit at each input, the preceding bits are shifted by one position
in the memory elements that follow the corresponding inputs of the shift register. In most
cases, the memory elements are pre-initialized with zeros. In each step, one bit per output
is produced. The number of memory elements at input i is called the constraint length νi of
input i. The total sum of memory elements in the encoder is denoted as overall constraint
length ν =

∑k
i=1 νi. The memory length is defined as µ = maxi{νi} and can be interpreted

as the number of previous blocks that is used to encode a certain information block. Within
this work only convolutional codes of rate R = 1

2 and R = 1
3 are used. Hence, corresponding

encoders have always one input, and either two or three outputs. Note that in this case
constraint length, overall constraint length and memory length are the same and the terms
can be used interchangeably. The parameters of a convolutional code are specified by the
triple (n, k, [ν]).
Figure 5.13 visualizes an encoder of the (2,1,[2]) convolutional code listed in Table 5.7. The
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generator matrices implemented by this encoder can be derived from the given generators
g0 = (7)8 = (111)2 and g1 = (5)8 = (101)2 and hence, are G0 = (1, 1), G1 = (1, 0) and
G2 = (1, 1). From the perspective of system theory, an encoder for a convolutional code
can be described as a linear time-invariant (LTI) system with k inputs an n outputs. The
generators gj are determined by the impulse response at output j. As an alternative to
encode by using (5.34), the sequence at output j can be calculated by convolution of the input
sequences with the corresponding impulse responses of the system observed at output j.

Figure 5.13: Encoder of a rate R = 1
2 convolutional code with constraint length ν = 2 and

generators g0 = (7)8 = (111)2, g1 = (5)8 = (101)2.

Usually, information sequences of infinite length are assumed in the theory of convolutional
codes. However, when considering error correction for PUFs (as well as in a multitude of
other practical applications), we consider sequences of finite length. There exist essentially
three methods how to deal with finite sequences when using convolutional codes:

1. Truncation: After an information sequence of finite length is encoded, the process
simply stops to feed any symbols into the encoder. The drawback of that solution is,
that the last encoded information bits do not contribute to µ + 1 code symbols and
hence, these last encoded bits are less protected.

2. Termination: After an information sequence of finite length is encoded, a number of
µ zeros is inserted to reset the state of the encoder to its initial state. This repairs
the problem caused by truncation, however, the code rate suffers, which is negligible in
most practical scenarios, for example when dealing with long information sequences.

3. Tailbiting: In contrast to initialize the shift register with zeros, its final state is used for
initialization. This requires pre-computation of the final state, thus knowing in advance
the complete information sequence.

The Viterbi algorithm is the most often used decoder for convolutional codes. It operates on
an undirected graph, called trellis. Each path through the trellis represents a code sequence.
Basically, every linear code can be represented by such a trellis, but the trellis representation
is particularly suited for convolutional codes due to two reasons: First, convolutional codes
can be represented in a very compact form, which can be attained by merging edges that
represent common substrings of a code sequence. This enables to simultaneously conduct
calculations for several code sequences. Second, using convolutional codes, the segments of
the trellis are repeating, after a short construction phase. Therefore, the implementation
of the data structures and algorithms can efficiently be realized. Note that the smaller the
number of nodes and edges in a trellis, the smaller the computational complexity. In order to
construct a trellis for a convolutional code, an encoder is transformed into a state diagram,
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5.2 Convolutional Codes for PUFs

which in turn is used to derive the trellis. Figure 5.14 visualizes a state diagram for the
(2, 1, [2]) code given in Table 5.7. Since the encoder in Figure 5.13 has two memory elements,
there are four possible states in the state diagram, namely “00”, “10”, “01”, and “11”. Each
of these states is represented by one node in the state diagram. The diagram contains two
outgoing edges per node, one for input “0” (dashed edges) and one for input “1” (solid edges).
The edges lead to the state of the register after processing the input bit. The edges are
labeled with the output, produced after processing the corresponding input bit. Representing
the state diagram unwrapped in time, starting in the all-zero state “00”, results in the trellis
visualized in Figure 5.15.

00

10

11

01

11

10

00

0101

11

00

10

Figure 5.14: State diagram of a rate R = 1
2 convolutional code with constraint length ν = 2

and generators g0 = (7)8, g1 = (5)8. For example, assume the encoder is in
state “10” and information bit “1” waits at the input to be encoded. The encoder
outputs the code symbols “01” and moves to state “11” due to the right shift that
is carried out in the register.

The Viterbi algorithm for decoding convolutional codes can be described based on the
trellis representation of the code. Since the Viterbi decoder performs efficient ML decoding,
it implements the decoding rule

ĉ = argmax
c∈C

P (y|c), (5.35)

which aims to find the code sequence which was most likely transmitted when receiving the
sequence y. For explaining the Viterbi algorithm, we denote the transmitted code sequence
by c = (c1, c2, . . . ) and the received sequence by y = (y1, y2, . . . ). To find the most likely
transmitted code sequence, the decoder aims to identify the path, which represents that
sequence in the trellis. An edge metric as well as a node metric is defined as a measure of the
distance between y and a valid code sequence c. For all edges, the edge metric is defined as

λi = P (yi|ci) = n− distH(ci, yi). (5.36)
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Figure 5.15: Trellis diagram derived from the state diagram in Figure 5.14. Each trellis seg-
ment consists of the nodes representing the encoder’s states. Analog to the state
diagram, two edges leave at each node, representing the information symbols “0”
(dashed edges) and “1” (solid edges), respectively. The edges are labeled with
the code sequences produced by the decoder. Time proceeds from left to right.

The smaller the distance between ci and yi, the larger the edge metric. The node metric is
defined as the sum of all edge metrics of edges being part of the most probable path to a
considered node v, i.e.,

Λ =

η∑
i=1

λi, (5.37)

where η denotes the length of the considered path. To calculate the node metric for a specific
node v, all incoming edges are considered. For each incoming edge i, the edge metric λi
is added to the node metric of the node in the previous segment that is connected to the
considered edge. The edge which maximizes the node metric for node v is added to the
survivor path (most likely path) to that node.
An extension of the Viterbi algorithm that allows to perform list decoding was proposed

in [SSZB04]. The modification consists of additionally storing the difference between the
metric of the survivor and the second likely path in each node. The smaller that number,
the less reliable the decision made at that node. After the calculation of the survivor path,
we search for the node with the smallest difference value on that path. Since the decision
at that node is the most unreliable one, the non-surviving edge of that node is chosen. To
generate an alternative path through the trellis, we keep on following that edge back, until the
path merges again with the survivor path. To generate a list of L paths, after updating the
differences, we L−1 times apply the strategy of searching the node with the lowest difference
on the already chosen paths.
There exist extensions of the Viterbi decoder, which aim for assessing the reliability of

the decoding result. Soft-Output Viterbi Algorithm (SOVA) is a modification, such that in
addition to the most likely path in the trellis, the algorithm calculates the reliabilities of the
decoding decisions for each symbol [HH89]. Instead of evaluating the reliability symbol-wise,
Reliability Output Viterbi Algorithm (ROVA) calculates the reliability of the overall sequence
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[RB98]. While ROVA exactly calculates the desired reliability, simplified ROVA as introduced
in [FH07] only approximates ROVA. Hence, it produces worse values than ROVA in favor of
a much lower decoding complexity. Simplified ROVA uses reliability values of the individual
symbols to calculate the reliability of the overall sequence. This approach is used in the
context of PUFs in [HÖSB16]. Since we do not use extensions to calculate the reliability of
the decoded sequence, we omit to go into further detail about their functionality and refer
the interested reader to the references, provided above for all three algorithms.
The Viterbi decoder is popular, since it efficiently performs maximum likelihood decoding.

However, its complexity grows exponentially with an increasing constraint length ν. Results
in [HÖSB16] as well as our own research indicates, that when convolutional codes are applied
for PUFs, a comparatively large constraint length is required. The complexity of sequential
decoding, introduced in [Woz57], instead of the constraint length, depends on the number of
errors in a received sequence. In contrast to the Viterbi decoder, sequential decoding does
not provide maximum likelihood decoding. Different algorithms for implementing sequential
decoding exist. The most famous ones are the ZJ algorithm, named after its inventors Zigan-
girov and Jelinek [Zig66, Jel69], as well as the Fano algorithm [Fan63]. We consider the Fano
algorithm to be the better choice when working with PUFs, since it is memory efficient and,
hence, is suitable for hardware implementations. The ZJ algorithm in contrast is slightly
faster when decoding received sequences which include a larger number of errors, however
more memory is needed due to the implementation and maintenance of a stack-like data
structure. In [JZ15, Section 6.10], the Fano algorithm is denoted to be the “most practical
sequential decoding algorithm”.
In contrast to the Viterbi algorithm, Fano’s algorithm does not operate on a trellis, but

uses a code tree as underlying data structure. To provide an example, Figure 5.16 illustrates
the code tree which can be constructed from the encoder given in Figure 5.13. Each path
starting at the root of the tree represents a code sequence. Each edge is labeled with a code
block that results when encoding an information symbol. Being at a node, we follow the
edge to its left child node if the next information bit is “0”, and the edge to its right child
node in cases where the next information bit is “1”. For example, the information sequence
(0, 1, 1, . . . ) results in the code sequence (00 11 01 . . . ). Meaningful examples for decoding
with the Fano algorithm are extensive and, hence, we refer to [LC04, Chapter 13.2] for this
purpose.
The Fano algorithm belongs to the family of iterative backtracking algorithms. In order

to perform a depth-first search, the code tree is traversed from the root until a leaf node is
reached. The algorithm aims for maximizing the so-called Fano metric

M(yi|ci) =

{
log2 2pi −R, if yi 6= ci

log2 2(1− pi)−R, otherwise,
(5.38)

defined for a BSC with bit error probabilities pi and a code of rate R. Being at a node v, the
algorithm decides, based on that metric, to which child node of v it proceeds. Therefore, the
metric of the corresponding edge is added to the current value of the metric and the algorithm
continues with the next iteration. Based on a threshold T , the algorithm notices when the
currently examined path becomes unlikely. If there are paths starting at node v, which were
not examined yet, these paths can successively be considered. If all paths that start at node
v have already been considered and result in a metric that is lower than threshold T , the
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Figure 5.16: The paths in a code tree represent the code sequences, which result when encod-
ing an information sequence. The encoding process starts at the root of the tree.
Encoding an information bit “0”, we proceed to the left child node and produce
the code bits indicated by the label of the corresponding edge. Similar, for en-
coding a “1”, we proceed to the right child node. Sequential decoding algorithms
operate on this data structure instead of a trellis diagram.

algorithm performs backtracking to the previous level. If the metric of the predecessor of
v is also lower than T , the threshold is lowered by using a threshold increment Γ, that has
to be optimized in simulations. When the algorithm visits a node for the first time, the
threshold T is increased by the maximum multiple of Γ, such that the value of the metric
is still larger than the threshold. For a detailed description of the Fano algorithm including
extensive examples, we refer to [LC04, Chapter 13]. In addition to the standard literature
about coding theory, which was already mentioned in the introduction of this chapter, details
about convolutional codes can be found in [JZ15].

5.2.3 Improving the Reliability when Applying Convolutional Codes for PUFs

Before explaining our approaches, we outline the setup, which forms the underlying basis for
all of them. As channel model, a BSC with an individual bit error probability pbi for each
bit position i = 1, . . . , n, as explained in Chapter 3 and visualized in Figure 3.2, is assumed.
Recall that this model was derived in [MTV09a], according to the properties of SRAM cells.
In all approaches, we extract s ∈ N response bits from the PUF. Then we select n ≤ s out
of the s response bits, which belong to BSCs that are reliable enough. Therefore, a constant
pT is used as threshold, and a response bit i is defined to be reliable, when pbi < pT . For
example, if pT = 0.1, n response bits that correspond to BSCs with bit error probabilities
pbi < 0.1 are selected. This enables to ignore response bits that are too unreliable and, hence,
to improve the overall channel. According to the specification given in [HÖSB16], we aim for
a block error probability of at least 10−6. Table 5.7 lists the convolutional codes that were
used in simulations verifying our approaches, together with their generators. Usually, good
convolutional codes are determined by computer search, a selection of often used candidates
can be found in [Bos99, Chapter 8.8]. The implementations of convolutional codes, encoder
and the Viterbi decoder for our studies are adopted from a convolutional code library devel-
oped by [Sch02], the list Viterbi variant as well as Fano algorithm for sequential decoding were
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added within our work. Before we continue with outlining our approaches in the following
paragraphs, we want to stress that none of our approaches uses simplified ROVA or other
methods that estimate the reliability of a regenerated PUF response.

Approach 1: Using Soft Information at the Input of Viterbi Algorithm

Recall that [HÖSB16] uses reliability information, only to select and to refuse unreliable
response bits. In Approach 1, reliability information are additionally used to calculate soft
information

s
(t)
i = (−1)hi⊕r

(t)
i · (log(1− pei)− log(pei)) (5.39)

for each cell i at time instance t. In Formula 5.39, ri and hi denote bit i from the response
and the helper data, respectively. The probability pei denotes the error probability of SRAM
cell i. There are different ways how to obtain the error probabilities pei . For the experiments
considered in this section, pei is obtained from the theoretical model described in Chapter 3.1.
In a scenario with practical SRAM PUFs, multiple readouts can be performed in an enrollment
phase in order to estimate the error probabilities pei for the several SRAM cells. As an
alternative to multiple readouts during enrollment, reliability information can be gathered
by using only one single measurement. This possibility was introduced in the literature
[VdLPVdS12]. Note that Formula 5.39 was already given in [MTV09a], however, there it was
not applied to convolutional codes, but to soft-decision decoding of short linear block codes.
In our first approach, we use the same scenario as [HÖSB16] and select reliable response

bits according to three different threshold values pT ∈ {0.3, 0.2, 0.1}. The difference to the
reference simulation is, that we do not use simplified ROVA, but soft information at the input
of the Viterbi decoder instead of hard-decision decoding. Results of simulations conducted
with this setup are contained in column “SD, L = 1”5 of Table 5.8. When comparing with
the results from [HÖSB16] in column 4, it can be noticed, that the block error probabilities
are around the same magnitude, or even better in our approach. Consider, for example,
threshold pT = 0.1 for convolutional code (2, 1, [6]). Note that the block error probability in
our approach is 2.15 · 10−3, which is below the bound of 1.98 · 10−2 obtained in [HÖSB16].
Similarly, using a (2, 1, [7]) code results in block error probability 7.63 · 10−4, compared to
4.86 · 10−3 in [HÖSB16]. Therefore, we can conclude, that the use of soft information at the
input of Viterbi algorithm is a good candidate to replace the simplified ROVA algorithm.

Approach 2: Additional Use of List Decoding

We extend Approach 1 by replacing the Viterbi decoder by a list decoding variant as proposed
in [SSZB04] and explained in Section 5.2.2. Note that, like in all our approaches, soft infor-
mation at the decoder’s input (as explained for Approach 1) are still used. When applying list
decoding with a sufficiently large list size L, the threshold pT can be increased without any
loss in the block error probability. To illustrate this statement, we consider for example the
convolutional code (2, 1, [6]) with threshold pT = 0.1 in Table 5.8. In the reference [HÖSB16],
a block error probability upper bounded by 1.98 · 10−2 is obtained. Using Approach 2, we
obtain a block error probability in the same order when increasing the threshold to pT = 0.2

5The parameter L describes the list size when list decoding is performed (cf. Approach 2). L = 1 means a
list size of one and is, therefore, simply not a list decoding at all.
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(and hence use more of the extracted PUF bits in comparison to threshold pT = 0.1) when
using list decoding of list size L = 3 (cf. column “SD, L = 3”). We can conclude, that using
Approach 2, less PUF bits have to be refused to result in the same error correction perfor-
mance. Figure 5.17 shows that, when using threshold pT = 0.1, roughly half of the extracted
bits are wasted. By increasing the threshold to pT = 0.2, only about 1

3 of the extracted bits
are refused.
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Figure 5.17: Relative number of refused bits for a given threshold pT , when using the SRAM
model from [MTV09a].

Approach 3: Additional Use of Multiple Readouts

We further extend Approach 2 (recall: soft information at the input of the Viterbi algorithm
as well as list decoding) by the concept of multiple readouts. The results of simulations for
this setup are summarized in Table 5.9, where L again denotes the list size and m describes
the number of readouts. We want to stress three observations: First, we compare the use of
multiple readouts between [HÖSB16] and Approach 3. We consider the threshold pT = 0.1
and the convolutional codes (2, 1, [6]) and (2, 1, [7]), for which [HÖSB16] provides results
when using m = 3 readouts. In both cases, the defined requirement of obtaining a block error
probability of at least 10−6 is fulfilled. Using soft information at the input of the Viterbi
algorithm and list decoding with list size L = 3 allows to reduce the number of readouts by
one in order to still fulfill the required block error probability. Second, also by comparing
[HÖSB16] and Approach 3, we can omit list decoding and use the same amount of readouts
as [HÖSB16] in order to result in a similar block error probability. Third, we compare
Approach 2 (m = 1) and Approach 3. Using L = 3 and threshold pT = 0.1 for the code
(2, 1, [6]) in Approach 2 yields a block error probability of 1.09 · 10−3, whereas using m = 2
readouts in Approach 3 results in a block error probability of 6 · 10−6. We can conclude, that
the use of multiple readouts results in an essential improvement over Approach 2.
In Figure 5.18a, multiple variants are compared for different threshold values pT . The

conclusions that can be drawn from the plots summarize the observations described so far:
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–
–
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<
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Using soft information at the input of the Viterbi algorithm improves the reference results.
A further improvement is possible by applying list decoding. The additional use of multiple
readouts results in significant improvements. Furthermore, we can see in the figure, that
using hard-decision decoding, even when combined with list decoding, performs worse than
the reference implementation.
Figure 5.18b compares rate 1

2 convolutional codes of different constraint lengths ν. The
figure also contains additional plots for the codes (2, 1, [6]) and (2, 1, [7]) when using m = 3
readouts. This shows, that to a certain extend, a longer constraint length can be replaced
by using multiple readouts. Both of the mentioned codes perform better than a code with
constraint length 10 and one readout, but worse than using a code with constraint length 16
and one readout.
Our simulations non-surprisingly confirm the well-known fact, that convolutional codes

with a large constraint length possess a better error correction performance in comparison to
convolutional codes with a short constraint length. Unfortunately, the runtime of the Viterbi
decoding algorithm increases exponentially with the constraint length. Hence, convolutional
codes with a large constraint length are impractical when using the Viterbi algorithm for
decoding. This problem is tackled in Approach 4, where sequential decoding is applied in
order to circumvent this drawback.

Approach 4: Sequential Decoding

As already stated in the discussion of Approach 3, convolutional codes with a comparatively
large constraint length ν are required to obtain the desired block error probability of at least
10−6. However, decoding becomes infeasible for the Viterbi decoder when using convolutional
codes (n, k = 1, [ν]) with large ν. According to [Bos99, Chapter 8.8], ν ≤ 8 is adequate when
using Viterbi decoder, whereas sequential decoding is realistic up to ν ≈ 100. Table 5.10
shows results of simulations performed with the Fano algorithm6. A block length of 14 or
more fulfills the given requirement of a block error probability ≤ 10−6. Using this approach,
efficient decoding is possible for those constraint lengths.

Table 5.10: Performance of sequential decoding using Fano’s algorithm with soft information
input, m = 1 readout and threshold value pT = 0.1.

Code Extractions SD
(2,1,[14]) 500.000 9e-06
(2,1,[16]) 500.000 2e-06
(2,1,[20]) 10.000.000 <1e-07
(2,1,[24]) 10.000.000 <1e-07

Approach 5: Without Refusing Unreliable Bits

The idea to use only response bits with a certain reliability, as for example done in [HÖSB16],
has the drawback, that more bits than needed have to be extracted from the PUF. This results

6The implementation of the Fano decoding algorithm as well as the execution of simulations occurred in the
context of a master’s thesis [Fan17].
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(a) (2, 1, [6]) code with soft input (SD) or hard input (HD), list decoding (list size L), and m readouts.
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(b) Comparison of convolutional codes with different constraint lengths. The applied coding techniques
in these simulations are the use of soft information at the input of the Viterbi algorithm and list
decoding with list size L = 3. For two of the codes, additionally simulations with using m = 3
readouts were performed.

Figure 5.18: Comparison of the techniques studied in Approaches 1 to 3.
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Table 5.11: Comparison of key error probabilities when using rate 1
3 codes and all response

bits, even the unreliable ones. The parameters L and m denote list size and
number of readouts. Extraction means the number of simulated key extractions.

Code Extractions SD, L = 1 HD, L = 3 SD, L = 3 SD, L = 3, m = 3

(3,1,[6]) 10.000.000 3.98e-02 6.59e-01 2.24e-02 5.70e-05
(3,1,[7]) 10.000.000 1.73e-02 5.93e-01 9.43e-03 6.00e-06
(3,1,[8]) 10.000.000 9.72e-03 5.09e-01 5.14e-03 1.00e-06
(3,1,[9]) 10.000.000 5.07e-03 4.28e-01 2.65e-03 <1e-07
(3,1,[10]) 10.000.000 2.30e-03 3.39e-01 1.17e-03 <1e-07

in an increased consumption of chip area and time. Recall Figure 5.17 for a visualization of
the amount of wasted bits for different thresholds pT . The idea of this approach is to use all
extracted bits. By using the techniques applied in our first three approaches, we expect to
observe that the reliable bits compensate the unreliable ones, or in terms of coding theory,
that the good channels compensate the bad channels. Using threshold pT ≈ 0.2, Figure 5.17
shows that ≈ 1

3 of the extracted bits are discarded. Hence, in this approach we use codes of
rate 1

3 instead of 1
2 , to result in a fair comparison with [HÖSB16].

Table 5.11 shows the block error probabilities obtained in simulations when using all ex-
tracted PUF response bits and applying convolutional codes of rate 1

3 . We compare the
results of this approach with the results obtained by using Approach 1. Therefore, consider
the block error probabilities in Table 5.8 for the convolutional codes (2,1,[6]), (2,1,[7]) and
(2,1,[10]), when using threshold pT = 0.2, and note that they are in the same order than the
results obtained from Approach 5, as listed in Table 5.11.

Figure 5.19 compares the amount of required response bits, when using [HÖSB16] or Ap-
proach 5, respectively. According to Figure 5.17, in the former approach, roughly half of the
extracted bits are refused for threshold pT = 0.1, due to a low reliability. The other half of
the extracted bits defines the codeword length. When using a code of rate 1

2 , information
part and redundancy part have the same amount of bits in the codeword. On the other hand,
Approach 5 does not refuse any response bits. Using a code of rate 1

3 results in the same error
correction performance when using soft information at the decoder’s input and list decoding,
but requires a smaller number of response bits.

[HÖSB16] information redundancy discarded bits

Approach 5 information redundancy

Figure 5.19: Comparing the number of response bits required to fulfill the desired block error
probability in the scenario discussed above, when using the methods proposed
in [HÖSB16] or Approach 5 as explained in this chapter, respectively.
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5.2.4 Applying Convolutional Codes to Key Extraction using ROPUFs

In Section 5.2.3, we used SRAM responses for our discussion of convolutional codes in the
PUF scenario, generated based on a mathematical model. In this section, we apply convo-
lutional codes to the real-word ROPUF data from [MCMS10]. The data set contains both
frequencies, those measured at stable environmental conditions and those measured at chang-
ing temperature and supply voltage conditions. The first contribution of this section is to
demonstrate, that applying convolutional codes is reasonable for practical PUFs. Note that
in [MCMS10], error correcting codes were not addressed. Hence, as second contribution of
this section, the convolutional codes applied in Section 5.2 can be seen as a proposal for error
correcting codes, which can be applied to the ROPUFs constructed in [MCMS10]. Before dis-
cussing our results, we briefly outline the setup of our simulations. According to [MCMS10],
responses of length 511, which were generated by pairwise comparing the frequencies of ad-
jacent ring oscillators, are used. The standard code-offset scheme as explained in Chapter 4
(c.f. Figure 4.2) is applied as secure sketch. From the 100 measurements, which are available
per device, the average is chosen as reference response, while the 100 samples are used as
responses that are extracted in the reproduction phase.
We begin our study by using the data gathered at stable operating conditions, measured at

25◦C ambient temperature and 1.2V supply voltage. For this scenario, the data set provides
responses of 193 PUFs, where the relative response intra-distance lies in between 0.38% and
1.39%. These numbers are related to a very good channel. For each PUF, 100 measurements
are contained in the data set. Table 5.12 shows the amount of PUFs, for which reproduction of
the key fails at least once when reproducing the responses 100 times. Performing hard-decision
(HD) decoding and using a code of rate R = 1

2 , a constraint length of ν = 10 is necessary in
order to result in an error-free reproduction in all test instances. Using soft information at
the input of Viterbi algorithm (SD), choosing constraint length ν = 2 is sufficient. Decreasing
the rate to R = 1

3 , the constraint length when using hard-decision decoding can be decreased
from ν = 10 to ν = 3.

Table 5.12: Number of PUFs for which key regeneration fails at least once. E.g., the entry “33”
for code rate R = 1

2 and constraint length ν = 2 means that key reconstruction
fails, at least once, for 33 out of 193 devices when regenerating the 100 responses.

ν = 2 (HD) ν = 3 (HD) ν = 6 (HD) ν = 10 (HD) ν = 2 (SD)
R = 1

2 33 15 1 0 0
R = 1

3 1 0 0 0 0

In the next step, we investigate the five PUFs in the data set, which have been evaluated
at different temperature and supply voltage conditions. Table 5.13 shows the nine tempera-
ture/supply voltage combinations as well as the amount of failures, when regenerating the key
100 times for each of the five PUFs under the corresponding environmental conditions. For
these simulations, a (2, 1, [6]) convolutional code was used and hard-decision decoding was
chosen to obtain the results summarized in Table 5.13. Decreasing the code rate to R = 1

3
allows to correct all test cases, besides the extreme case with a supply voltage of 1.96V, while
still using hard-decision decoding. To decode all test cases correctly, a (2, 1, [2]) code is suffi-
cient, when using soft information at the input of Viterbi algorithm. Hence, soft information
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5.2 Convolutional Codes for PUFs

can be used to prevent the problems occurring for changing environmental conditions and the
constraint length can be kept small.

Table 5.13: Average amount of failures when regenerating the key 100 times under varying
operating conditions using hard input (R = 1

2 , ν = 6).

PUF 1 PUF 2 PUF 3 PUF 4 PUF 5
0.96V, 25◦C 100 100 79 100 100
1.08V, 25◦C 36 18 2 26 58
1.20V, 25◦C 0 0 0 0 0
1.20V, 35◦C 0 0 0 0 0
1.20V, 45◦C 0 0 0 0 0
1.20V, 55◦C 0 0 0 0 0
1.20V, 65◦C 0 0 0 0 0
1.32V, 25◦C 6 52 0 0 47
1.44V, 25◦C 59 99 54 91 96

As already stressed previously, the considered data set contains too few data for drawing
conclusions that are reliable from a statistical point of view (even when it is large in compar-
ison to other studies concerning PUFs, cf. summary in Appendix A and Table A.1). It is not
intended to extend the data set to a statistically meaningful number like ,e.g., 108 responses.
The reason is, that a single ring oscillator needs 250ms per measurement and hence, the
overall process would require a time of 9 months [Sch17]. To circumvent that problem, we
follow a suggestion by [Sch17] and approximate a larger amount of responses by modeling a
ring oscillator that is calibrated by using the real measurements according to [MMS11]. As
already mentioned in Chapter 3 when discussing channel and error models, a frequency fi of
ring oscillator i can be decomposed into

fi = favg + fPV + faging + fnoise, (5.40)

where favg is the average delay (static component), fPV the deviation caused by process varia-
tion (static component), faging the deviation caused by aging (dynamic component), and fnoise
the deviation due to noise (dynamic component). The average and process variation compo-
nents are calculated by using the average of the 100 provided readouts in order to remove
the noise. For the generation of new responses faging ∼ N(−6.75, 0.05) and fnoise ∼ N(0, σ)

with σ =
√

1
99

∑100
k=1(fk − favg)2 is used according to [MMS11], where these distributions

were calculated by performing accelerated aging7. Figure 5.20 shows for an exemplary PUF,
that the synthetic responses preserve the behavior of the real error pattern. For example,
consider the peaks, which are around the same bit positions in both pictures. We applied this
model in order to generate 107 synthetic responses for which simulation results are provided
in Table 5.14.

7Accelerated aging is an approach to simulate aging effects by stressing the devices with high temperatures
and voltages.
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Figure 5.20: Comparison of error pattern between real data (left) and synthetic data (right).

Table 5.14: Block error probabilities when using synthetic responses. Hard-decision (HD)
and soft-decision (SD) decoding is applied for both, convolutional codes of rates
R = 1

2 and R = 1
3 . For each of them, constraint lengths ν ∈ {2, 3, 6, 10} are used.

ν = 2 ν = 3 ν = 6 ν = 10

R = 1
2 (HD) 1.33e-01 4.99e-02 1.99e-03 2.19e-06

R = 1
2 (SD) 3.82e-02 8.89e-04 2.70e-06 0

R = 1
3 (HD) 4.28e-03 2.78e-03 0 0

R = 1
3 (SD) 5.44e-05 0 0 0

5.2.5 Summary on Convolutional Codes for PUFs

We applied convolutional codes for error correction in PUFs. We can conclude, that previous
approaches, which use convolutional codes in the same context, can be improved by applying
advanced techniques from the field of coding theory. In our studies, which are based on a
mathematical response model for SRAM PUFs (Section 5.2.3), we have shown that using soft
information at the input of the Viterbi algorithm can improve the block error probability
significantly. In a first approach, based on a scenario from literature [HÖSB16], we deter-
mined, that the use of soft information at the input of the Viterbi decoding algorithm can
replace simplified ROVA without degrading, but rather improving the resulting block error
probability. In a second approach, we additionally replaced the ordinary Viterbi decoder
with a corresponding list decoding variant. With a suitable list size, the threshold used in
[HÖSB16] as well as in our approaches, can be increased and hence less extracted bits have
to be discarded. Additionally, multiple readouts are used in our third approach. Replacing
Viterbi algorithm with sequential decoding, a more efficient runtime can be achieved even for
larger constraint lengths, since sequential decoding provides an alternative to Viterbi algo-
rithm with a runtime independent of the constraint length. Hence, convolutional codes with
larger constraint lengths can be applied when using sequential decoding. In a final approach,
we do not refuse any extracted response bits. By using soft information, list decoding, and
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multiple readouts, our simulations revealed that the reliable bit positions compensate for the
unreliable ones. The usage of all extracted response bits avoids an increased chip area and
leads to a decreased time consumption that is required to extract the PUF response. Working
with real-world ROPUF data in Section 5.2.4 leads to results, which also confirm the assump-
tion, that using a BSC with a fixed bit error probability is a too conservative assumption for
practical scenarios.

5.3 Concluding Remarks

In this chapter, we have proposed and evaluated several code constructions, that can be
applied in secure sketches when implementing error correction for Physical Unclonable Func-
tions. We have shown, that known constructions, based on block codes, can be improved
significantly by designing concatenated codes, based on suitably chosen component codes.
Our proposed code constructions either reduce the block error probability or the codeword
length considerably. Our contribution relating to block codes can be stated as follows:

• We presented four concatenated code constructions C1, . . . , C4, which significantly im-
prove the reference implementation given in [MVHV12], concerning codeword length or
block error probability, as well as the required chip area in hardware implementations.
For decoding, Generalized Minimum Distance and Power Decoding is applied for the
first time in the context of PUFs.

We also studied, how to improve approaches based on convolutional codes. Therefore,
we applied concepts like soft information input, list decoding, and sequential decoding. We
summarize our contributions relating to convolutional codes:

• In the literature, hard-decision decoding by using the Viterbi algorithm is used for
decoding of convolutional codes in the field of PUFs. For the first time in that context,
we applied techniques that are well known in coding theory, but widely unknown by the
PUF community. Our simulations confirm, that applying soft information at the input
of the Viterbi algorithm as well as using a list decoding variant of the Viterbi algorithm
significantly improves previous results. This implies, that the use of algorithms that
compute the reliability of a decoded sequence can be omitted.

• By using soft input for the Viterbi algorithm, list decoding as well as multiple readouts,
the pre-selection of reliable response bits can be omitted, when using a convolutional
code with a suitable constraint length.

• Sequential decoding is applied for error correction in the context of PUFs for the first
time, thereby enabling codes with much larger constraint length, which are necessary
in the considered scenario, as indicated by previous studies.

• We showed by using a collection of real-world ROPUF data, that applying convolutional
codes works for practical PUFs.

• We proposed convolutional codes as suitable choice in order to extend the PUFs from
[MCMS10] with an error correction component.
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6
Attacks and Countermeasures

In this chapter, we study approaches that make PUFs resistant against side-channel
attacks. One of the considered methods is based on masking techniques. The other
suggestion is the modification of the decoding algorithm, such that a constant runtime,
which is independent of the received word, can be achieved, and hence, deducing on

the secret by observing the decoder’s runtime is impossible. Some of the presented methods
focus on Reed–Solomon and Reed–Muller codes, and hence, can directly be applied to the
concatenated code constructions proposed in Chapter 5. A further contribution of this chapter
is the application of list decoding of Reed–Solomon codes in the context of PUFs. According
to the authors’ best knowledge, list decoding was not considered in this context before.
The chapter is structured as follows: Section 6.1 deals with attacks on PUFs in general.

In Section 6.2, we briefly discuss list decoding of Reed–Solomon codes. Section 6.3 is about
the prevention of side-channel attacks and is sub-divided into two proposals. First, in Sec-
tion 6.3.1, masking techniques are applied. These methods aim for hiding the codeword,
which is used in a secure sketch, from an attacker. Section 6.3.2 suggests to apply constant
time decoding algorithms for Reed–Solomon as well as Reed-Muller codes. We have published
the contributions discussed in this Chapter in [PMWZB17].

6.1 Attacks on PUFs

We begin with structuring different types of attacks on cryptosystems in general and briefly
discuss their influence when PUFs are used. As visualized in Figure 6.1, we differentiate clas-
sical cryptanalysis from implementation attacks1. Classical cryptanalysis aims for exploiting
mathematical weaknesses in cryptographic algorithms in order to break them. When breaking
an algorithm independent of an implementation by using classical cryptanalysis, the algorithm
itself is broken and consequently all implementations of that algorithm are obsolete. Imple-
mentation attacks, in contrast, deal with studying weaknesses in a specific implementation
of a cryptosystem. When breaking a specific implementation of a cryptographic algorithm,
other implementations still remain secure.
Dealing with implementation attacks, active and passive attacks are distinguished2. In

case of active attacks, a chip is physically altered. Examples for active attacks are reverse
engineering approaches, which aim for gaining knowledge about a secret by disassembling the
chip, or fault attacks, which aim for changing the behavior of the system by inducing errors.

1Implementation attacks are also often called physical attacks in the literature.
2Also combined implementation attacks exist.
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When applying those kinds of attacks to PUFs, properties on the microscopic level that are
used to extract randomness are altered, thus changing the challenge-response behavior. Due
to this behavior, PUFs are called tamper-resistant.
Using passive attacks, the functioning of a device is not changed, information are only

collected by passive approaches like observing or measuring. The most famous kind of pas-
sive implementation attacks are so-called side-channel attacks, which emerged in the 1990s
[Koc96, KJJ99]. During calculations that depend on the secret key, the physical behavior of a
device and its environment is correlated with the value of the key. Through measurements of
properties like, for example, execution time, power consumption [KJJ99, MOP08] or electro-
magnetic radiation, a so-called side-channel can be established. By monitoring and analyzing
the signals observed via such a side-channel, the attacker aims for reconstructing the secret
key. Side-channel attacks on PUFs usually focus on the helper data, e.g., [MSSS11]. Instead,
we consider a side-channel attack on the decoding algorithm as well as possible countermea-
sures. Side-channel attacks are a huge field of current research. Introductions can for example
be found in [Geb09, Chapter 8] and [Ver10, Chapter 2]. There exist some studies about side-
channel analysis in the field of PUFs. In [MSSS11], electro-magnetic emission of ROPUFs
was studied. Attacks on software implementations of Reed–Solomon and BCH codes were
examined in [KS10]. [DW09] analyzes the power consumption when storing a codeword of a
parity-check code and studies the amount of information that is leaked via the side-channel.

Attacks

Classical Cryptanalysis
...

Implementation attacks

Active

Reverse
Engineering

Fault
Analysis

. . .

Passive

Side-Channel
Attacks

. . .

Power Analysis
Attacks

Timing Attacks

. . .

Figure 6.1: Simplified classification of attacks on cryptosystems. We distinguish classical
cryptanalysis and implementation attacks. In this chapter, we focus on side-
channel attacks, which are a special type of passive implementation attacks. The
goal of side-channel attacks is to get knowledge about the secret key, by passively
measuring and analyzing timing behavior or power supply, while the cryptographic
key is processed by the cryptosystem.
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An alternative classification groups implementation attacks into dynamic and static attacks.
An attack is called dynamic, if it can only be performed during runtime. Hence, the correct
moment to attack the system has to be determined. Static attacks can also be executed while
the device is disabled, which makes attacks very flexible, since they can be performed at any
time. These kinds of attacks are very promising when a key has to be recovered that is stored
in a non-volatile memory. Recall from Chapter 2.1.4, that PUFs can be used to reproduce
a key when it is needed instead of storing it permanently. Hence, static attacks can not be
applied for recovering the key when using PUFs and dynamic attacks are of primary interest.

6.2 List Decoding of Reed–Solomon Codes

Recall Definition 5.5 from Chapter 5.1.1, where we gave the definition of Reed–Solomon codes.
This section briefly discusses list decoding, since this technique is used in Section 6.3.2, when
we develop a decoding algorithm which is resistant against timing attacks.
BMD decoding can decode uniquely if τ ≤ bd−12 c errors occur, since the error correction

spheres around the codewords do not overlap for these values of τ . The idea of list decoding is
to extend the radius of these spheres. Thus, some of the spheres overlap and consequently, for
some of the received words, there exists more than one option to decode. In such cases, instead
of one unique decoding result, a list of polynomial size, which contains possible codeword
candidates is returned. Due to the polynomial size of this list, ML decoding can efficiently
be performed on the codeword candidates.
The Guruswami–Sudan algorithm [GS98], which was proposed as an extension of the Sudan

algorithm3, is one of the most prominent list decoding algorithms for Reed–Solomon codes.
The Guruswami–Sudan algorithm aims for determining a bivariate polynomial Q(x, y) ac-
cording to Problem 6.1, in order to be able to correct τ < n−

√
n(k − 1) errors.

Problem 6.1. For a given vector y = (y1, . . . , yn) ∈ Fnq , find a non-zero bivariate polynomial
Q(x, y) ∈ Fq[x, y] of the form

Q(x, y) =
∑̀
j=0

Qj(x)yj ,

such that for given integers s, τ and `:

1. (αi, yi) are zeros of Q(x, y) of multiplicity s,
∀i = 1, . . . , n,

2. degQj(x) ≤ s(n− τ)− 1− j(k − 1), ∀j = 0, . . . , `.

The algorithm consists of two steps. The goal of the first step is to interpolate the poly-
nomial Q(x, y), while the second step aims for finding roots. The algorithm calculates all
polynomials with the property

(y(x)− f(x))|Q(x, y), (6.1)
3The Sudan algorithm is of historic importance since it was the first method to algebraically decode beyond
half-the-minimum distance in polynomial time [Sud97]. The drawback of Sudan algorithm is, that it is
only applicable to codes of a rate ≤ 1

3
. However, its computational complexity is lower in comparison to

the Guruswami–Sudan algorithm. The Sudan algorithm reaches the same error-correction radius as power
decoding (c.f. Section 5.1.1) and can be seen as a special case of the Guruswami–Sudan algorithm.
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where y(x) represents the received word and f(x) is the evaluation polynomial. According
to a proof in [GS98], the calculated list includes all evaluation polynomials f(x) that are
encoded to codewords c ∈ C with distH(c,y) < τ . The interpolation step can for example
be performed by using the algorithms proposed in [Ale02] or [ZGA11]. The root-finding step
can be implemented by the Roth–Ruckenstein algorithm [RR00], that also will be used in
Section 6.3.2. Also, efficient VLSI implementations exist, which are interesting for applying
the algorithm to practical PUFs [GKKG02].

Example 6.2. We consider the ordinary concatenated code C2(2; 2048, 132,≥ 688) as con-
structed in Chapter 5. Recall that C2 is an ordinary concatenated code consisting of an outer
Reed–Solomon code RS(26; 64, 22, 43) and an inner Reed–Muller code RM(1, 5). In Chap-
ter 5.1.3, we have observed, that using this code construction results in a block error probabil-
ity Perr ≈ 6.79·10−37. Furthermore, we have shown that ML decoding ofRM(1, 5) transforms
the channel into a binary error and erasure channel with error probability P(error) = 0.00317
and erasure probability P(erasure) = 0.017605. We now consider the Reed–Solomon code
RS(26; 64, 22, 43). Due to minimum distance d = 43, it is possible to decode uniquely up to
21 errors when using BMD decoding. Performing list decoding with the Guruswami–Sudan
algorithm allows to increase this number and to correct up to dn −

√
n(k − 1)e − 1 = 27

errors. If we additionally have erasures, the Guruswami–Sudan algorithm only considers non-
erased positions in the interpolation step. Let τ and δ again denote the number of errors and
erasures, respectively. Then, the block error probability can be calculated as

Perr =

n∑
i=0

P(δ = i)P(τ ≥ n− i−
√

(n− i)(k − 1)) (6.2)

≈ 3.5308 · 10−46. (6.3)

We notice that this number is significantly smaller than the block error probability Perr ≈
6.79 · 10−37 which results from BMD decoding. Similarly, the block error probabilities of the
ordinary concatenated code C3 and the generalized concatenated code C4 can be decreased.

6.3 Preventing Side-Channel Attacks on PUFs

Figure 6.2 visualizes the attacker model considered in this chapter. The illustration of the
reproduction process is depicted in a slightly different way, when comparing to the visual-
izations of the helper data algorithms discussed in Chapter 4 (e.g. Figure 4.1). Here, the
process is logically divided into the components pre-processing, decoding, and post-processing.
The pre-processing unit prepares the extracted PUF response to have the format codeword
plus error, which is required by the decoding algorithm. The post-processing unit reproduces
the original response from the decoder’s output and hashes the result to the final key. The
function ϕ can be used to mask the decoder’s input according to [MSS13]. Since the target
of the attack considered in this chapter is the decoding algorithm, the other components
are assumed to be secure. Note that the helper data storage always can be considered as
attackable, since it is allowed to be a public storage by definition.
We study two approaches for the prevention of side-channel attacks. The first counter-

measure uses a function ϕ as visualized in Figure 6.2, in order to apply masking techniques
(cf. Section 6.3.1). In a second approach, we consider the decoder. The decoding time may
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Figure 6.2: Since attacks on the decoding algorithm are considered, we define some of the
components of the helper data algorithm as not attackable. The helper data
storage is assumed to be public, and hence, can always considered to be attackable.

depend on the received word. In order to prevent timing attacks, we aim for designing a
decoding algorithm that has a constant runtime, which is independent of the received word
(cf. Section 6.3.2).

6.3.1 Masking Techniques

Codeword masking was proposed and used in [MSS13] in the context of preventing differential
power analysis (DPA) attacks on PUFs. However, it also protects an implementation against
timing attacks. The main idea is to make calculations, independent of the used codeword c
by randomly adding up vectors. Hence, dependencies between input data and intermediate
data are destroyed and the codeword c is hidden from an attacker.
Figure 6.3 visualizes the code-offset scheme as discussed in Chapter 4, extended by codeword

masking according to [MSS13], where a random codeword cr ∈ C is added to c + e in order
to hide c. For this purpose, the function ϕ is defined as

ϕ(c + e) = c + cr + e. (6.4)

Since cr is chosen randomly, for an attacker it seems like a random codeword of code C is
used. The decoder uses (6.4) as input and delivers c + cr.

[MSS13] does not provide a proof, that the uncertainty, which remains when we assume
an attacker with access to the helper data h as well to the masked word c + cr + e, is large
enough. For this reason, we prove in the following theorem, that even when an attacker finds
any method to obtain e and c + cr, the entropy to know c still remains large enough, since
cr is chosen randomly.

Theorem 6.3. H(r | (cr + c + e,h)) ≥ H(r)− (n− k)
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Figure 6.3: Code-offset scheme with codeword masking, which adds a random codeword cr to
the helper data to hide the codeword c from an attacker, who is able to retrieve
ϕ(c + e).

Proof. We know that r, c, cr, e are pairwise independent. Also, the codewords c and cr are
drawn from the code uniformly at random, so

H(c + e) = H(c + cr + e). (6.5)

In general, it holds that

H(c + cr + e,h) ≤ H(c + cr + e) +H(h). (6.6)

Since we can compute (r, cr + c + e, c) from (r, cr + c + e,h) and vice versa, we have

H(r, cr + c + e,h) = H(r, cr + c + e, c)

= H(r | (cr + c + e, c)) +H(cr + c + e, c)

= H(r) +H(cr + c + e, c)

= H(r) +H(cr + c + e | c) +H(c)

= H(r) +H(cr + e) +H(c). (6.7)

Hence, we obtain

H(r | (cr + c + e,h)) = H(r, cr + c + e,h)−H(cr + c + e,h)

(6.6),(6.7)
≥ H(r) +H(cr + e) +H(c)−H(c + cr + e)−H(h)

(6.5)
= H(r) +H(c)−H(h)

= H(r) + k −H(e)

≥ H(r)− (n− k), (6.8)
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which is the same as for the code-offset construction.

Note that if H(r) = n, then H(r | (cr + c + e,h)) ≥ k. If using a masking scheme, it is of
utmost importance not to change the Hamming weight of the error vector e, because other-
wise, the hardness of the decoding problem is changed. The only further masking operations,
besides codeword masking, which fulfill this requirement, are the Hamming-metric isometries.
Considering Fn2 , these isometries are exactly all permutations of the positions 1, . . . , n. Let π
denote such a permutation and let c be a codeword of a Reed–Solomon code C. Then π(c)
is also a codeword of a Reed–Solomon code that is defined by a permutation of the code
locators αi of C. Thus, π(c + e) = π(c) + π(e) with wt(π(e)) = wt(e), we obtain π(c) from
π(c + e) with a decoder for Reed–Solomon codes in all cases where we can correct the error
e in c + e. We distinguish two cases, depending on whether or not the permutation π is an
element of the automorphism group of the code. If π is not an element of the automorphism
group of the code, the decoder has to know π. Otherwise, the masking technique is equivalent
to codeword masking, since π(c)− c is again a codeword.

6.3.2 Constant-Time Decoding

This section deals with the development of a constant time decoding algorithm. Since the
runtime of that algorithm does not depend on the received word, it can be used in order to
prevent timing attacks on the decoding routine.
Before discussing the runtime of the specific operations of a decoding algorithm, we have to

start from a more general point of view. Error-correcting codes usually are defined over finite
fields, more precisely, over extension fields Fpm (p prime, m ∈ N). In practical applications,
most often p = 2 and thus extension fields over the binary field are used. Hence, algebraic
decoding algorithms perform operations over finite fields. First, these operations have to be
resistant against timing attacks. For small fields, like usually used for error-correcting codes
(e.g. F26 or F28), look-up tables can be used for operations that are constant in time. For
larger field sizes, the work of [PT15] can be used, which considers the protection of finite field
operations against side-channel attacks in the context of elliptic-curve cryptography. Hence,
we can assume that finite field operations are possible to be performed with a constant
runtime. Next, we can turn our attention to the actual decoding algorithms.

Decoding Reed–Solomon Codes in Constant Time

We start with decoding Reed–Solomon codes, which were proposed as outer codes in the
concatenated schemes in Chapter 5.1.3. Recall that list decoding with the Guruswami–Sudan
algorithm consists of an interpolation step and a root-finding step.
The interpolation step aims for finding a bivariate polynomial

Q(x, y) =
∑̀
η=0

Qη(x)yη =
∑̀
η=0

dη∑
µ=0

Qη,µx
µyη, (6.9)

where dη = s(n − τ) − 1 − η(k − 1), such that the two properties stated in Problem 6.1 are
fulfilled. This corresponds to finding a non-zero solution Qη,µ ∈ Fq for 0 ≤ µ ≤ dη and
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0 ≤ η ≤ ` of the system

∑̀
η=0

dη∑
µ=0

(
η
h

)(
µ
j

)
Qη,µα

µ−j
i rη−hi = 0,

for i = 0, . . . , n and h + j < s. There exist algorithms that exploit the structure in order to
efficiently provide a solution to Problem 6.1. These algorithms are asymptotically faster than
naive approaches. However, their runtime depends on the received word y, which in turn
might reveal side information. To circumvent the drawback of revealing side information, we
accept a larger runtime and use the naive approach of Gaussian elimination. To achieve a
constant runtime, we always execute a row operation. If an element is already zero, we add
a zero-row. This results in the same number of additions and multiplications, independent of
the vector y, and hence, no side information are revealed.
For the root-finding step, we consider the Roth–Ruckenstein algorithm according to [RR00],

which is outlined in Algorithm 11.

Algorithm 11: RR (Q(x, y), g(x), i,L) [RR00]

Input: Q(x, y) =
∑`

η=0Qη(x)yη, g(x), i, global list L
1 if i=k then return;
2 M(x, y)← Q(x, y)/xr with r ∈ N maximal ;
3 p(y)←M(0, y) ;
4 Find roots of p(y) ;
5 Remove g(x) from the global list L ;
6 for each root γ do
7 Add g(x) + γxi to the global list L ;
8 RR

(
M(x, x(y − γ)), g(x) + γxi, i+ 1,L

)
;

Roth–Ruckenstein is a recursive algorithm. The initial call uses the parameters

Q(x, y), g(x), i, L,

where Q(x, y) is the polynomial calculated in the interpolation step, g(x) is a polynomial
used to recursively calculate coefficients 0, 1, 2, . . . k− 1 of all y-roots of Q(x, y), i is a natural
number denoting the recursion level (starting in level 0), and L is a global list in which
polynomials calculated during the execution of the algorithm are stored. At the end, L
includes all y-roots of the initial Q(x, y) and no further elements.
At the beginning of the algorithm, we ensure that k − 1 is the largest recursion level

which can occur (cf. line 1). In line 2, the bivariate polynomial M(x, y) is calculated by
dividing Q(x, y) with xr for the largest possible r ∈ N that divides Q(x, y). Line 3 defines
the polynomial p(y) to be M(0, y). The calculation of roots in line 4 can be carried out with
any suitable algorithm, for example by using exhaustive search. In each iteration, g(x) is
removed from the list L (cf. line 5). For each root γ of p(y), which is calculated in line 4,
the polynomial g(x) + γxi (where i > deg(g(x))) is appended to L (cf. line 7) and delivered
to the next recursion level in line 8. If the polynomial p(y) does not possess any roots, a
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polynomial of the form

g(x) +

k−1∑
i=deg(g(x))+1

γix
i,

which is a y-root of Q(x, y) does not exist and consequently, the recursion terminates. For
an extensive explanation and analysis of list decoding and the Roth–Ruckenstein algorithm,
we refer to [Rot06, Chapter 9].
To obtain a constant runtime that does not depend on the received word y, we modify

Algorithm 11 as follows:

1. The i-th recursion level of all recursive calls is computed before starting any calculations
at recursion depth i+ 1.

2. After completing calculations at recursion depth i for all recursive calls, random uni-
variate polynomials of degree ≤ i are stored in list L, such that L always contains
`(k − 1) polynomials. Furthermore, the random polynomials are marked as random.
This approach is visualized in Figure 6.4

3. At recursion depth i+1, for all polynomials in L, the corresponding bivariate polynomial
M(x, x(y− γ)) serves as input for the algorithm. For all random polynomials in L, the
algorithm is called with a random bivariate polynomial of y-degree ≤ `. In this case,
the result of the calculation is not stored in L.

After executing the algorithm, all elements in L that are not marked as random are the
same elements than calculated with the unmodified Roth–Ruckenstein algorithm. From this
property, we can conclude the correctness of the modified Roth–Ruckenstein algorithm.
We proof that the modified Roth–Ruckenstein algorithm always performs the same number

of field operations and that this number is independent of Q(x, y).

Theorem 6.4. Consider Algorithm 11, including the modifications listed above. The algo-
rithm

RR (Q(x, y), 0, 0, {0})

calls RR(·) exactly `2(k − 1) times.

Proof. The original Roth–Ruckenstein algorithm calls itself ≤ `(k − 1) times (cf. [RR00]).
Hence, the number of non-random entries in list L will never be ≥ `(k − 1). At recursion
depth i, for i = 1, . . . , k, RR(·) is called exactly `(k − 1) times since |L| = `(k − 1).

Theorem 6.5. The number of multiplications and additions needed by Algorithm 11 for
fixed parameters is independent of Q(x, y).

Proof. We know that

degp(y) ≤ `,
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Figure 6.4: As one property of the modified Roth-Ruckenstein algorithm, the list L always
contains `(k − 1) polynomials. To achieve this property, random univariate poly-
nomials of degree ≤ i are stored in L at each recursion depth. Those polynomials
are marked as random and are visualized by the red list entries. The green list
entries represent the actual polynomials.

so evaluation corresponds to `+ 1 multiplications and ` additions of field elements. Finding
the roots of polynomial p(y) can be accomplished by evaluating it at all elements of Fq. In
recursion depth i, we have

degMη(x) ≤ max
µ
{degQµ}+ `i.

Hence, the calculation of M(x, x(y − γ)) can be performed in constant time, since we can
treat Mη(x) as a polynomial that exactly has degree

max
µ
{degQµ}+ `i.

Finding r depends on the data structures. Obtaining Q(x, y)/xr and M(0, y) efficiently
requires no computation.

Decoding Reed–Muller Codes in Constant Time

In the concatenated codes constructed in Chapter 5, the inner codes B have a comparably
small dimension, and hence, a low cardinality. This allows to efficiently perform maximum
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likelihood decoding. For this purpose, we calculate the distances d1, . . . d2k between the
received word c + e and the 2k codewords of the inner code B. Let π denote a random
permutation of the indices {1, . . . , 2k} of the codewords of the inner code B. Further, let
(dπ(1), . . . dπ(2k)) be the ordered list of Hamming distances of the received word c+ e and the
permuted list of codewords. We prove that if an attacker manages to extract the ordered list
of Hamming distances, the uncertainty of the codewords is not influenced.

Theorem 6.6. H(c | (dπ(1), . . . , dπ(2kb ))) = H(c).

Proof. Let B denote the inner code of a concatenated scheme. Since

dπ(i) = distH(c + e, cπ(i)) = distH(c′ + c + e, c′ + cπ(i)) (6.10)

for any codeword c′ ∈ B and we can define another permutation π′ such that

cπ′(i) = c′ + cπ(i) (6.11)

(adding a codeword is a bijection on the code),

dπ(i) = distH(c′ + c + e, cπ′(i)). (6.12)

We conclude that the uncertainty of choosing a codeword c′ remains.

6.4 Concluding Remarks

Side-channel attacks and their countermeasures gained considerable attention during the last
years and provide a large field of active research. It is of utmost importance to protect imple-
mentations of cryptographic systems against attackers, which use side-channels like timing
behavior, power consumption or electromagnetic radiation. In this chapter, we considered
timing attacks on PUFs. In particular, we studied side-channel attacks, which extract infor-
mation from the timing behavior of the decoding algorithm. Following this perception, we
differ from literature, which most often considers side-channel attacks on the helper data.
First, we recalled a technique for codeword masking according to [MSS13], in order to

protect an implementation from side-channel attacks in general. The main idea is to randomly
add up vectors in order to result in a calculation that is independent of the received word.
In addition to the original work in [MSS13], we provided a formal proof that the masking
scheme has no impact on the uncertainty.
The Guruswami–Sudan decoding algorithm that uses the modified Roth–Ruckenstein al-

gorithm, which we proposed in this chapter, provides resilience against side-channel attacks
on the runtime of the decoding algorithm. Additionally, the algorithm allows to increase
the number of errors that can be corrected, since it implements list decoding, a decoding
paradigm, which is able to correct errors beyond half-the-minimum distance and which is
applied for the first time to PUFs. There exist techniques to further increase the decoding
performance, that have not been investigated concerning their suitability in the context of
PUFs. These techniques comprise list recovery according to [GR05] and a soft-decision variant
of the Guruswami–Sudan algorithm developed by Kötter and Vardy in [KV03]. The latter
can also be utilized with the modified Roth–Ruckenstein algorithm.
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6 Attacks and Countermeasures

In summary, we proposed a faster implementation, which requires less chip area and at
the same time provides resistance to side-channel attacks. The countermeasures discussed in
this chapter indicate a bunch of future studies. Until now, there exists no hardware imple-
mentation of the modified Roth–Ruckenstein algorithm that was proposed in this chapter.
Also, studying the resilience of a side-channel attack for a corresponding implementation has
to be done within further research. In addition to timing attacks, DPA attacks on the de-
coding algorithm need to be studied. A possible approach can be the combination of the
methods proposed in this chapter and the DPA-resistant logic styles discusses in [WMG18].
In addition, it is important to isolated study DPA resistance of field operations.
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7
Conclusion

Pysical Unclonable Functions are usually studied from the perspective of hardware
engineering. In this dissertation we have covered many aspects from the perspective
of coding theory, since the application of error-correcting codes is indispensable in
order to guarantee a reliable reproduction of PUF responses.

In Chapter 3, we started with the derivation of channel models for ROPUFs and DRAM
PUFs. Knowledge about a channel is mandatory in order to select or to design a suitable error-
correcting code. Studying the underlying channel has been often neglected in the literature.
Instead, a binary symmetric channel with a fixed worst-case bit error probability was assumed.
First, based on real world data, we derived a channel model for ROPUFs. We applied a
methodology analog to the derivation of an SRAM channel model proposed in the literature.
We derived cumulative distribution functions and probability density functions for both, the
one-probability and the error probability of a response bit. In addition to the code design,
knowledge about the channel can be used when constructing secure sketches.
Second, we followed a comparatively new direction and generated PUF responses from

ordinary DRAM. As additional problem that occurs when using DRAM, the extracted data
are biased, and hence, cannot be used directly as input for a secure sketch. Thus, we proposed
debiasing methods. Two of them resulted in error models that have not been obtained for
PUFs before, namely a Z-channel and an erasure channel.
Chapter 4 dealt with secure sketches, which are indispensable in order to correct fuzzy PUF

responses. In most proposals, helper data are used to map a response to a codeword of an
error-correcting code, and hence, to enable error correction. We discussed and analyzed an
approach that only needs an error-correcting code without any further helper data. Helper
data can be omitted, when the initial PUF response is a codeword of the error-correcting
code that was chosen to implement the error correction unit. Our approach to provide this
guarantee is to design an error-correcting code in the initialization phase of the secure sketch,
depending on the initial PUF response. To present the concept, we used LDPC codes due to
the simplicity of the code construction. The problem, whether or not other code classes can
be used to construct a code, such that a given vector is a codeword, has not yet been solved.
Furthermore, based on the derived ROPUF channel model, we proposed two soft-decision

secure sketches for ROPUFs. The first one works analog to a soft-decision secure sketch that
was proposed for SRAM PUFs in the literature. In general, soft-decision secure sketches
improve the decoding performance and consequently also the reliability, when regenerating
PUF responses. The second secure sketch is based on an AWGN channel and considerably
outperforms previous results from literature.
In Chapter 5, we focused on the error correction component of a secure sketch. We proposed
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code constructions for block codes as well as for convolutional codes in order to improve results
from literature. Concerning block codes, we proposed several concatenated codes based on
Reed–Muller, Reed–Solomon and BCH codes. Using these concatenated codes, we showed
how to improve an existing reference implementation from the literature concerning codeword
length, block error probability and required chip area. For the first time, the concepts of
generalized concatenated codes, generalized minimum distance decoding and power decoding
were used for decoding in the context of PUFs.
Further, we showed that scenarios based on convolutional codes can be improved by us-

ing soft information as input to the decoding algorithm and by applying the list decoding
paradigm. Further, previous results in the literature imply, that using convolutional codes
for PUFs requires a comparatively large constraint length, which cannot be handled reason-
ably by the Viterbi decoding algorithm. In contrast, we verified that this problem can be
circumvented by using sequential decoding.
Chapter 6 finally touched the huge field of side-channel attacks on PUFs. In particular,

timing attacks on the decoding algorithm were investigated. In order to circumvent such
attacks, we studied two solutions, a masking scheme as proposed in the literature and a
constant time decoding algorithm. The latter is based on the list decoding paradigm and can
be seen as the main contribution of the chapter. In addition to preventing timing-attacks, the
proposed algorithm extends the error correction radius when reproducing PUF responses.
Open research problems and links for future studies have been given within the concluding

remarks of the corresponding chapters.
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A
PUF Characterization

Throughout this dissertation, we use practical data from ROPUFs, as measured
and published in [MCMS10]. Based on these data, we derive a channel model for
ROPUFs in Chapter 3.2, which we use to propose soft-decision secure sketches
in Chapter 4.3. In addition, we evaluate an error correction scheme based on

convolutional codes in Chapter 5.2.4.

The analysis of ring oscillator frequencies in [MCMS10] was performed by using 125 devices,
which was the original size of the ROPUF data set. Meanwhile, the data set contains data
of 193 devices. In order to derive the ROPUF channel model in Section 3.2 as well as the
soft-decision helper data algorithms in Section 4.3, we analyzed the extended data set again
within the scope of a master’s thesis [Stu17]. Figures A.1–A.8 visualize the results of the
analysis of the extended data set and are used with kind permission of Veniamin Stukalov.
For comparability, the analyzed quality measures (recall Chapter 2, Definition 2.2) are the
same as in the original work.

Table A.1 compares the results obtained from the extended data set with the original results
from [MCMS10]. Note that the increase of devices rarely changes the quality parameters.
Hence, the ROPUF construction implemented in [MCMS10] can be considered as highly
stable, what also emphasizes the robustness of the channel model and the soft-decision helper
data algorithms introduced in this dissertation.
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Figure A.1: Average ring oscillator fre-
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Table A.1: Comparison of the results obtained in the analysis based on the extended data set
in [Stu17] and the original results published in [MCMS10]. The differences in the
results are negligible, what implies the stability of the ROPUF construction from
[MCMS10].

[Stu17] (193 devices) [MCMS10] (125 devices)
dAV G Min. 171.66 MHz 171.66 MHz

Mean 205.7 MHz 205.10 MHz
Max. 230.24 MHz 230.24 MHz

∆dAV G σF 6.16% 6.61%
σF 12.67 MHz 13.54 MHz

∆dPV σPV,min 0.58% 0.58%
σ̄PV 0.74% 0.74%

σPV,max 1.0% 1.0%
∆dNOISE σ̄NOISE 0.028% 0.025%

Inter-die HD Min. 36.99% 38.98%
Mean 47.24% 47.31%
Max. 57.73% 53.36%

Hamming weight Min. 45.99% 45.98%
Mean 50.56% 50.72%
Max. 56.95% 56.94%

Bit-aliasing Mean 50.56% 50.72%
Max. 95.34% 96.80%

Intra-die HD Min. 0.38% 0.38%
Mean 0.86% 0.86%
Max. 1.77% 1.39%

Unstable bits Min. 3.13% 3.13%
Mean 5.45% 5.36%
Max. 8.02% 7.63%
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A PUF Characterization

When PUF constructions are proposed or studies are performed based on real hardware,
conclusions are usually drawn from a very small amount of devices. Table A.2 provides a
selection of the number of PUFs used in several studies in the literature. Comparing with
those numbers, the 193 devices which are used in [MCMS10] can be considered as a large
number, what justifies the usage of the available data set within this dissertation.
Table A.2 is structured as follows:

• Construction: PUF construction for which the studies in the stated references were
conducted.

• Reference: Provides the reference in which the studies were performed.

• # devices (uniqueness): Number of devices used for evaluating uniqueness. Some of
the studies only deal with reproducibility, what is indicated by the entry “not studied”
in the column for uniqueness.

• # devices (reproducibility): Number of devices used for evaluating reproducibil-
ity. In some publications it is not clearly stated, how many PUFs are used in order
to evaluate reproducibility. On occasion, it is ambiguous, whether one PUF was se-
lected as an example to present the results, or indeed only one PUF was used in the
experiment. Sometimes, it is indirectly implied that the number of PUFs for evaluating
reproducibility is the same number than used for uniqueness. In all such cases, the
entry “not stated” is used in the table.

• # responses: Number of response extractions per PUF, used for evaluating repro-
ducibility. For evaluating uniqueness, only one response per PUF, the so-called refer-
ence response, is required. In some publications, the exact number of extracted PUF
responses is not precisely stated.

Note that some large numbers of devices in the table actually do not mean physical devices,
as indicated by the subscripts. Rather, virtual devices are used, i.e., one physical object is
logically separated into several PUFs. For example, the 160 devices used in [HBF07] are
located on only 8 physical devices.
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Table A.2: Number of PUFs that are used in practical experiments in the literature. ∗Devices
and measurements are the ones that were used to generate the dataset published in
[MCMS10]. �Virtual devices, different SRAM blocks on a single device. /Virtual
devices, two devices which each implement two PUFs. ?Virtual devices located on
eight physical devices.

Construction Reference # devices # devices # responses
(uniqueness) (reproducibility) per device

Arbiter PUF [LLG+04] 37 not stated 10.000
DRAM [FRC+12] 346 346 not stated

[RFC+13] 346 (266) 346 (266) not stated
[KGKF14] not studied 1 > 100/setting
[TKXC15] 8 3 10
[RHHF16] 10 not stated 21
[SRR16] 5 5 50

ROPUF [SD07] 15 15 not stated
[MS09] 5 not stated not stated
[YQ10] 9 9 64
[MKS12] 125∗ not stated 100∗

[MVHV12] 10 not stated not stated
SRAM [GKST07] 17� 4/ 92

[HBF07] 160? 160?/10/3 100/30/50
[MTV09a] not studied not stated not stated

Butterfly PUF [KGM+08] 36 36 200
Latch PUF [SHO07] 19 19 not stated

Flip-flop PUF [MTV08] 3 3 101
[VdLSHT10] 40 40 50
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B
Error Correction for PUFs

Table B.1 exemplifies which coding schemes have been proposed in the literature for
error correction in the context of PUFs. The table does not claim to be complete,
since there exists a multiplicity of publications about that topic. We selected
the most prominent publications for the overview. Furthermore, we tried to find

publications for different types of PUFs. The table is structured according to different PUF
constructions. In the following, we explain the columns of the table:

• Construction: PUF construction, for which the code constructions have been devel-
oped, e.g., Arbiter PUF, ROPUF, SRAM PUF, etc.

• Reference: Provides the reference in which a construction was proposed.

• Code: States the used code construction. Note that “OCC” is the abbreviation for
“ordinary code concatenation” and the operator ◦ represents concatenation.

• Error model: States the error model that was assumed in the corresponding work.

• WEP: Word error probability that was achieved for a construction. This represents
the probability, that a key is erroneously regenerated.

• Key: Length of the final key, in bits.

• Secret: Dimension of the code. This size is usually larger than the key length.

• # Bits: Number of bits that are extracted from the PUF.

Unfortunately, authors often describe these information in a vague manner or even omit to
state a part of them. This explains, why the information in the table are not complete for
all code constructions. In particular, for DRAM PUFs, no exhaustive studies which focus on
error correction exist.
Also, for all kinds of PUFs, there exists a multitude of studies in which error correction

is not addressed at all. Often, general statements that results can be improved by applying
error-correcting codes are included instead.
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