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List of Symbols

Commonly used Symbols

N set of positive integers

N, N U {0}

R set of real numbers

R, set of nonnegative real numbers

.ZR+ BJ,_ + {OO}
B(S)  Borel-o-algebra on S

S interior of S
1s(+) indicator function of set S
e; i-th unit vector
1, vector of 1’s with dimension &

|h| max{h, —h}.

-l vector norm.

TAY componentwise minimum of vectors x and y.
zVy componentwise maximum of vectors x and .
%V(y, z) derivative w.r.t. y.

Dt derivative w.r.t. time ¢.

1 identity matrix

Oy Dirac measure.

= weak convergence.
<> quadratic variation.

DN[0,00) set of functions f : [0,00) — RY which are right
continuous and have left-hand limits.

Abbreviations

a.s. almost sure.

DSFP  Discretized Stochastic Fluid Program.
i.i.d.  independent and identically distributed.
SFP  Stochastic Fluid Program.

w.l.o.g. without loss of generality.

w.r.t.  with respect to.
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1 Introduction

In manufacturing and telecommunication systems we often encounter the situation
that there are different timescales for the occurence of events. For example, if we
allow for random breakdowns of machines in manufacturing models, we typically
assume that the production process itself is much faster than the breakdowns of
machines (cf. Sethi/Zhang (1994)). In the celebrated Anick/Mitra/Sondhi-model
(1982), the authors suppose that the cell stream sources in ATM multiplexers
are on-off sources. Thus, we have a certain cell transmission when the source is
on (talkspurt state) and no transmission when the source is off (silent state). The
durations of the state lengths are random. In both cases we obtain adequate models
when we replace quantities that vary faster with their averages, whereas we keep
the stochastics of the slower process. Formulations of this type are commonly used
and important in stochastic modeling. We now want to give a unified approach
towards the optimal control of such systems which we will call Stochastic Fluid
Programs. An informal description of the evolution of stochastic fluid programs
is the following: Suppose S C IRY is the state space of the system and y € S
the initial state. The local dynamics of the system are determined by an external
environment process (Z;) which we assume to be a continuous-time Markov chain
with finite state space Z and generator ) (this assumption can be relaxed to (Z;)
being a semi-Markov process). Whenever Z; = z, the system evolves according to
ye =y + Jo b (u(y, 2,5)) ds, where u : S x Z x IR, — U C IR is a control and
b* is a given linear function b* : U — S. U is our action space. Moreover, a cost
rate function ¢ : S x Z x U — IR, and an interest rate § > 0 are given. The
6-tuple (£ =S x Z,U,b,Q, ¢, 3) will be called a Stochastic Fluid Program (SFP).
We are interested in minimizing the 5-discounted cost of the system over an infinite
horizon for § > 0 as well as minimizing the average cost for g = 0.

Let us first look at the following example of a multi-product manufacturing system
with backlog. We have a number of machines in parallel which can produce N
different items and certain demand rates pq,...,un > 0 for the items. Denote
= (p1,...,pn). Since the machines are subject to random breakdown and
repair, the total production capacity A(z) € IR, depends on the number z = Z;
of working machines at time t. Z; is our environment process. The vector Y, =
(y1(t),...,yn(t)) gives the inventory/backlog of each product at time ¢ and we
assume S = IRN. We have to decide now upon the partition of the production
capacity, hence we define U = {u € [0,1]V N, u; < 1}, where u; is the
percentage of the production capacity that is assigned to product j, j=1..., N.
For u € U, z € Z the local dynamics of the system are given by b*(u) = A(2)u — p.
Hence, the data

E=R"xZ
N
U={ue[0,)V| > u; <1}
j=1
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b*(u) = AM(2)u — p

together with a cost rate function ¢, interest rate § and generator ) of the envi-
ronment process specifies our problem.

In Section 2 we will consider the -discounted optimization problem. By (Y;) we
denote the stochastic process of the buffer contents and by (X;) = (Y}, Z;) the joint
state process. = € FE should always be understood as * = (y,z). At the jump
times (7),) of the environment process (Z;), decisions have to be taken in form of
a control u : B x [0,00) — U and ¢,(z,u) ==y + f5 b*(u(z, s)) ds gives the state
of the system at time ¢ under control u, starting in x. w is called admissible if
¢z, u) € S for all t > 0 and a sequence m = (u,,) of admissible u,, defines a policy.
Hence we have Y; = ¢p_1, (X7, ,u,) for T,, <t < T,,41 and 7 := u, (X7, t — T,).
The optimization problem is

V(z) = inf Va(z) = inf £7 [/Ooo e Ple(Xy,m) dt|

where the infimum is taken over all policies. Thus SFPs are a special class of piece-
wise deterministic Markov processes (see Davis (1993), Forwick (1998)) with one
exception: in our model we allow for constraints on the actions and the process can
move along the boundary of the state space. In the literature one can find examples
of SFP which have been solved explicitely, see e.g. Akella/Kumar (1986), Presman
et al. (1995), Rajagopal et al. (1995), Bauerle (1998b). Related models are Markov
decision drift processes (cf. Hordijk/Van der Duyn Schouten (1983)) and the more
specific semi-Markov decision processes. In contrast to our model, one is here
allowed to control the jumps of the process and not the deterministic behaviour
between jumps. Consequently we will use numerous results from piecewise deter-
ministic Markov processes and accommodate them to our constrained problem. In
particular we will exploit the fact that the optimization problem can be reduced to
a discrete-time Markov decision process. To prevent the use of relaxed controls, we
will make several convexity assumptions. For our applications this is no crucial re-
striction. We will prove under some continuity and compactness assumptions that
an optimal stationary policy exists which is the solution of a deterministic control
problem (Theorem 2.5). Moreover, we show under certain conditions that the value
function V is a constrained viscosity solution of a Hamilton-Jacobi-Bellman (HJB)
equation and derive a verification Theorem (Theorem 4.3).

Beyond the discounted cost, we will consider in Section 3 the minimization of the
average cost, i.e. we are interested in finding

1 t

G(z) = inf G () = limsup —E [/ c(Xs, ms) ds} :
™ t—oo 1 0

Due to some technical reasons we are forced to consider a slight modification of our

SFP. We will now work with the uniformized version of the environment process

(Z;) and allow decisions to be taken at jump times of the uniformized version
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(whether or not a real jump occurs). There are only very few recent papers dealing
with the average cost criterion in SFP, see for example the special production
model in Sethi et al. (1997) and Sethi et al. (1998). We tackle the problem again
by discretizing the continuous problem and using the vanishing discount approach.
Under certain assumptions, which are mainly due to Sennott (1989a) and following
essentially the ideas in Schél (1993), we prove the existence of average cost optimal
policies (Theorem 3.6). This has not been done in the earlier work of Sethi et al.
(1997, 1998). Since the assumptions in Theorem 3.6 are not easy to verify, we will
give some sufficient conditions for them. Mainly these conditions imply positive
Harris recurrence of the controlled state process. We will also show that the relative
value function is a constrained viscosity solution of a HJB-equation and derive a
verification Theorem (Theorem 4.4).

We will apply our results to three examples which are interesting for themselves.
The first one is the previously defined multi-product manufacturing system. It has
already been considered in Sethi/Zhang (1994), Sethi et al. (1997) and Sethi et al.
(1998). However, their approach is different from ours in that they directly operate
with the continuous model. In the cases of one or two products we derive the
optimality of threshold and switching-curve policies respectively (cf. also Rajagopal
et al. (1995)). The second example is a generic single-server network with routing
which is the fluid analogue of the famous Klimov problem (see e.g. Klimov (1974),
Walrand (1988)). The environment process influences here the inflow rates of the
buffers. The purely deterministic model has been investigated in Chen/Yao (1993).
It is possible to prove that the optimal policy is a so-called index-policy and the
indices coincide with the indices of the Klimov-problem. This result holds for the
discounted as well as for the average cost problem (here under a suitable stability
condition which implies the finiteness of the average cost) and the indices are
independent of the interest rate and the arrival intensity. The third application
is the routing to parallel queues, where the arrival rate of fluid depends on the
environment process. In the case of equal linear holding cost we can show that
the least-loaded routing policy is optimal for both optimization criteria. In the
deterministic two-buffer case we obtain the optimality of a switching curve policy,
where the switching curve can be computed explicitely.

Another interesting topic that we will deal with in Section 7 is the following: If we
have only one environment state, then our SFP reduces obviously to the following
purely deterministic control problem

[ e Pe(ys, ar) dt — min
0

(F){ v=1vo+ g‘ b(as) ds

yt207
atEU,tZO

which we will refer to as the fluid problem. In recent years it turned out that there
is a close connection between the stability of stochastic queueing networks and their
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associated fluid problems (see e.g. Dai (1995), Bramson (1996), Maglaras (1998a)).
Following this idea, together with the observation that the optimal policies in
stochastic networks and the associated fluid problem often coincide, several authors
have conjectured that there is a strong connection between these optimization
problems (see Atkins/Chen (1995), Avram et al. (1995), Avram (1997), Meyn
(1997)). Such a connection would be very helpful since optimization problems
in stochastic networks are notoriously difficult to solve. Meyn (1997) proved for
the average cost case that the relative value functions, when properly normalized
converge against the value function in the fluid model. Since the problem (F) is
relatively easy to solve (it often reduces to a so-called separated continuous linear
program (SCLP) which can be solved quite efficiently, cf. Pullan (1993, 1995),
Weiss (1996, 1997)), the crucial question is how the optimal control of (F') can
be translated in a ”good” policy for the stochastic network. A numerical study,
where so-called ”Fluid Heuristics” are used for the control of stochastic networks
can be found in Atkins/Chen (1995). Alanyali/Hajek (1998) consider a special
routing problem and prove that the load-balancing policy which is optimal in the
associated fluid problem is asymptotically optimal in the stochastic network. In
Maglaras (1998a,b, 1999) one can find a systematical way to construct asymptotic
optimal policies in multi-class queueing networks for finite horizon problems (so-
called discrete review policies). The asymptotics is w.r.t. fluid scaling, which works
as follows: Suppose y € S and denote by (f/ﬂ) the state process starting in vy under
policy ¥ = (f), v € IN. The scaled state and action processes are Y, := %th
and 7] = f7 (YTVH ) if T,, < 4t < T,,41 respectively, where (7)) are the jump times of
(Y"). The corresponding value function is

Vi) =B | [T e ey m) i)
i.e. we increase the intensity of the process by factor v and reduce the jump
heights by the same factor. A sequence of policies 77 is asymptotically optimal, if
lim, . V5 (y) = VE(y) for all y € S. We will propose a different class of asymptot-
ically optimal policies, which we will call Tracking-policies. The policy is instation-
ary, however easy to implement. It relies on the fact that the optimal control of the
fluid problem is often piecewise constant (see Pullan (1995)) and hence uses the cor-
responding control on properly defined time intervals. Since the trajectories of the
so controlled stochastic network converge under fluid scaling against the trajectory
of the fluid problem, we have named this policy Tracking-policy. The asymptotic
optimality will be proven here only for multi-class queueing networks and admis-
sion/routing problems (Theorem 7.4 and 7.5), though this procedure works in a
quite general class of optimization problems. In particular, V¥ provides always an
asymptotic lower bound on the value functions, i.e. liminf, ., V% (y) > V¥ (y) for
all y € S (Theorem 7.3). For practical applications, we obtain a good performance
with the Tracking-policy, when we have a system with large initial state which is
working under a high intensity.



1 INTRODUCTION 3

The content of this paper is organized as follows: Section 2 and 3 contain the theory
about the [-discounted and the average cost optimality for SFP respectively. In
Section 4 we have summarized results which are useful for solving SFPs in practice.
In particular, we derive a HJB equation and a Verification Theorem for both criteria
together with a maximum principle for the discounted cost problem. Section 5
contains some numerical tools for solving SFPs. The purely deterministic case will
be dealt with separately in Section 5.1 since it is very important for the last Section
7 about asymptotic optimality as outlined before. In particular, we have refined an
algorithm which is due to Pullan (1993), in order to obtain a faster convergence for
our problems. For the numerical solution of the general SFP we will explain the
use of Kushner’s approximating Markov chain approach (Kushner/Dupuis (1992))
in Section 5.2. Finally, Section 6 contains three applications for SFPs which have
already been presented before.
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2 (-Discounted Optimality

In this section we consider Stochastic Fluid Programs with the (-discounted op-
timality criterion and infinite horizon. An informal description of the evolution
of such models is the following: suppose y € IRY is the starting state of the sys-
tem. The local dynamics of it are influenced by an external process (Z;) which
is a continuous-time Markov chain or more general, a semi-Markov process (see
Remark 2.8 ¢). (Z;) will be called environment process. As long as Z; = z, the
system evolves according to y; = y + [3 b*(u(y, 2, 5)) ds, where u is an open-loop
control which has to be chosen from a set of functions and b is linear. The decision
time points of the model are the jump times of the environment process. At these
time points a whole function has to be chosen which determines the control until
the next jump. The decision is Markovian i.e. it depends only on the state of
the system at that time. Finally, a cost rate function ¢ depending on the state
and action is given. The expected [-discounted cost of the system over an infinite
horizon has to be minimized. A rigorous definition of the model will be given in
Section 2.1. As already mentioned in the introduction, Stochastic Fluid Programs
are a special class of controlled piecewise deterministic Markov processes (see Davis
(1993), Forwick (1998)) with one exception: in our model we have constraints on
the actions and the process can move along the boundary of the state space. To
obtain a general solution technique we will exploit the fact that the optimization
problem can be reduced to a discrete-time Markov decision process (see Section 2.2)
as has already been done in Davis (1993), Forwick (1998), Presman et al. (1995).
However, it is important to note that due to some convexity assumptions we do
not need the concept of relaxed controls. We can deal with ordinary deterministic
controls which makes the theory much easier. After investigating the relaxed opti-
mization problem in Section 2.3 we present our main theorem (Theorem 2.5) about
infinite horizon (-discounted Stochastic Fluid Programs in Section 2.4. It states
that under some continuity and compactness assumptions an optimal stationary
policy exists which is the solution of a deterministic control problem.

2.1 Continuous-time Definition

We will first give a definition of a Stochastic Fluid Program in continuous time
and make some basic assumptions about our model which will be valid throughout
the manuscript without further mentioning them. Let Z be a finite set and @
a generator for a Markov chain on Z. We assume that Q = (g,./) defines an
irreducible Markov chain. As usual denote ¢, := —¢., for z € Z. Let S C RV
and define by B(S) the Borel-o-algebra on S. E := 5 x Z is called state space
of the system. A state x € E is denoted by z = (y,z). U C IR is the action
space of the system. For all z € Z, linear functions b* : U — IR are given, the
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so-called dynamics of the system. We will write b : Z x U — IR™ to summarize
all b*. As we will see, the linearity of the dynamics will accomodate a rich class
of interesting problems. A measurable function v : F X [0,00) — U is called an
open-loop control. Define

Oz, u) =y + /Ot b*(u(z, s)) ds.

¢¢(x,u) gives the state of the system at time ¢ under control u, starting in state
x. w is called admissible if ¢y(x,u) € S for all t > 0. Let 7 = (u,) be a sequence
of controls, where all u,, are admissible. In this case we will call 7 a policy. When
we denote by (T,), Tp = 0 the jump times of the environment process (Z;), then
un (X7, ,t—T,) is the control which has to be applied for ¢ in the interval [T},, T,,11).
Moreover, we are given a measurable cost rate function ¢ : E x U — IR, and an
interest rate 3 > 0. These objects together will define our program:

Definition 2.1:
The 6-tuple (E,U,b,Q,c, 3) is called Stochastic Fluid Program (SFP).

For a fixed policy 7, there exists a family of probability measures { PT | x € E'} on
a measurable space (2, F) and stochastic processes (X;) = (Y, Z;) and (m;) such
that for 0 . =Ty < Ty < Ty < ...

Zy=Zp, for T, <t < T,
Y; = ¢, (X1, up) for T, <t <Tppq
T = uy(Xr,, t —T,) for T,, <t < T,y
and

(i) PI(Xo=2)=P[(Ty=0)=1forall x € E.

xT

(11) Pﬂ(Tn‘H —T, >t | TO? XToa s 7T7’l7XTn) = e_qZTnt.

T

(iti) P7(Xr,,, € Bx{2'} | To, Xmys - -+, X1, Tog1) = QZ;Z lp (¢Tn+rTn (XTn>un)>
(1 —-1p1(Zp,)) for 2 € Z and B € B(S).

n

The process (X;) = (Y3, Z;) will be called state process. Obviously (Z;) is a
continuous-time Markov chain with generator ) and jump times (7},). The op-
timization problem we are interested in is the following:

Definition 2.2:
Let m be a policy. For x € F define by
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a)
Vi(z) = ET {/OOO e Ple(Xy,m) dt

the expected discounted cost over an infinite horizon under policy m, starting
the system in x.
b)
V(z) := inf Vi (z)

the minimal expected discounted cost over an infinite horizon, starting the
system in x.

c¢) m is called [-discounted optimal, if it attains the infimum in b) for all x € E.

Remark 2.1:

a) Formally one has to consider the state process X := (X, 7;, 7;) on the enlarged
state space Ex Ex IR, where X is as before, n; the state of the system directly
after the last jump and 7; the time elapsed since the last jump. In particular,
the evolution of the system is then given by (¢:(z,u),x,t). To ease notation,
one only considers the first component. However, there will be some cases,
where we will need the extended formulation. Note that for a fixed stationary
policy, (X;) is not a Markov process, whereas (X;) is.

b) Since the jump times of (Z;) cannot be controlled, it is easily possible to
define for fixed x € F a common probability measure P, on a measurable
space (€', F') such that for all policies 7 there exist processes (X[) = (Y, Z;)
such that P, (X[ € -) = PI(X; € -). This observation is useful for sample path
arguments.

2.2 Discrete-time Formulation

We will now show that the optimization problem in Definition 2.1 can be transfered
into an equivalent discrete-time dynamic program with substochastic transition
kernel. Exploiting this fact, it is (in principle) possible to apply the theory of
Markov decision processes. However, we will see that the action space causes some
difficulties.

Suppose a SFP (E,U, b, Q, ¢, 3) as defined in the previous section is given. U is en-
dowed with the usual Borel o-algebra. Denote by A := {a : IR, — U | a measurable}
the action space and for x € E by

D(z):={a€ Al ¢(x,a) =y + /Ot b*(as) ds € S,¥t > 0}
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the set of admissible actions. We assume that D(z) # () for all x € E and define
D :={(z,a) | a € D(z)}. Furthermore, let the transition kernel p : DxB(S)x 2 —
[0, 1] be defined by

Qo Ofoe*w*qz)tlg (Pe(z,a)) dt, if2' #z
0

0 if 2/ =2

p(r,a; B x {z'}) = {

and the one-step cost function C': D — IR, by

C(x,a) = /OOO e~ Bt (py(x,a), 2, a4) dt.
p is obviously a substochastic transition kernel. A o-algebra on A will be defined
in Section 2.3. F :={f: E — A | f measurable, f(x) € D(z)} is called the set
of decision rules and m = (f,,), where f,, € F' is called a policy in the discrete case.
After adding an absorbing state A which makes the transition kernel p stochastic,
we obtain for a fixed policy 7 that there exists a family of probability measures
{PT | z € E+{A}} on a measurable space ({2, F) and a discrete-time stochastic
process (X)) = (Yy,, Z,) on (€, F) such that

(i) Pr(Xo=x)=1forallz € E.

(i) PT(Xpp1 € Bx {2} | Xo,..., X)) = p(Xn, fu(X0n); B x {'}) for all 2/ € Z

T

and B € B(9).

Remark 2.2:

It is important to point out that the Markov chain (X,,) as previously defined and
the process (X;) as defined in Section 2.1 are two different objects, as well as the
corresponding policies. In what follows we will skip the ™ in the notation. It
should always be clear from the context, whether the continuous or the discrete
version is considered and the notation should not lead to any confusion.

Definition 2.3:
The 6-tuple (E, A, D, p,C,[3) is called the Discretized Stochastic Fluid Program
(DSFP).

Remark 2.3:

To obtain the connection with the continuous-time definition it is important to note
that whenever m = (u,) is a policy for the SFP, o = (f,,), where f,(z)(t) = u,(z,t)
is a policy for the DSFP and vice versa. This result is not trivial since f, and

u,, have different measurability requirements. For a proof see e.g. Forwick (1998)
Theorem 2.2.14.
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Theorem 2.1:
Let 7 be a policy for the SFP and o the corresponding policy for the DSFP. Then
we obtain

a) Vi(z) = E° Li)c (Xn,fn<Xn))]

b) V(z) = inf EY [E;OC (X, fn(Xn))}

Proof: Part b) follows directly from a). For a) let 7 be fixed. If we denote by {F;}
the natural filtration of the state process (X;) we obtain by conditioning on {Fr,, }

Vi(z) = E} '/OO (XtﬂTt) dt]
— KT Z/ te( X, ) dt]
— ET Z:E” { /T n" e Pe(Xy,m) dt] anH

[ 00 Tn+l Tn
— ET ZeﬁTnE;;{ / e Pte(Yr, sty Zr,, ful X, ) (t —T,)) dt \ an}

= E;T ie'@TnC(XTn>fn(XTn))‘|a

Ln=0

c.f. also Davis (1993). Now we will show by induction on m € IN that for all
reFE, melIN

B2 |35 (X 06| = B2 |35 006 1,0

n=0 n=0
which yields the result. m = 0 is obvious. Suppose the assertion is valid for
k=0,...,m —1. Then we obtain by applying the induction hypothesis

ET [i e "0 (X7, fn(XTn))]

n=0

= C(z, folx)) + E} [eﬂTlE” {Zem WO(Xr,, fo(Xr,)) ]fﬂH

qzz _ B
= Cl fo )+ Z / tE(@(r fo),2") [Z € ﬁT"C(XTman(XTn))] 2€ 9=t dt
’#Z

— Clo e +§%/ OB e | 3 OO S|

m

— E° lZC(Xn,fn(Xn))] .0

n=0
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For further investigations it is convenient to define the following operators. If
v: E — IR, we denote the operator U by

Uv(z) = inf

a€D(x)

C(x,a) + /OO e~ (Fra)t > v (P(,a),2') dt] .
0 Z'#z

For f € F' we will use the following notation
Upo () o= Ol f@) + [ P40 g (dn(a, £(x), ) .
0 Z'#z
f € F will be called minimizer of v if f attains the infimum in Uv.

Remark 2.4:
a) Let m = (f,,) be a policy for the DSFP. Then we have V, = lim,,_.oc Uy, ... Uy, 0.
The proof is similar to the one for Theorem 2.1.

b) It is easily seen that both operators Uy and U are monotone, i.e. if we have
v,w: E — IRy with v <w then Upv < Upw and Uv < Uw.

The next aim will be to show the existence of optimal policies in the DSFP. There-
fore, we have to establish several compactness and continuity properties. This will
be done under

Assumption 2.1:

(i) S is closed and U is convex and compact w.r.t. the usual Euclidian norm.

(i) cis lower semicontinuous on E x U and u +— c(z,u) is convex for all x € E.

However, this causes some difficulties since we have to find a topology on A which
guarantees that A is compact and that also some continuity properties hold. To
cope with this problem we pass over to randomized actions. The action space can
then be shown to be compact w.r.t. the Young topology. This procedure will be
explained in the next section. It will turn out that our special DSFP formulation
allows for the minimum to be taken in the smaller set A of deterministic actions.

2.3 A Relaxed Problem

As indicated in the last section we will relax our DSFP by considering randomized
actions. Denote by IP(U) the set of all probability measures on U. Then we denote

R :={r: R, — IP(U) | r measurable}.
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Let a DSFP be given. Forr € R, x € E, B € B(S), 2/ € Z we define
Qgt(m,r) = y+/ / b*(u)rs(du) d
Clx,r) = / ~ (Bt / c(dy(x, 1), 2, u)ry(du) dt
0 U

Q2 Ofoe_(ﬁJrqz)tlB(ggt(x,r)) dt, ifz+#2
0

pla,r; Bx {Z}) = {
0 if 2 =2

D(z) = {reR|¢fx,r)esS, Vt>0}
D = {(x,r)|re D(x)}

The relaxed DSFP is given by the previously defined quantities (E, R, D, p,C, ().

Remark 2.5:

a) As usual in LP-spaces, r should be thought of as a representative of the \!-
equivalence class.

b) IP(U) is endowed with the Borel-o-algebra which is induced by the weak topol-
ogy. For a characterization of measurability of functions r : R, — IP(U) see
Lemma A.3.

c¢) A C R since the elements of A can be interpreted as the Dirac measures in
the set R. In particular we obtain ¢(z,d,) = ¢(x,a), C(z,8,) = C(z,a) and
SO on.

It is possible to show that R is compact w.r.t. the Young-topology and R is metriz-
able. For definition of the Young-topology and a proof of these results we refer the
reader to Davis (1993) Section 4.3 or Forwick (1998) chapter 2. The following
Lemma will now be crucial.

Lemma 2.2: . .
Let a relaxed DSFP (E,R,D,p,C,3) be given. Under Assumption 2.1 it holds
that

a) The mapping (z,r) — oy, r) is continuous for all ¢ > 0.

)
b) D(z) is compact for all z € E and D is closed.
¢) The mapping (z,7) — C(z,r) is lower semicontinuous and C' > 0.
)

d) pis weakly continuous, i.e. (z,r) — [v(z")p(x,r; dx’) is continuous and bounded
for every continuous, bounded function v : £ — IR.

e) The set-valued mapping x +— D(m) is upper semicontinuous.
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Proof:

a) See e.g. Davis (1993) Theorem 43.5 or Forwick (1998) Theorem 2.2.6.
b) Fix x € E. We have

D(z)={reR|¢z,r) € SVt>0} =N=o{r € R| ¢(x,r) € S}.

Since S is closed and ¢;(x, ) is continuous in r for all # and ¢, {r € R | ¢y(x,r) €
S} is closed. Hence D(x) is closed as the intersection of closed sets and since
D(z) C R it is compact.
Analoguously we can write D = Ny=o{(z,7) | ¢s(x,7) € S} and since (z,7) —
¢u(x,7) is continuous for all ¢ > 0 we obtain that D is closed.

¢) and

d) see e.g. Davis (1993) Theorem 44.11 or Forwick (1998) Theorem 2.2.11.

e) Define the mapping ¢ : F — D by P(z) = [?(:U) Let B C R be closed (since
R is compact, B is also compact). We have to show that

7Y B]:={z € E|D(z)NB# 0}

is again closed. Let z,, € ¢¥~![B] with x, — z. Choose 7, € R,n € IN such
that 7, € D(z,) N B C B. Since B is compact there exists a convergent
subsequence r,, — r € B for k — oco. Because of the closedness of D it holds
that (z,,,7,,) — (z,7) € D. This implies = € ¥ ~'[B]. O

Remark 2.6:

The one-step cost function C' and the transition kernel p depend by definition on
the interest rate 3. To make the dependence explicit we will sometimes write C?
and p®. It can easily be shown that even

(i) (x,7,3) — CP(z,r) is lower semicontinuous.
(ii) (x,7,0) — [pv(2")p?(x,r;dx’) is continuous and bounded for every continu-
ous, bounded function v : F — IR.

For v € €. :={v: E — IR, | v is lower semicontinuous} define the operator 7
for the relaxed problem as

Tvu(x) = inf

reD(x)

C(x,r) + /OO e~ (BFa:)t > qv ((Zﬁt(a:,r), z') dt| .
0 2/ #z



2 [-DISCOUNTED OPTIMALITY 14

Theorem 2.3:
Let a DSFP be given and v € €. Under Assumption 2.1 there exists an f* € F
such that

Upv =Uv =Tv

and Uv € €.

Proof: Consider the relaxed DSFP. Due to our assumptions and using Proposition
7.31 in Bertsekas/Shreve (1978) (which also holds for substochastic transition ker-
nels) we can apply the measurable selection Theorem A.1 to show that there exists
a measurable g : E — R with g(z) € D(z) for all # € E which attains the infimum
in 7v and 7v € €. Since A C R implies Uv > T v, it is now enough to show
that there exists an f* € F' with Upv =Uv < T.

For r € R define a; = [;; uri(du), t > 0. Since U is convex, a; € U for all ¢t > 0
(see e.g. Hinderer (1984) Theorem 25.10) and is measurable due to Lemma A.3,
hence a € A. Moreover, since b* is linear

Oz, 1) = y—i—/ot/sz(u)rs(du) :y+/0tbz(/Uurs(du)> ds
= ¢z, a)

which implies in particular that a € D(z). Using the convexity of ¢ in the last
component we obtain with the Jensen inequality

Clx,r) = /Ooo e_(qu)t/Uc(qNSt(a:,r),z,u)rt(du) dt

> /Oo e~ Bredle(gy (2, a), 2, /Uurt(du)) dt = C(z,a).

0
Now we define for all z € F and ¢t > 0

F@)) = [ ug@)t.dv).

Then f*: E — A is measurable (see Lemma A.3) and f*(z) € D(x). Moreover,
for fixed x € E we obtain Tv = Tjv > Uyv > Uv which implies 7v = Uv and the
proof is complete. 0

2.4 [(-Discounted Cost Optimality Equation

We will first consider the finite-horizon optimization problem for a DSFP. Define
for a policy 7 = (fo,..., fa_1), n € IN and x € E, the expected discounted cost
over n-stages using policy m and starting in x by

Vi(z) = ET :mek,mxk» |
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And the minimal expected discounted cost over n-stages starting in x by
Vol(z) := inf Vor ()

where the infimum is taken over all policies 7. In the sequel we will always set
Vo := 0. The proof of the next lemma follows e.g. along the lines of Rieder (1994),
see also Hernandez-Lerma/Lasserre (1996).

Lemma 2.4: (Value iteration)
With the preceding definitions we obtain under Assumption 2.1

a) Vp(x) =UV,—1(z) =U"0, n € IN.
b) If fi is a minimizer of Vi_;, k = 1,...,n which exists, then the policy 7 =
(fu,---, f1) is optimal for the n-stage optimization problem.

We will now return to our infinite-horizon optimization problem. The following
assumption is needed.

Assumption 2.2:
There exists a policy 7 such that V,(z) < oo for all x € E.

Theorem 2.5: ((3-Discounted cost optimality equation)
Suppose that the Assumptions 2.1 and 2.2 hold. Then

a) V is the minimal solution of the (-discounted cost optimality equation V =
UV ie. forallz € K

V(z) = min [C(m,a) + /OOO e~ (Bta:)t > gV (¢i(z,a),2') dt| . (2.1)

a€D(z) 2tz

b) There exists a minimizer f* € F of V in (2.1) and the stationary policy
(f*, f*,...) is p-discounted optimal.

Remark 2.7:
Let f € F. For the stationary policy m = (f, f,...) we write f* := 7 and V} := V.
Moreover, for m = (f,..., f) we denote V5 := V.
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The proof of part a) and b) follows essentially as in Herndndez-Lerma/Lasserre
(1996).

Proof: a),b) Since 0 < C' we obtain immediately for all x € E
0<V,=U"0<V

and since the operator U is monotone we have V,, T V < V. From Lemma A.2
(interchange of min and lim) together with Theorem 2.3 and the monotone con-
vergence Theorem it follows that

Vi=1limV,=limUV, ;= lim TV, =T lim V, , =TV =UV

i.e. V is a solution of the optimality equation and V is lower semicontinuous. On
the other hand we know from Theorem 2.3 that there exists a decision rule f~
which attains the infimum in V = UV. Thus we obtain

V =ULV > U0 = Ve

for all n € IN which implies V> Vi« > int; V; = V. Therefore, V=V. Moreover,
if W is an arbitrary solution of the optimality equation we can repeat the argu-
ments and obtain W > V. This completes the proof of a) and b). O

Remark 2.8:

a) A natural question that arises when reading Section 2.1 is why the policies
have been defined in a discrete way. A natural candidate for a policy would
be a measurable mapping m, : H; — U, t > 0, where H; gives the history
of the process (X;) up to time ¢ and the corresponding state process satisfies
Y," € S for all t > 0. However, it is known that Theorem 2.5 remains valid if
we would minimize over all policies m = (f,,) such that f,,; depends on the
history h,, = 0z fit121 . .. fultnZyn, n € IN. Thus in terms of Yushkevich (1980)
Theorem 2.5 states that the optimal policy can be found among the simple
strategies and applying Theorem 2 of Yushkevich (1980), we obtain under our
assumption that minimizing over policies 7; gives the same value function.

b) All the previous Lemmas and Theorems remain valid, when we allow the en-
vironment process (Z;) to be a more general semi-Markov process, i.e. if for
x € E and policy 7

Pﬂ-(Tn+1 — Tn S t, ZTn-H = Z/ ‘ To,XTO, ce 7Tn7YTn7 ZTn = Z) = Fzz/<t>pzz/-

If we denote by F..(t) := 1 — F,.(t) the survival function, by F,(t) :=
> o Foo(t) and by f.. the density of F,./, then we obtain for the DSFP
p*M(z,a;B x {2'}) = pzzl/e’ﬁtfzz/(t)lg (p¢(x,a)) dt
0
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CM(x,a) = /0C>Q e P, (t)e (¢u(z,a), 2, a;) dt.

All other data remains the same. In particular the optimality equation (2.1)
is now of the form

V(z) = min [CSM({B,CL) +/OOO e‘ﬁthzzlfzzf(t)V(gbt(x,a),z’) dt| .

a€D(x)

2.5 Properties of the Value Function

Suppose a SFP as defined in Section 2.1 is given and Assumptions 2.1 and 2.2 hold.
We will prove several properties of the value function which will be important in
obtaining structural results for the optimal control. In the following, we fix z € Z.

Lemma 2.6:
If S is convex and y — ¢(y, z,u) is convex for all w € U,z € Z then V(y,z) is
convex in y.

Proof: The proof is by means of a sample path argument. The underlying proba-
bility measure is here the one of Remark 2.1 b). Let y,4' € S, « € [0,1]. Moreover,
denote by (m;) and (7}) the processes of the optimal policies for starting in y and

y' respectively. Define 7, = am + (1 — a)m,. 7, € U for all t > 0 since U is convex.
/

Obviously (7;) defines a policy. Take (7;) as a control for starting in ay+ (1 —«a)y'.
Hence

A 3 /
Yi=ay+(1—-a)y + / Vi (ams + (1 —a)rl)ds = aY + (1 — )Y € S
0
since S is convex which yields that 7 is admissible. Therefore, we obtain

Viey+(1=-a)y) < Vilay+(1—a)y)=E[ [~ e e(v7 2, 7) dt]
< aVo(y,2)+ (11— )V (¥, 2) =aV(y,2) + (1 — @)V (Y, 2)

and the proof is complete. O

We will often need the following growth assumption on the cost rate function ¢
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Assumption 2.3:
There exist constants k € IN and Cy € IR, such that for all z € Z,u,v’ € U and
y,y' €8

ey, 2,u) = e/, 2, )| < Co(1+ yll* + I1/1*) (Ily = o/l + llu — |}

Lemma 2.7:
If S = RY and y — c(y,z,u) is continuous for all v € U,z € Z and fulfills
Assumption 2.3 then V(y, z) is Lipschitz-continuous in y.

Proof: Let y,y',h € IRY. Moreover, denote by (m;) the process of the optimal
policy for starting in y + h. Due to our assumptions, (m;) is also admissible for
starting in y. Hence we obtain

V(y,2) =V(y+h,z) < Va(y,z)—Valy+h,2)
= E;T+h /0 eiﬁt(C(Yt — h, Zy,m) — (Y, ZtﬂTt)) dt]

[T e (1Y = e ) ]
0

< GollhllEy, s

where the last term tends to zero if ||h| — 0 since ||Y;|| = O(t). With the same
arguments one can show that V(y, z) — V(y + h, z) has a lower bound which tends
to zero as ||h|| — 0 and the statement is proven. O

Lemma 2.8:

If S = RY and y — c(y,2,u) is continuously differentiable and convex for all
u € U, z € Z and fulfills Assumption 2.3 then V (y, z) is continuously differentiable
w.r.t. y.

Proof: Since V is convex due to Lemma 2.6 it suffices to show that the partial
derivatives exist (cf. Rockafellar (1970)). Let y,v/ € RN and h > 0. By e, we
denote the v-th unit vector. The convexity of ¢ implies the convexity of V' (Lemma
2.6), hence

Di(y,h) ==V (y,2) = V(y — he,, z2) < V(y+ he,,z) = V(y,z) =: Da(y, h).

Let (m;) be the process of the optimal policy for starting in y. Due to our assump-
tions, (m;) is also admissible for starting in y + he, and y — he,. Therefore, we
obtain for the two differences above

Dy(y,h) < E; [/000 e (C(Yt + hey, Zy, m) — (Y, Zt,m)) dt]
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Di(y,h) > ET UOOO e (e(Vi, Zoom) — oYi = heys Zoy ) dt} .

If we now define
F(h) = /Ooo eﬂt;l'(c(Yt + hey, Zo,m) — oY, Zomy) ) dt
then we have with Assumption 2.3 for || small enough
< Co [ e (L Vi + e |F+ Vi) at < Ch(o),

since the trajectories can grow at most linearly. An analogous bound can be derived
for the second difference. Thus, dividing both sides by h and letting h — 0 we
obtain with bounded convergence

D1<y7 h)

ET [/ e_ﬁtgc(Yt, Zy,my) dit
0 h

y dy

< lim
R10

< 00

D 00
< lim 2(y, 1) < ET U e‘ﬁtgyc(ﬁ,zt,m) dt
0

~ hl0 h - Y

which implies the statement. O



3 Average Optimality

We will now deal with the minimization of the long-term average cost of SFPs. As
in the preceding section we are interested in the existence of optimal policies and
an optimization principle. In continuous time, the average cost can be defined in
different ways. The most natural one is to take

Gr(z) = limsup 1E;f {/t (X, 7s) ds] :
t—oo L 0
We will define the average cost optimization problem for a uniformized version of
the SFP. The reason is that we were not able to derive an optimality principle for
the non-uniformized SFP. However, when the optimal policy is given by a feedback
control, the minimal average cost in both models are the same. The main theorem
of this section (Theorem 3.6) states the existence of an average cost optimal policy
under some assumptions which are the same as the ones introduced by Sennott
(1989a) for discrete-time Markov decision processes. In addition it can be shown
that an accumulation point of (-discounted policies for G | 0 is average optimal.
As in Section 2 we solve our problem by discretization. Unfortunately, this is
more complicated here, since it is not clear whether the average cost of a policy
in the continuous and the discrete setting are the same in general. However, we
will give some conditions which imply the equivalence. The proof of Theorem 3.6
uses the vanishing discount approach and follows essentially as in Schal (1993).
There are only a few papers dealing with average cost for piecewise deterministic
processes. Hordijk/Van der Duyn Schouten (1983) investigate the average cost
problem for Markov decision drift processes. In Sethi et al. (1997, 1998) one can
find special production models under the average cost criterion. However, their
approach is in a continuous setting and does not deal with the question of existence
of optimal policies. The section is organized as follows: in Section 3.1 we introduce
the uniformized SFP and give two definitions of average cost. In the following
section we investigate the relation of the stationary distributions of the continuous
and the discrete model. Section 3.3 contains the main theorem and the validity
of the average cost optimality inequality. Since the assumptions of Theorem 3.6
are quite technical we will give some sufficient conditions for them. Mainly these
conditions imply positive Harris recurrence of the controlled state process. Finally
Section 3.4 deals with the validity of the average cost optimality equation.

3.1 Definition of Average Optimality

The model we consider here is a slight modification of the model in Section 2.
The difference is that we consider a uniformized environment process (Z;), i.e. let
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g > max,cz q, and P = I+%Q. Then (Z;) can be constructed from a sequence (75,)
of jump times, where the random variables (7,41 — T,,), n € IN are independent
and exponentially distributed with parameter ¢ and from a Markov chain (A,,) with
transition matrix P as follows. Let Ay := Zy, Ty := 0 and t > 0. Then

Zt - An, lf Tn S t < Tn+1

is in distribution equal to a Markov chain with generator @ (cf. Bertsekas (1995)).
Formally we now add further artificial jump time points to the system. Decisions
have to be taken in a Markovian fashion at times T;, whether or not a real jump has
occured. When a SFP is given as in Section 2.1, we will refer to its modification
as the uniformized SFP. In the discrete setting, the transition kernel p and and the
one-step cost function C' for the uniformized S-discounted model are now given by

[e.e]

Pl B x A} = gpew [ P15 (8(2,0)) dt
0

C(z,a) = /Ooo e~ B (y(2,a), 2, ar) dt.

The operator U for v : ' — IR, reads

Uv(z) = aeilr:l){x) [C(m, a) + q/ooo e” PNy v (¢y(w,a), 2) dt| .
Of course all the previous theorems remain valid in this case and we will use the
same definitions and notations. Before we define the average cost problem for this
model, we will shortly investigate its relation to the problem in Section 2 in the
[-discounted case. In particular, the next theorem states that the value function
of the uniformized SFP is independent of the parameter q. The statement follows
from Theorem 2 in Yushkevich (1980).

Theorem 3.1:
Under Assumptions 2.1 and 2.2 the value functions of the uniformized SFP and
the non-uniformized SFP coincide in the (-discounted problem.

Let us now return to the problem of defining average costs in the uniformized SFP.
There is certainly more than one reasonable definition for average optimality for
continuous-time processes (see e.g. Sennott (1989b), Ross (1970)). But the most
appealing one is the following:

Definition 3.1:
Let a uniformized SFP be given with 5 = 0 and let 7 be a policy. For x € F define
by
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a) , t
Gr(z) =limsup —EI [/ (X, 7s) ds}
t 0

t—o0
the average cost under policy m, starting the system in x.
b)
G(z) = inf Gr(x)
the minimal average cost, starting the system in x.
c¢) mis called c-average optimal, if it attains the infimum in b) for all x € FE.

As in the discounted case we will tackle this problem via discretization. It is
important to note that the transition kernel p and the one-step cost function C' in
the average case are defined by

[e. o]

p(w,a; B x {2'}) = qp.s /e“’tls (¢u(,a)) dt
0

C(z,a) = /OOO e e(pi(z,a), z,a;) dt.

To avoid confusions we write in this section p?, C? for the quantities in the -
discounted model. The average cost for a DSFP are now defined in an obvious way
by:

Definition 3.2:
Let a uniformized DSFP be given with § = 0 and let 7 = (f,,) be a policy. For
x € F define by

a)

Jx(x) = limsup = [Z?;OI A fn(Xn))}
m—0oo E;cr [Tm]
the average cost under policy m, starting the system in x.
b)
J(z) = inf ()

the minimal average cost, starting the system in x.
c) m is called d-average optimal, if it attains the infimum in b) for all z € E.

Remark 3.1:

a) If m = f* is a stationary policy we write G and Jy.
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b) Since the sequence (7,41 — T},) is iid with mean % we obviously have
m—1

Jo(x) = ¢ limsup —E7 | Y O(X, fu(X,))

m—oo TN n—0

3.2 Stationary Distributions

In this section we choose a fixed stationary feedback policy 7 = f° and will hence
suppress the dependence on 7 in our notation. It is possible to obtain a connection
between the stationary distribution of the continuous-time process (X;) and the
discrete-time process (X,,) of the uniformized model. For ¢t > 0, B € B(S5), 2’ € Z
and x € E let us denote by

pi(z; B x {2'}) = P.(X; € B x {Z'})

the transition kernel of (X;). As before p(z; B x {2'}) is the one-step transition
probability for (X,,), i.e.

P Bx {2)) = qpas [ e lp(u(a)) dt.

Definition 3.3:

a) A distribution p on E is a stationary distribution of (X;) if for all t > 0, A €
B(E)

p(A) = [ pias A) p(de).
b) A distribution v on E is a stationary distribution of (X,,) if for all A € B(E)

v(A) = /;p(x; A) v(dzx).

An important role in determining the stationary distribution, plays the generator
A of (X;). A acts on the set of functions

D(A) = {v:E — IR|v measurable, bounded ,t — v(¢:(z), z) is absolutely

continuous for all = € E}

and a version of it is given by
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where v : E — IR is such that

W(6la),2) = vlw) = [ 6(0u(a),2) ds

The following theorem states that (X;) has a stationary distribution if and only if
(X,,) has one and gives a transformation formula for them. See e.g. Costa (1990)
or Davis (1993).

Theorem 3.2:

a) Let v be a stationary distribution of (X,,), then p defined for B € B(S), z € Z
by

p(B x {2} = [ aev({y| au(x) € BY x {=}) b
is a stationary distribution of (X3).
b) Let u be a stationary distribution of (X3), then v defined for B € B(S), z € Z

by
V(B x{z}) =3 p.ou(B x {z'})

Z/

is a stationary distribution of (X,,).

Proof:

a) Obviously pu is a distribution. It holds that p is a stationary distribution if
and only if [, Av(z)u(dz) = 0 for all v € D(A) (cf. Ethier/Kurtz (1986)
Proposition 9.2). Let v € D(A) be arbitrary. We obtain

/ Av(dy(x), 2)e~ dt

0

— /0 0(ge(x), 2)e qtdt—l—/ qe thpzz (Pu(x), ") = v(u(x), 2)) dt

- [ jt (o), 2)e ) de+ [~ geo S pesoltula), )
= E.[v(Xp)] —v(x).
Since v is a stationary distribution for (X,,) we have
[ Bulo(xXa)] = v(a)] v(dz) = 0.
This yields

O:zZ:/S/OOOAU(@(y,Z), 2)e” " dt v(dy, 2) /Av dx)

and the proof of part a) is complete.
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b) From the definition of ;1 we get that v is a distribution. For A € B(F) we have
to show v(A) = [z p(x; A)v(dz). Since p is stationary, [ Av(z) u(dz) = 0 for
all v € D(A).
We will first show that p(x; A) € D(A) for all A € B(E). Let A = B x

{#'}, x = (y,z). Since
(s 4) = (G0, 20 A) + [ ae 1 p(04(2)) ds s

p((¢e(x), 2); A) is obviously absolutely continuous and we obtain at points
where 15(y) is continuous

lim & (p((64(x), 2): A) — plas A)) = lim ~ (% — 1)p(a A)—

tl0 ¢ tlo ¢

_ltllr(I]l eqt/ qge qslB ¢s( )) ds Doy = q(p(x7A) _ 1B(y)pzz/)

Hence p(z; A) € D(A) and
Ap(z; A) = q(3_ pawp(y, w; A) = 15(y)p:x)-
Therefore

/prA (dx) —qZ/szwp y, w; A)p(dy, 2) Z/lB Y)p-2 pi(dy; 2))

which yields

/Ep( szz/ (dy, z) = v(A)

and the proof is complete. |

For a function ¢ : E — IR, we obtain now
[ et ntar) = 3 [ / (6n(x), 2)ge™" dt v(dy, 2)
= qZ / C(x) v(dy,2) = q /

which means that the expected cost in a stationary regime of an SFP and the
corresponding DSFP differ only by a factor q.

Remark 3.2:
When we are concerned with general controlled processes we usually have piecewise-
open-loop policies. Therefore we have to consider the enlarged process X; =
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(X;,m;, 7) on the state space £ = E x S x IR, (cf. Remark 2.1). Every piecewise-
open-loop policy is now a feedback control of the new state process. Theorem 3.2
can be shown in the same way for the process X; and its discretized version (see
e.g. Costa (1990), Davis (1993)). If u : E x IR, — U is admissible, we obtain with

z=(x,n,T)

[ el utn. 7)) pdz) = q [ Ca,ula, ) v(dz)
E E
where C' : E x A — IR, is defined by

C(z,u(z,-)) = /OO e e(py(x,u), z,u(z, b)) dt.

0

3.3 Average Cost Optimality Inequality

In this section we will prove the existence of a c- and d-average cost optimal sta-
tionary policy. Let us define for x € E, > 0 and a fixed state £ € F

W (x) = VP(x) = VP(§) and p(B) = BV7(€),

where V7 is the value function of the 3-discounted model. h? is called relative value
function. Assumption 3.1 has been established by Sennott (1989a) for Markov
decision processes with a countable state space.

Assumption 3.1:

(i) There exists a policy 7 such that G,(x) < oo for all z € E.
(ii) There exist constants L € IR, 3 > 0 and a function M : E — IR, with

L < hP(z) < M(x)

forall 2z € E and 0 < 3 < 3.

The following Tauber Theorem will be a useful tool. Versions of it can be found
e.g. in Hordijk/Van der Duyn Schouten (1983) and Sethi et al. (1997).

Theorem 3.3:
For all policies m and x € FE we obtain

limsup V) (z) < Gr(a)
810
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Applying the Tauber Theorem we immediately obtain the following two lemmas.

Lemma 3.4:
Under Assumption 3.1 there exists a sequence of interest rates [, | 0 such that for
allz e K

0 < lim 3,V (x) = limsup p(B) < oo

Proof: From the Tauber Theorem 3.3 we obtain with Assumption 3.1 (i)

0 < pi=limsup p(B) < Ga(€) < oc.
810

Let (3, | 0 be a sequence such that lim,, .., p(3,) = p. For z € E, Assumption 3.1
(ii) yields

BV (@) = p| < Bu|p ()] +10(8n) — ]
< Bamax{L, M(z)} + |p(Ba) — pl-
The right hand side converges to 0 as n — oo which implies the result. |

Lemma 3.5:
Under Assumption 3.1 it holds for all policies m and z € F that

lim sup p(5) < G (x)
810

Now we are able to prove the main theorem of this section. The proof is along the
lines of Schéal (1993) who established the existence of average optimal policies in
discrete-time Markov decision processes with Borel state space.

Theorem 3.6: (Average cost optimality inequality)
Suppose that the Assumptions 2.1 2.2 and 3.1 hold. Then

a) There exists a constant p > 0 and a lower semicontinuous function h : £ — IR
such that the average cost optimality inequality holds, i.e. for all x € F

Z + h(z) > agbi&) [C(x, a) + q/ooo e %:pzzlh (pe(z,a),2") dt| .  (3.2)

Moreover, there exists a minimizer f* of h in (3.2).
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b) Suppose that Jg« > Gy-. Then the stationary policy (f*, f*,...) is c-average
optimal and p = limg|o p(/) are the minimal average cost, independent of .
Moreover, there exists a decision rule f and sequences (,,(z) — 0, z,,(x) — x
such that

fO(x) = lim foO (2,(x)),

m—00

where f7 is an optimal decision rule in the 3-discounted model and the sta-
tionary policy (f°, f%,...) is c-average optimal, provided Jpo > G o.

Proof: a),b) Define p = liminfg|o p(3) > 0 which is finite because of Lemma 3.4.
Take ((n) as the subsequence such that p = lim, ., p(3(n)). Define
h(z) := liminf A°™(z) = lim inf inf KPP (a))
n—oo, ' —x n—oo k>n d(:c,x’)ﬁ%

where d is a metric on E. Due to Assumptions 2.1 and 2.2 the (-discounted
optimality equation holds and we can write it in the following form for 5 > 0, x € E

p(B)

ﬁ+q+h5( z) = CP(xz, f°(z) +q/ ﬁ+Q)th P (¢, f(x)), ) dt, (3.3)

where f# is the optimal decision rule in the (-discounted model. From Schil
(1993) Lemma 3.4 we know that there exist sequences {k,} of integer-valued mea-
surable mappings and {z,} of E-valued measurable mappings on F such that
kn(z) — oo, xp(r) — x for n — oo and hP*n@)(x, (z)) — h(z). Define
an(z) = fPEn@)(g, (x)), 2 € E. We will now fix + € E and suppress the de-
pendence on x in our notation. Then by (3.3)

p(B(kn))/(B(kn) + @) + PO (2,) = (3.4)
COkn) (. ay, —I—q/ ~OEFDEN RO (G (20, a,), 2 dt.

2!

Moreover, we know from Schél (1975) that there exists a measurable function
0. F — R such that ¢(z) is an accumulation point of {a,(z)} and ¢° € F.
For a fixed x € E choose a subsequence {n,,} of natural numbers (for simplicity
denoted by m) such that a,,(z) — ¢°(z). Taking m — oo we obtain with the lower
semicontinuity of C” (see Remark 2.6)
lim inf CP*m @) (2 (2), am(z)) > C(z, ¢°(x)).

m—00

For the next step, observe that multiplying p®(z, a; B) by % makes the transition

kernel stochastic. Since ﬁ+qpﬂ (x,a;-) is weakly continuous (see Remark 2.6) we
obtain with Lemma 2.3 (i ) in Schél (1993), cf. also Serfozo (1982)

liminf [ APE=@)(NpPE=ED (2 (1), ap(2);d 2)

m—00 E
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2/{ lim inf RBKm(@) ()

E m—oo,x’—ua!

p(x, );dx') >/ (x);d ')

Hence taking liminf,, . in (3.4) we obtain altogether

p
L h(@) 2 Ol g (@) +/ ();d )

> C(z,g" (2 +/ (z);d ")

where ¢* is the minimizer of h which exists since h is lower semicontinuous (see
Schil (1993)). As in the proof of Theorem 2.3 we can now define fO(z)(t) =
Jo ug®(x)(t, du) (respectively f*(z)(t) = [; ug*(z)(t,du)) which is in F' and due to
the convexity of ¢

> Ca, f@) + [ (e, ()i d )

[terating this inequality m times one gets

m? + h(z) > Ef [mz C(X,. f0<Xn>>] + B [h(X,,)].

Assumption 3.1 (ii) yields that h is finite and h > L. Hence we obtain by dividing
through m and taking limit m — oo

p>Jp(x) > Gp(r) > lim sup V4 (x) > limsup p(3) > p
810 Bl0

where the second inequality follows from the assumption and the third inequality
from Theorem 3.3. The last but one inequality is a consequence of Lemma 3.4.
Hence we have equality. Using Lemma 3.5 this implies that the stationary policy
(f°, f°,...) is c-average optimal and the minimal average cost are p = limgq p(3).
The same holds for g* which completes the proof. O

To show that (f°, f°,...) and (f*, f*,...) from Theorem 3.6 are also d-average
optimal we need some further assumptions.

Theorem 3.7:
Suppose that the Assumptions 2.1 2.2 and 3.1 are valid. Moreover, we assume

(i) If y € S then Ay € S for A € [0,1].
(ii) M of Assumption 3.1 is locally uniformly bounded.
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(iii) The cost rate function c satisfies
c(Ay, z,u) < K(N)e(x,u)
for A € (A, 1) with 0 < A < 1 and a function K : IR, — IR with K(\) — 1 if
AT L

Then the stationary policies (f*, f*,...) and (f°, f°,...) of Theorem 3.6 are also
d-average optimal and p are the minimal average cost independent of x.

Proof: The proof proceeds by using a coupling argument. Denote by (Z;) a
continuous-time Markov chain with generator %Q and uniformization parameter

G+ q. Therefore we have (Zt) 4 (Z, /3+q) and in particular the jump times satisfy

T, < Tn, n € IN. For an arbitrary decision rule f € F, let f(ﬁiqy,z)(t) =
f(z)(t B+q) fort >0, x € E. Thus for z € £

q A
oG d) = i [ PGy ) ds

tBJrq

q q 4 5,
ﬁ+qy+ﬁ+q/ b (f(x)(s)) ds = m

Hence Y, = Yﬁ+q for all t > 0 and Y; € S due to our Assumption (i). Moreover,

¢tﬁ+q (l’ f)

using Assumptlon (111) we get

Tn 1 ~ ~ Tn 1
J, e Zumydt = g [ Y Z ) di

< 4 g1 )/T"“ (Y, Ze,my) di
oYy, Zy,

= ﬁ—l—q 5+q T t t t

If we define for v: E — IR, f € F, the operators

yla) = )+ 5 [T paoule 1), ) de

Uy(a) = .0+ g [+ ) panloa 1))

we obtain from Theorem 3.6

N—-1
p = Jp(r) = qli]r;lSUPEio [Z C(Xn,fO(Xn))]

> glimsup(l — ) ES’ [Z a"C (X, fO(Xn))]

_ . s £ - 4 \n 0(x Y B e
= thgjg)lpﬁJr L, [Z;(ﬁ+ )" C (X, f2(X ))1 —qllrélj(t)lpﬁ+qu00($)
> limsup g Us0( a Y, 2) > 11msup5Vﬁ(7y, z2)>p

g0 K(zh) 7

B+q 310 B+q
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The second inequality follows from the Tauber Theorem in Sznajder/Filar (1992).
The last inequality follows as in Lemma 3.4 using the assumption on M. Hence
we have equality in the preceding expression. In particular, when we omit the
first inequality and apply the same arguments to an arbitrary policy m we obtain
Jo(z) > p. Hence J > p and the d-average optimality of fY follows. The same
proof can be used for (f*, f*,...). O

Assumption 3.1 is often difficult to verify directly. However, we can give some
sufficient conditions which will prove extremely useful in our applications. Besides,
it is possible to provide conditions which yield that J; = G. For the next lemma
suppose that ¢ > 1, otherwise replace ¢ by ¢ + 1.

Lemma 3.8:
Suppose that Assumptions 2.1 and 2.2 are valid and that there exists a decision
rule f € F such that for 7 = f° there exists a state £ € F with

o [ /0 "X, ™) dt] < oo (3.5)

for all € E, where 7¢ = inf{t > 0| X; = ¢}. Then there exists a constant § > 0
and a function M : F — IR, such that forallx € Fand 0 < 8 < 3

W (x) = V() = VI(g) < M(x).

Moreover, if (3.5) holds for the stopping time ¢ = inf{7}, | X7, = £}, then G¢(z) =
Jp(x) < oo for all x € E.

Proof: Let 7 = (f?)* be the optimal stationary policy for the S-discounted model
and denote by (77) the process of the optimal control, starting in £. (m,) is the
process of the control starting in  under policy w. Now define for ¢ > 0

= _ ;Tt JAft < 7
¢ T »ifE > T

For arbitrary > 0 we obtain for z € E (cf. Remark 2.8a))
V@) < Vi) < BL| [ eXim) de] + V7 (©)
0

Hence we can define M(z) := EJ {fOT'S c( Xy, ) dt} which is finite due to our as-
sumption.
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If (3.5) holds for ¢, then denoting by N the number of jumps up to time o, we
obtain

E |: Xtaﬂ-t dt] =

Z/ Xtaﬂ-t dt]
n+1
= E [Z/ Xt,ﬂ't) dt 1[N§>n]]
= Y E [E;j l /T (X ) dt|an] 1%2”]]
n=0 n

= Ef [i C(me(Xn))l[an}] =]

5 0<Xn,f<Xn>>] < oo

Hence it follows from Proposiotion 9.1.7 and Theorem 10.2.2 in Meyn/Tweedie
(1993a) that the controlled Markov chain (X,,) is positive Harris recurrent. In
particular, we know that the expected cost until the state £ = (&,€,0) is reached
by the enlarged process are finite. From Theorem 4.1 in Meyn/Tweedie (1993c)
we know that (X;) is positive Harris recurrent with a stationary distribution x and
that [cdu < oco. Applying Proposition 4.2 in Glynn/Sigman (1992) we obtain for
all z € E.

Gyla) = [ ez, fn)(r)u(dz) < oo

Theorem 3.2 then gives us Gy = Jy. O

The assumption that L < h®(z) for 0 < 8 < 3,2 € E is clearly fulfilled, if we have
monotonicity, i.e. VA (x) > VA(¢) for allz € E and 0 < 3 < 3. Another important
case where this condition is fulfilled emerges when the cost rate function is coercive

(see e.g. Kitaev/Rykov (1995)).

Definition 3.4:
The cost rate function ¢ : E x U — IR, will be called coercive when the set
By :={x € E| inf ey c(x,u) < K} is compact for all K € R,.

Remark 3.3:

Since ¢ is lower semicontinuous and U compact (Assumption 2.1), we obtain with
Theorem A.1 that z — min,cp c(z,u) is lower semicontinuous and hence By is
closed. Therefore, under Assumption 2.1, a growth condition on c like the one in
Assumption 3.2 is sufficient for the coercivity of c.
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Assumption 3.2:
There exist constants k € IN and C,Cy € IR, such that for all z € Z,u € U and
yes

c(y,z,u) > ClHka -

Lemma 3.9:

Suppose that Assumption 2.1, 2.2 and 3.1 (i) hold and let 3 > 0. Assume that
there exists an upper semicontinuous function M : E' — IR, such that —M(z) <
hP(x) < M(z) for all # € E and 0 < 3 < (3. If the cost rate function satisfies
Assumption 3.2 , then there exists a constant L € IR such that

L < hP(x)

forallz € B, 0 < <.
The proof uses ideas of Sennott (1989b) Proposition 3.

Proof: Define p = limsupg, p(3). Note that p is finite due to the proof of Lemma
3.4. Choose K > max{p + ¢, min, c(§,u)} for ¢ > 0. Hence £ € Bg. Since
By is compact, M upper semicontinuous and V? lower semicontinuous due to our
assumptions we can define

—L = max M(z), V?(°)= min V().

LUEBK LUEBK

From our assumptions we have
—M(z) < VP(x) = V2(€) < M()

for all 0 < 3 < 3 and z € E. Hence for all z € By

BV (x) > B (—=M(x) + V(&) > B (L+ V() (3.6)
8V (z) ( )+ V(&) < B (~L+V5(©)
and limsupg o B(—L 4+ VP(€)) = p. Therefore, we can conclude that there exists

a 3 > 0 such that 3V8(z) < p+eforallz € Bg, 0 < 8 < 3. In particular
BVP(P) < p+eif 0 < 3 < ﬁ. Now suppose ¢ Bx and 0 < 8 < (3 and
define 7 :=inf{t > 0| X; € BK} where (X3) is the state process induced by the
(-discounted optimal policy 7rt Thus

VA(z) > E;rﬁ {/T e Ple( Xy, ) dt + e_ﬁTVﬁ(x’g)}
0

_ BT
> E [(p—i—e) +

3 e_ﬂTV'B(xﬂ)

> VP (aP).
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Notice, that the statement is true even if 7 = co. Altogether we have for x € By
from (3.6)
VA(z) = VP(€) > L
and for x ¢ By
V(@) =VI(€) 2 VI®) = V(€ > L

which implies the statement. O

Lemma 3.10:
Suppose that the Assumptions 2.1, 2.2, 3.1 and 3.2 are valid. Then f° € F and
f* € F defined in Theorem 3.6 satisfy

GfOZJfO and Gf*:Jf*,

provided the transition kernels p(z, f%;-) and p(z, f*;-) are weakly continuous.

Proof: Since C' : D — IR, is lower semicontinuous, we obtain as in Remark 3.3 with
Assumption 3.2 that C(z,7) is coercive. Denote by (X;) and (X,,) the continuous
and discrete Markov chains respectively, which are induced by the stationary policy
(f° £°,..) ((Xy) is the enlarged process (X;, 7, 7;) cf. Remark 3.2). Let K >
p = limsupgop(B) and define Bx = {z € E | min,cp, C(z,r) < K} and
T, = inf{n € IN | X,, € Bg}. From the proof of Theorem 3.6 we know that
Jpo(z) < p < oo for all € E. This immediately implies that P, (75, < oco) > 0
for all z € E. Thus, if we denote by v the maximal irreducibility measure of
(X,), it follows that ¢(Bg) > 0. In particular, supp 1 has non-empty interior
and since (X,,) is a weak Feller chain by our assumption we obtain with Theorem
6.2.9 in Meyn/Tweedie (1993a) that (X,,) is a T-chain. Moreover, we also know
that P,(X, — o0) = 0 for all x € E and Theorem 9.0.2 in in Meyn/Tweedie
(1993a) implies that (X,) is a Harris recurrent chain which possesses a unique
invariant measure v. Using the coercivity of C(x,a) and the fact that Jso(x) < oo,
Proposition 12.1.3 in Meyn/Tweedie (1993a) tells us that v is indeed a stationary
distribution and thus (X,,) is positive Harris recurrent. Therefore, we obtain with
Theorem 14.3.3 in Meyn/Tweedie (1993a) that

T%l_l)nm% Z B [C(X,, f2(X0)] = fJfo /Cdu
independent of the initial state z € E. Obviously P/ ’ (X — 00) = 0 is satisfied for
each z € F, hence with Theorem 3.2 (i) in Meyn/Tweedie (1993b) it follows that
(X;) is positive Harris recurrent. In analogy to Theorem 4.2 in Meyn/Tweedie
(1993b) it can be shown that (X;) is a T-process. Finally, Proposition 4.2 in
Glynn/Sigman (1992) implies now

1 ¢
lim Ef U (X, 7s) ds] :/cdu
0

t—oo t
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From Theorem 3.2 we know that

/cd,u:q/Cdl/.

Thus Jpo = G o independent of x € F. |

3.4 Average Cost Optimality Equation

This section provides a further condition under which the limit A is continuous.
This enables us to obtain a HJB-equation for the average cost case. Fortunately,
this assumption is not too hard to satisfy for the examples we have in mind (cf.
Herndndez-Lerma/Lasserre (1996)). Suppose that the sequence 3, | 0 is such that

limy, oo p(Bn) = p := limsupg o p(5).

Assumption 3.3:

(i) The sequence {h’"}, 3, — 0 of the relative value functions is equicontinuous.

(ii) The function M which appears in Assumption 3.1 fulfills for all z € F,a €
D(z)

/EM(x’)p(x,a;dx’) < 0.

Theorem 3.11: (Average cost optimality equation)
Suppose that the Assumptions of Theorem 3.6 and Assumption 3.3 hold. Then

a) There exists a constant p > 0 and a continuous function h : E — IR such that
the average cost optimality equation holds, i.e. for all z € F

Ly h(x) = min [C(ac, a) + q/ooo e Z/pzth (pe(z,a),2") dt|. (3.7)

q a€D(x)

Moreover, there exists a minimizer f* of h in (3.7).

b) Suppose that Jg- > Gy-. Then the stationary policy (f*, f*,...) is c-average
optimal and p = limg|o p(/5) are the minimal average cost, independent of .
Moreover, there exists a decision rule fY and sequences (3,,(z) — 0, z,,(x) — z
such that

fO(x) = lim foO (z,(x)),

m—00

where f? is the optimal decision rule in the 3-discounted model and the sta-
tionary policy (f9, f9,...) is c-average optimal, provided Jpo > G po.
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Proof: a), b) From Assumption 3.3(i) and the Arzela-Ascoli Theorem we know that
there exists a subsequence of {h®"} (for convenience still denoted by {h”"}) and a
continuous function h such that for all x € E

Jim RO (x) = h(x)
and the convergence is uniform on compact sets. In particular, if z,, — x forn — oo

we have h%(z,) — h(x). Thus h coincides with the limit defined in Theorem 3.6
and we have

Ch(r) > Ofa (@) + [ haple ') da)

> mln
a€D(z)

xa+/ )p(z,a;d )| .

As in the proof of Theorem 3.5 we obtain that f°(z)(t) = [, ug®(z)(¢, du) defines a
stationary average optimal policy, as well as the minimizer f* of h. To complete the
proof, we have to show the reverse inequality. From the discounted cost optimality
equation we have for all z € E, a € D(z)

p(ﬁn) +h6n( ) — mln |:C’Bn xr,a +/ hﬁn ﬁn(m’a;dx/) dt
q a€D(z)

< Cle,a)+ [ W (@)p(e,a;da)
E
Taking n — oo we obtain with Assumption 3.3 and Dominated Convergence

£ <
q—l—h() C’:Ea+/ p(x,a;dz’)

for all x € F, a € D(x) which implies the result. O

Remark 3.4:
Assumption 3.3 (i) is for example fulfilled when S = RY and (y,u) — c(y, z,u) is
convex for all z € Z. This follows from Herndndez-Lerma/Lasserre (1996) Remark

5.5.3.



4 Solution Methods

In this section we provide different results which help computing the optimal policy
in the J-discounted and in the average cost case. Since we know from Theorem
3.6 that the average cost problem can be solved via the g-discounted problem, we
will mainly restrict to solution methods for the [-discounted problem. Reference
to the average cost problem will be mentioned explicitly. We will first establish
the well-known method of policy iteration. Afterwards solutions to the one-step
optimization problems are investigated. Since these problems are deterministic
control problems, we will derive a Hamilton-Jacobi-Bellman equation. Further
on we explain how to solve the one-step optimization problems via Pontryagin’s
maximum principle.

4.1 Policy Iteration for 3-Discounted Problems

Suppose that the problem of Section 2 is given and Assumptions 2.1 and 2.2 hold.
Schél (1975) showed that the optimal stationary policy can be taken as an accumu-
lation point of the sequence of minimizers f, of the V,,_1, n € IN. In particular if
all minimizers f,, are equal f then f* is an optimal stationary policy. To formulate
this procedure we need the following notions. For z € E, a € D(z) and v € M we
introduce the operator L : M — M as

Lv(z,a) := C(z,a) + /OO e~ (Bra)t > gv(i(z,a),2') dt.
0 2/#z

Let D (z) := {a € D(z) | @ minimizes a — LV,,_1(z,a)} for n € IN, z € E and
D*(z) :== {a € D(z) | a minimizes a — LV (z,a)} for all x € E. Moreover, for a
compact metric space A and a sequence (A,,) of nonempty subsets of A define

LsA,, :={x € A |z is an accumulation point of (z,) with z,, € A, Vn € IN}.

Theorem 4.1: (Policy Iteration)
Suppose that Assumption 2.1 and 2.2 hold. For all x € E we obtain

0 # LsD;(x) C D*(x).

Moreover, if f, € Dy, then there exists an accumulation point f € F' such that
f € LsD;} and every stationary policy f* with f € D* is optimal.

Proof: Fix x € E. Since a — LV,,_1(z,a) is lower semicontinuous for n € IN (see
proof of Theorem 2.5), D (z) # () for all n € IN. Thus LsD}(z) # () because D(z)
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is compact. Let ag € LsD; (), i.e. there exists a sequence (ay,,) with a,, € D}, (z)
and limy_,o ay,, = ag. For m € IN we obtain
lim V,,(z) = leg) Vo () = lim LV, _(z,a,,) > liminf LV,,(z, a,,)

n—o0 k—oo k—oo
> LV, (z,ao).
Hence we have

V(z) = lim V,(z) > lim LV, (x,a¢) = LV (x,a9) > V(z)

n—oo m—00

and therefore LsD? (x) C D*(x). From Schél (1975) the existence of f follows and
the proof is complete. O

4.2 A Hamilton-Jacobi-Bellman Equation

From Theorem 2.5 we know that the value function V' is the solution of a determinis-
tic control problem. Therefore, it is possible to derive a Hamilton-Jacobi-Bellman
(HJB) equation for the problem and thus to obtain a Verification Theorem. The
approach is standard and can be found e.g. in the text books of Bardi/Capuzzo-
Dolcetta (1997), Fleming/Soner (1992), Fleming/Rishel (1975). Throughout the
section we will assume that the environment state z € Z is fixed and therefore
sometimes suppress it in the notation. For our convenience we will now introduce
the following abbreviations. The function ¢y : S x U — IR, is defined by

CV(y7 U) = C(y, 2y U) + Z QZz’V(ya Z/)'
2/ #z

For x € E and a € D(z) the operator L in this section is defined by
LV (z,a) ::/ e~ Bredtey (6y(x, a), ay) dt.
0

The one-step optimization problem of Theorem 2.5 can now be written in a control
theoretic framework as follows

fe_(f8+‘5’z)tcv(¢t(x,a),at) dt — min
0

¢

(cP) dulw, a) =y + [b7(as) ds
¢i(z,a) € S

a; € U, forallt >0

In order to obtain a Verification Theorem we first have to show
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Lemma 4.2: (Bellman principle)
Under Assumption 2.1 and 2.2, the following relation holds for all x € E, T' > 0

v = it |

a€D(x)

T
/0 e ey (¢y(x,a), ar) dt + e PV (Gp(2,a),2) | (4.8)

Proof: Let us name W (x) the right hand side of (4.8). Let 7" > 0,z € E and
a € D(z) be an arbitrary control. Then

T [e'e)
LV(xz,a) = /0 e_(ﬂJrqz)tcV(@(x,a),at) dt+/T 6_(5+qz)tcv(¢t(a:, a),a;) dt
= I+ e PTETLV (¢p(2,a), 2,a) > T+ e TV (¢ (2, a), 2)

where [ is the first integral on the right hand side and a; = ar,,. Taking the
infimum over a € D(z) we obtain V(x) > W{(z). For the reverse inequality
let a € D(z) be arbitrary. Fix € > 0 and take a € D(¢r(z,a),z) such that
LV (¢r(z,a),z,a) — e < V(¢r(z,a), z). Define

*
ay

o ay ,tST
N ai_T ,t>T

Then we obtain

V(z) < LV(x,a")
T [%S)
- /0 e~ (B+a)tey (¢,(x, a), ap) dt + /T e~ (B+adtey (&, (x, a¥), a¥) dt
= T4 e BT LY (pp(x,a),2,a) < T+ e BTV (pp(z,a),2) + €

where [ is the first integral on the right hand side. Since € and a are arbitrary we
get V(z) < Wi(x) for all z € E. O

Part b) of the following theorem is a so-called Verification Theorem.

Theorem 4.3:
We suppose that Assumptions 2.1, 2.2 hold and that (y,u) — ¢(y, z,u) and y —
V(y, z) are continuous and

V(z) < Co(1+ [lyll")

for some constants Cy € IR, , k € IN. Then we obtain
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a) The value function V' is a constrained viscosity solution of the HJB equation
(B+q.)V(x) = Iurélgfl [ev(y, u) + b%(u)V,(x)] . (4.9)

b) If the continuously differentiable function W (-, z) : S — IR satisfies (4.9) and
limy_,o e~ B+ (¢y(2,a)) = 0, for all @ € D(z) and ET[W(X,,)] — 0 when
n — oo for all policies 7, x € E, then W (z) < V(x) for all x € E. Moreover,
if there exists a decision rule f* € F' such that for all z € F

(B4 ¢)W(di(z, [7), 2) = ew(du(, [7), [ (2)(t) + 07 (f" () (0)) Wy (¢ (2, f7), 2)

for almost every ¢ > 0, then V. = W and (f*, f*,...) is a stationary, (-
discounted optimal policy.

Proof:

a) Fix xo = (y0,2) € F,yo Gg* and let ¢! be continuously differentiable on IRY,
such that V(y, z) — ¥!(y) attains its maximum at y = g, in a neighborhood
N(yo) of yo in S. Consider a control a € D(zg) with a; = w for 0 < t < T,
where T is small enough such that a is admissible and ¢;(xg,a) € N(yo) for
0 <t<T. From Lemma 4.2 we have

V(o) — e PHTV (¢r(m9,a), 2) < / ~Brat ey (b (0, a), ar) dt.

Since ¢r(zg,a) € N(yo) one gets
V(dr(z0,a),2) < ' (or(xo,a)) +V(wo) — ¥ (30)-
Hence
V(o) =~ 9 (@ (0 (0, )4V (a0) ' (o)) < [ " ey (4430, 0), 0f) dt.
Dividing the preceding inequality by 7" and letting T" tend to zero we obtain

(B + a:)V (20) — vy ()b (w) < ev(yo, w)

Since the inequality holds for all w € U we obtain

(8 + )V (o) < min |ev (s, u) + 1y (y0)b* ()]

Thus, V (-, z) is a viscosity subsolution on S.
To show that V(+, z) is viscosity supersolution on S, we suppose the contrary.
Hence, there exists an xg = (yo, z) € F, a continuously differentiable function
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¥? on IRN such that V (y, z) — ¢?(y) attains its minimum at y, in a neighbor-
hood N(yg) of yo in S and a constant 6 > such that for all w € U

(B4 )V (o) — ¢Z(yo)bz(u) +0 < ey (Yo, u).
Since all functions are continuous this implies
(B+ )V (y, 20) — 5 (y)b*(u) + 0 < ey (y, u)

for all y € N(yo) and uw € U. Let a € D(xp) and T' > 0 small enough, then

T
LV (zo,a) > / e~ Bradter (¢y(z0,a), ap) dt + e PV (¢ (20, a), 2)
0

> [N (54 (54 gV (61l 0).2) -
U (i(w0, )7 (ar) ) dt + e~ TV (G (o, a), 2).
On the other hand we have
V(zg) — e BTV (¢ (0, a), 2)

< V(ag) — eI (92 (¢ (w0, 0)) + V(w0) — ¥*(w0))
< [ O3+ gV (Gl a),2) — 26w, )b ) .

Taking the infimum over all @ € D(z() we obtain from the last two inequalities
V V 51 j— e_(B+QZ)T
o) = V(rg) + 00—

(@) = V(a) + 65—

which is a contradiction. Therefore V'(-, z) is a viscosity supersolution on S
and hence a constrained viscosity solution.

Let W be as assumed and ¢ € D(x) an arbitrary control. Hence

~CHRTW (p(,a),2) = W(z) — /OT "B+ )W (i(, ), 2) —
W, (¢i(z, a), Z)bz(at)) dt

T
> W(:L‘)—/D e_(ﬁﬂz)tcw(gbt(x,a),at) dt.

Letting T — oo we obtain with our assumption W < UW. Thus, for an
arbitrary policy m we get

B W (Xo2) | Xa] = [ W(@)p(Xo, F(X,): d) =
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CX Jul X))+ [ €200 57 g W (6K fu(Xa)))E=C(Ks o Xa)
£ 7y

Hence
C(Xn, fo(X0)) =2 E7 W(Xp) = W(Xn4a) | Xl

Summing over n from 0 to m and taking expectation w.r.t. PJ', we obtain

T 30 C(Xo, fulX)] = W) = BT W (X))

n=0

Taking limit m — oo and applying our assumption we obtain V' > W.

If there exists an f* € F' which provides the infimum in (4.9) then we derive in

addition W = UW | thus W >V (cf. Theorem 2.5) and the proof is complete.
O

Remark 4.1:
If the value function is continuously differentiable w.r.t. y, then equation (4.9)
reduces to the HJB equation in the classical sense.

As far as the average cost problem is concerned we obtain a similar Verification
Theorem. In this case we define ¢ (y, u) := c(z,u) +q>, p.h(y, 2).

Theorem 4.4:
Suppose that Assumption 2.1, 2.2, 3.1 and 3.3 are valid and that M in 3.1 satisfies

M(z) < Co(1+ [|lyl*)

for some constants Cy € IRy, k € IN. Define p := limsupgp(8). If (y,u) —
c(y, z,u) is continuous, then

a) The limit h of the relative value functions is a constrained viscosity solution
of the HJB equation

p+ ah(x) = min e (y, u) + b (u)hy ()] (4.10)

b) If the continuously differentiable function w(-, z) : S — IR satisfies (4.10) and
if there exists a decision rule f* € I such that for all x € E, Jg > G4« and

p+qu(dnz, 1), 2) = cu(drl, [7), [7(2)(E) + 07 (f(2) () )wy (e (2, ), 2)
(4.11)
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for almost every t > 0 and
lim — B! [w(X,1)] =0, (4.12)
then p = Gy«(x) for x € E and (f*, f*,...) is a c-average optimal policy.

Proof: Under our assumption, the average cost optimality equation (Theorem 3.11)
holds and can be written in the following form

h(z) = min [/Oooeqt(ch((bt(a:,a),at)—p) dt |

a€D(x)

As in Theorem 4.3 we obtain part a). For part b) we proceed as in Theorem 4.3
b). First we obtain for all z € £

wia) = [T e el ). S (@, 0) — p) d.
Then we get
B [w(Xap) | Xo] = w(X,) + Z — (X, f*(X,))

and therefore

1

m

BL |0 00 ()| = mooli) = B ()]

n=0
Letting lim sup,,_,., and using our assumption we obtain G- < Js« = p and the
proof is complete. |

4.3 Necessary and Sufficient Conditions for Optimality

For the control problem (CP) of the previous section we also have a maximum
principle which provides necessary conditions for the optimal control. Under further
assumptions, we also obtain sufficient conditions. Here we will restrict to the cases
S = R" and S = RY. The following theorems can be found in Seierstad/Sydseater
(1987). Throughout this section we assume
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Assumption 4.1:
The mapping y — ¢y (y, z, u) is differentiable and the derivative is continuous w.r.t.
all variables.

The Hamiltonian of problem (C'P) is defined by

H(y,u,p) = pocv (y, z,u) + pb(u).

Theorem 4.5: (Maximum principle)

Suppose that S = IRY and Assumptions 2.1, 2.2 and 4.1 are valid. Let a} be a
piecewise continuous control and y; the associated trajectory. If a; is optimal, then
there exists a constant py and a continuous and piecewise continuously differentiable
vector function p; = (p1(t), ..., pn(t)) such that for all ¢ > 0

(1) (poapt> 7£ 07 Po = L or Po = 0.
(i) af minimizes a; — H(y;,as,pt), a; € U.
(ili) pr — (B + q)pr = —pga%cv(y;‘ ,a;) except at points of discontinuity of a;.

Theorem 4.6: (Sufficient conditions for optimality)

In addition to the assumptions of Theorem 4.5 we suppose that u — cy(y,u) is
continuously differentiable and y — ¢(y,u) is convex. The admissible control a}
with the associated trajectory y; is optimal for (C'P) if there exists a continuous
and piecewise continuously differentiable vector function p; = (pi(t),...,pn (1))
such that for all t > 0

(1) af minimizes a; — H(y;, a;, p), a; € U.
(ii) pr — (B4 q.)pr = —(%cv(yj, ay), except at points of discontinuity of a;.

(iii) liminf;_ . e~ (FF9)p, (y* — y,) > 0 for all admissible trajectories ;.

Since S and the mapping y — ¢(y, u) are convex, we obtain from Lemma 2.6 that
(y,u) — H(y,u,p) is convex. Hence Theorem 4.6 follows from Theorem 3.13 in
Seierstad/Sydsaeter (1987). In various applications we have S = IRY. Here the
following theorem is of use

Lemma 4.7: (Sufficient conditions for optimality)
Suppose that S = RY and Assumptions 2.1, 2.2 and 4.1 are valid. Further on
assume that u — cy (y,u) is continuously differentiable and c(y, u) = ¢1(y) + c2(u)
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where y — ¢;(y) and u — co(u) are convex. The control a; with the associated
trajectory y; is optimal for (C'P) if there exists a continuous and piecewise contin-
uously differentiable vector function p; = (p1(t),...,pn(t)) as well as a piecewise
continuous vector function n; = (n1(t), ..., nn(t)) such that for all t > 0

(1) af minimizes a; — H(y;, a;, pi), ap € U.
ii)

(i) pe — (B4 @:)pe = —Z-ev (Y, ap) + m, when py exists at .

(i) 7, > 0.

(iv) ney; = 0.

(v) liminf, o, e~ (B+e)p, (y* — y,) > 0 for all admissible trajectories ;.



5 Numerical Methods

In this section we investigate numerical methods for solving our SFP. In a first part
we consider the special case of a deterministic fluid program. The reason is twofold.
On the one hand this is a very important problem (cf. also Section 7), on the other
hand there exist very efficient algorithms to solve it. In a second part we deal with
the general SFP. In both cases we apply the numerical methods to examples. The
second application is an admission control problem which has been investigated in
Béuerle (1998b). For this model we also present a sensitivity analysis w.r.t. some
stochastic parameters.

5.1 Numerical Methods for Deterministic Fluid Programs

We present an algorithm which solves the purely deterministic fluid optimization
problem, i.e. if the dynamics b*(u) = b(u) are not influenced by the environment
process. This will be important in Section 7. Several papers have dealt with this
problem. In Chen/Yao (1993) a myopic solution procedure is explained. Weiss
(1996, 1997) develops an algorithm for re-entrant lines by formulating the problem
as a separated continuous linear program and using results of Pullan (1993, 1995).
In Avram/Bertsimas/Ricard (1995) a heuristical approach is given, using Pontrya-
gins maximum principle. For our algorithm we use essentially the formulation as
a separated continuous linear program combined with the sufficient conditions for
deterministic control problems presented in the last section.

In this subsection we assume now that S = IRY, that the cost rate function c is
linear in y and wu, i.e. ¢(y,u) = c;y+cou and that the set of controls U is a bounded
polyhedron, i.e. U can be written as U = {u € IRE | Au < b, u > 0} and U is
bounded. We get the following optimization problem:

[ e P lcrys + coay] dt — min
0

t
Y = Yo + Ofb(as) ds
A(ltgb
Y, ap > 0 for allt > 0

It is now possible to write the objective function in a slightly different form:

/0 e’ﬁtclytdt = Clyo / / clb (as) ds dt =

= Clyo +/ / s) dt ds Clyo ﬁ/ clb (ay) ds

To get a numerically tractable problem we replace the infinite time horizon by
a finite but large horizon T" > 0 and obtain the following problem with a new



5 NUMERICAL METHODS A7

objective function:

T
[e Ptca; dt — min
0

t
(SCLP){ v =1yo+ [ blas) ds
Aa; < b
Yr,ar > 0 forallt >0

where ¢ € IR®. This is now a so-called separated continuous linear program
(SCLP). The optimal solution consists of two functions (at, y;). However, since v
can be determined from a;, when speaking of an optimal solution for (SCLP) we
only mean the component a;,. This point of view will also be taken for the other
programs which appear during this section. Problems of this type have already
been extensively investigated in the literature, see e.g. Pullan (1993, 1995) and
the references given there. Weiss (1996, 1997) used this formulation to give an
algorithm for solving re-entrant problems. The following result which states that

the optimal control can be chosen w.l.o.g. as a piecewise constant function is due
to Pullan (1995) Theorem 3.3

Theorem 5.1:
There exists an optimal solution of (SCLP) with a; piecewise constant on [0, 7]
and with a finite number of breakpoints.

Remark 5.1:
If we have a finite horizon problem with 3 = 0, the objective function of (SC'LP)
is [T(T — t)ca; dt and Theorem 5.1 is still valid.

Besides the algorithm of Weiss (1996, 1997) for re-entrant lines, there exists a
general algorithm for solving (SCLP), see e.g. Pullan (1993). The key issue is the
following discrete formulation. Let P = {to,...,t,,} withtp =0<t; < ... <t, =
T be an arbitrary, fixed partition of the interval [0,7]. We define the ordinary
linear program LP(P) by

m

> % (e‘ﬁ’f"*1 — e‘ﬁti) ca(t;_1+) — min
1=1

(t1 — to)blaltot)) — y(t1) = —yo

(t; —tic1)b(a(ti-a+)) —y(ti) +y(tic) =0, i=2,...,m
Aa(ti+) <b,i=1,...,m

y(t),a(ti+) >0, 1=1,...,m

LP(P)

To relate optimal solutions of LP(P) to optimal solutions of (SCLP) we need the
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following definitions:

Definition 5.1:
Let P = {to,...,tm} be a partition of [0,7]. Suppose we have m + 1 vectors
a(t), ..., a(ty), then the function a(t) defined by

aft) = { Ubnr D) 1=
o &(ti_1+) ,ti_1§t<ti,i:1,...,m

is called piecewise constant extension of a. The function a(t) defined by

ti—t\. t—ti1 ). .
alt) = | ——— | a(timy) + L)a(t), fortiy <t<t,i=1,....m
b — 11 ti — 11

is called piecewise linear extension of a.

For arbitrary P, the piecewise constant extension a of the optimal solution a of
LP(P) is admissible for (SCLP) (see Pullan (1993), Lemma 3.1) and

m

[ o= e 1)
0 i=1 ﬁ

i.e. the value of LP(P) gives us an upper bound for the value of (SCLP). If P
contains the breakpoints of the optimal solution of (SCLP), the piecewise constant
extension of the optimal solution of LP(P) obviously gives the optimal solution a; of
(SCLP). On the other hand, a steady refinement of the set of breakpoints P leads
to an approximation of the optimal solution of (SCLP). The idea of the algorithm
which we present in this section is now to compute time points which come close to
potential breakpoints of the optimal solution. This can be done since breakpoints
are either depletion times of buffers or time points of switching priorities (see
Avram/Bertsimas/Ricard (1995)). Switching priorities will be detected by using
the sufficient conditions for optimality presented in Section 4. We will now give a
discrete version thereof for our deterministic model.

Lemma 5.2:
Suppose that a partition P of [0, T is given. If the variables a(t;_1+), y(t;), n(ti—1+),
p(tm),p(tiz1), i =1,...,m fulfill

(i) (t1 —to)b(altot)) — y(t1) = —¥o
(ti — ti,l)b(a(ti,l—i-)) — y<t1> + y(ti,l) = 0, 1= 2, oo, m.
(i) Aa(ti+) <b,i=1,....,m.
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(iii) p(t;) — eStiti-vp(t, 1) = %(c — ti ) (PGt — 1) G = 1,...,m
p(tm) = 0.
(19) Mltrtyter) = nltaty(t) =0, i=1,....m.

(v) a(t;_1+) minimizes a — p(t;_1)b(a) and a — p(t;)b(a) with a € U.
(Vi) y(t),altioa+),n(tioi+) >0, i=1,...,m.

then the piecewise constant extension of a(t;_1+), ¢ = 1,...,m is an optimal
solution of (SCLP).

Proof: Let ay,m; be the piecewise constant extension of a(t;_1+), i = 1,...,m
and n(t;_1+), ¢ = 1,...,m respectively and y, the piecewise linear extension of
Yo, y(t;), i =1,...,m. We define for ¢t; 1 <t < t; the function

= (M) — 1) (@) 1)

(obviously 0 < oy < 1) and py = aup(t;) + (1 — ay)p(ti—1). The statement follows,
when we can show that the process (aq, y¢, m¢, pi) satisfies for all 0 <¢ <T

(i) y: = vo + Jo b(as) ds > 0.
(i) a € U.
(iii) py — Bpe = —c+m, pr =0

(iv) nye = 0.

(v) a; minimizes a — pb(a), a € U.

) and (ii) follow from Lemma 3.1 in Pullan (1993). (iv) holds since ¥ is linear on
i—1,ti], i =1,...,m which implies that if y;(¢;_1) = y;(t;) = 0, then y;(¢) =0 on
i—1,t;]. Since for tz 1 <t <ty p=aup(t;)+ (1 —ay)p(ti—q1) and a; = a(t;_1+) on
i—1, t;] minimizes both a — p(t;_1)b(a) and a — p(¢;)b(a), we obtain (v). Thus it
is left to show (iii). However, a short calculation gives us that for all 0 <¢ < T

(i
i
i
[t

T
pe= / =) (—c +,) ds
¢

which implies (iii). O

Our algorithm now proceeds as follows. For y € RY define T(y) = {1 < j <
N | y; = 0}. Suppose we have a partition set P of [0,7]. We can solve the LP(P)
with starting state y and partition set P. The corresponding value function will be
denoted by V' (P, y). If the solution is optimal, we would have p(to) = %V(P, y(to))-

Hence we approximate the real value p(ty) by 3 V(P, y(tp)) and compute a new
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control a(tp+) for the first time interval by solving

p(to)b(a) — min
Aa <b
(LP)y
bj(a) >0, for all j € YT(y)
a>0

The first depletion time under this control is then given by

|j¢ T(?J)? bj(a<t0+)) < 07 .] = 177N}

r_ s Y;

t: mln{—bj(a(t0+))
Determine 7(tg+) = c + p(to) — Bp(to) and define p; = e )p(ty) + 5(c —
n(to+))(ePt=%) — 1), Using sensitivity analysis, we can determine the time in-
terval [to, t”] on which a(tg) is a solution of (LP) with p(to) replaced by p,. Thus
t" gives the time where priorities switch. ¢ := min{t’,¢"} is therefore a potential
breakpoint for the optimal control and will be added to P. Starting from ¢ we can
compute in the same way further potential breakpoints. In order to obtain a good

initial solution, we determine in a first step the myopic solution as in Chen/Yao
(1993). The procedure is as follows

PROCEDURE Myopic Solution

t:=1g, Yy:=19yo, ¢t : =0
WHILE (t < T) DO

Solve
ca — min
Aa <b
(Lp)d =
bj(a) >0, for all j € T(y)
a>0
a; ‘= a
At = min{_;’j”'(a) |j ¢ Y(y), bj(a) <0, 5=1,...,N}
ti+1 = tZ + At
L=t
y =1y + At b(a)
1=1+4+1
END
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In the myopic solution procedure above, we minimize the cost at a breakpoint
time, subject to getting a feasible pair of control and trajectory and determine
the next breakpoint as the first depletion time under this control. Sometimes the
myopic solution is already optimal, as for example in the case of the index policy
(see Chen/Yao (1993)). Here we are only interested in the breakpoints generated
by the algorithm which we will use to obtain an improved solution. The whole
algorithm for solving (SC'LP) works as follows:

ALGORITHM SCLP

STEP 1: Compute Myopic Solution
Py = breakpoints of Myopic Solution.

STEP 2: Computation of new breakpoints:
t:=to, Y=o, P:=F

WHILE (¢ < T) DO
Solve LP(P). Objective value V(P,y). p; := (%V(P, Y)

Solve
peb(a) — min

Aa < b

bj(a) >0, for all j € T(y)

a>0

t = min{fzj(a) | j ¢ Y(y), bj(a) <0, j=1,...,N}

nj:=0,if j ¢ T(y) or j € T(y) and b;(a) > 0 else
nj = c¢;+pi(t) —Bpi(t), j=1,....m

o= 7, 4 e — )€ 1)

t" := max{s > 0| a still solves (LP) with p; replaced by ps}

At := min{t’, t"}

y:=y+ At b(a)

t:=t+ At

Py = PyU{t}

P={t—-At>0]tec PYU{0}
END

IF the solution (a,y,n,p) satisfies (i)-(vi) of Lemma 5.2 THEN Stop.
The piecewise constant extension of a is optimal for (SCLP).

ELSE GOTO STEP 2.

(LP)
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Of course, if the number of breakpoints which have been generated in one step is
very small, one can add further breakpoints, like %, 1=1,...,m. In any case
one should always remove breakpoints which have not led to an improvement in

the next step.

Example:
We have used the algorithm to solve the following small network

My

M3
b —

fig.5.1 : Network with blocking

with Ay = A3 = 0,01 = 8,0 = 2,3 = 10,¢; = 1,¢0 = 0,90 = (8,0,10),8 =
0. It can be shown for the ordinary stochastic network problem that the opti-
mal policy is a switching policy. However, the proof is surprisingly difficult (see
Béuerle/Briistl/Rieder (1998)). Avram/Bertsimas/Ricard (1995) have shown that
the same result holds for the deterministic fluid problem, but the proof is only
correct for the interior of the state space. The data of this problem is chosen in
such a way that the solution obtained from Avram/Bertsimas/Ricard (1995) is
not correct (indeed they get the myopic solution). The result we obtain with our
algorithm is summarized in the following table

| | Myopic Solution | LP(P) Solut. | New Breakpoints | LP(P) Solut. |

p {0,1,2,5} - {0,1,1.33,2,4,5} -
a(tot) (0,0,1) (3.1,9) - (1,1, 2)
a(t;+) (1,1,0) (3,1,9) - (3.1,3)
a(ty+) (0,1,0) (0,2,0) - (3.1,0)
a(ts+) - - - (3.1,0)
a(ts+) - - - (0,0,0)
y(th) (8,0,0) (6,0,2.5) - (6,0,2.5)
y(ta) (0,6,0) (0,4,0) - (5.33,0,0)
y(ts) (0,0,0) (0,0,0) - (4,0,0)
y(t4) B B B (OvO’())

Obj. value 29 25.5 - 22.67
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First we have computed the myopic solution with breakpoints {0, 1,2, 5} and objec-
tive value 29. Using these breakpoints to solve LP(P) we get an improved solution
with objective value 25.5. In a next step we have computed the new breakpoints
1.33, 2 and 4 which we have added to our set P. Solving LP(P) gives the objevtive
value 22.67 and the algorithm detects optimality.

5.2 Numerical Methods for Stochastic Fluid Programs

Solving SFPs is much more complicated numerically than solving deterministic
ones. It is even not clear whether the optimal solution is again piecewise constant
for every environment state. Of course one would expect this. In principle, there
are several different ways in which one could tackle this problem. For example
one could try and solve the fixed point equation 2.1 by iteration. However, we
use a direct approach to this problem, namely the Approximating Markov chain
approach (see Kushner/Dupuis (1992)). This is a general method for stochastic
control problems. In what follows, we give a short outline of how to apply it to
our SFP as defined in Section 2.1. First we look at a time discretization of our
process. Let h > 0 be small and define At" = h (maxyep.ez{>X, b7 (u)[}) ™!
Denote D(z) = {u € U | y+ b*(u)At" € S}, x € E the set of adm1581ble actions in
state x. The discrete time optimality equation then reads

Vi(z) = inf { At'e(z,u) + e A" {Ath S V' (y, 2 +

ueD(x) Ve
(1—Attg) V" (y + b*(u)At", z)} }

In a next step we restrict the state space to a grid with distance h > 0. This can
be done by applying a finite-element method. The crucial point is that the new
state y + b*(u)At" can be written as a convex combination of grid points:

b3 (u )+Ath N f:(—hej)bj(u)};mh

=1

b (u) At" Z hej1———

Notice that the sum of the weights is less than 1 due to the definition of At".
Approximating the value function by a linearization over the grid, we obtain the
following optimality equation

V"(z) = min { At'c(x,u) + o BAL: (Ath S @ VMY, ) + (1 — Atg,)

ueD(x) S Ze

N bz )+Ath

[23

) Ath

V'"(y + hej, 2) —i—Z bilu) At V"(y — hej, ) +
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h N
1= 50 V)]

Under Assumptions 2.1 and 2.2 there exists a minimizer f of V" and the stationary
policy m = f* is optimal. From Kushner/Dupuis (1992) we know that for h — 0,
Vh(x) converges to V(z) for every environment state z. We use this method to
compute the optimal policy for the following admission control problem.

Example:

A controller has to decide upon acceptance of fluid for N buffers in parallel. If
the environment process is in state z at time ¢ there is a demand for inflow into
buffer j at rate \;(z). The outflow rate y; for buffer j is fixed j = 1,..., N. The
controller obtains a reward r; for each unit of accepted fluid for buffer j, but has
to pay holding costs ¢(y) which depend on the common buffer content y and are
increasing. The control is hence a vector (u, v), where u; is the fraction of fluid that
is admitted to buffer j and v; is the activation rate of server j (of course v; =1 if
there is fluid in the buffer). In terms of our SFP, the data is given by

E=RYxZ
U=10,1" x[0,1]¥
bi(u) = Nj(2)uj — pyvy, j=1,..., N

N
c(x) =¢é(y) — Z AU
j=1
6>0

It has been shown in Béuerle (1998b) that the optimal policy is of switching type
under suitable assumptions on the cost rate function. In particular in the one buffer
case (N = 1) we obtain a threshold policy (see also Rajagopal et al. (1995)).

The following numerical computation of the optimal policy has been done for the
one-and two-buffer case with two environment states. Figure 5.2 and 5.3 refer to
the one-buffer case with c(y) = (y +0.5)?, 3=0.9, r =2, p = 2. In figure 5.2
we have fixed ¢y = ¢; = 2, A(0) = 4 and have varied the input rate in environment
state 1, A(1) from 0 to 2.5. The curve consisting of circles represents the optimal
threshold y;; in environment state 0 and the other curve, the optimal threshold vy} in
environment state 1. In Sethi et al. (1992) it has been shown that if A(0), A(1) > u
- which is the case if A(1) > 2 - the optimal thresholds are independent of the
environment state and can be computed from %c(y*) = [r which gives y* = 0.5
in our case. From Rajagopal et al. (1995) we know that A(1) < A(0) implies
that y7 > yi. Moreover, the numerical computations allow to conjecture that the
optimal thresholds are decreasing in the input rate A(1).

In figure 5.3 we have fixed the two input rates A(0) = 4 and A(1) = 1 and have varied
the intensity ¢y = ¢; with which the environment process changes. For ¢y — 0 the
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system decouples into two deterministic systems with thresholds y; = 0.5 and
y; = 1.446. For gy — oo the environment process converges uniformly on compact
sets to a constant input rate A = $(A(0) + A(1)) = 2.5. Hence we would expect
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fig.5.3 : Optimal thresholds - variation of ¢q

that both y5 = yg(qo) and yi = yj(qo) converge to 0.5 which is the optimal threshold
in the deterministic case with input rate A. This can be observed from the numerical
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data. Moreover, yi(qo) is decreasing and yi(qo) has a unique maximum point which
can be interpreted as the parameter setting possessing the most randomness.

fig.5.4 : Optimal policy in state z = 0 - variation of A\,

fig.5.5 : Optimal policy in state z = 1 - variation of A\;

€y1+y27 ﬁ
Béuerle (1998b) we know that the optimal policy is characterized by 4 switching-

curves S?(yl), S(yl), Sll<y1) and

The figures 5.4-5.7 for the two-buffer case are quite similar. Here we have chosen

the following data: c(y1,y2)

(y1) where y

1
2
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fluid is accepted into buffer j in environment state z, when the buffer levels are

y1 and s respectively. Since the data is symmetric in buffer 1 and 2, the optimal
policy is also symmetric. Hence we can restrict w.l.o.g. to the policy for the first

buffer. In figure 5.4 and 5.5 we see the optimal policy for buffer 1 in environment

= 4 where we have

2,71(0) = X\(0)
2.3. The region below the curve is the acceptance

q1 =

states 0 and 1 respectively, with g

varied \;(1)

region.

Ao(1) from 0.4 to

ATH
.vu.d»

0
0%
§~ o

soreots

ot

= 0 - variation of qq

fig.5.6 : Optimal policy in state z

fig.5.7 : Optimal policy in state z = 1 - variation of ¢

It seems that the optimal policy in the two-buffer case has the same properties as
in the one-buffer case, that is: as soon as A;(1) > p, the policy does not change;
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both acceptance regions increase when \;(1) decreases and the acceptance region
in environment state 1 is always greater than the one in environment state 0.

In figure 5.6 and 5.7 we have fixed A\1(0) = A2(0) =4, A1 (1) = A2(1) = 1 and varied
the intensity with which the environment process changes, where gy = ¢;.

Figure 5.6 refers to the optimal policy in environment state 0, figure 5.7 to the one
in environment state 1. Again, for gg — 0 and gy — 0o we are in completely deter-
ministic settings and the acceptance region in environment state 1 is decreasing in
qo- Moreover, the acceptance region in environment state 1 is always greater than
the one in environment state 0.



6 Applications

We present now some important examples for SFPs and apply our results of the
previous sections. SFPs typically arise in models for manufacturing and telecom-
munication systems. In both cases we encounter events that occur on different time
scales, where the faster one is modeled as a deterministic flow. For example the cell
stream sources in ATM multiplexers are often modeled as on-off sources, where we
have a certain inflow rate into a buffer when the source is on (talkspurt state) and
no inflow, when the source is off (silent state). The duration of the state length is
random.

In the sequel we investigate three examples. The first one is formulated in the
framework of manufacturing models and is a so-called parallel machine problem
with backlog. In the one and two product model we show that the optimal produc-
tion policies are threshold and switching-curve policies, respectively. The second
example is a single-server network. Here we can prove that the optimal scheduling
policy is an index policy. The last example is the problem of routing to parallel
queues. In the case of equal holding cost we show the optimality of the least-loaded
routing policy, in the case of two buffers and arbitrary cost we derive the optimality
of a switching curve policy.

6.1 Multi-Product Manufacturing Systems

A typical example for SFPs are stochastic manufacturing systems with machine
failures and/or demand changes. Since there are different timescales for the oc-
curence of events (for example the production process itself evolves faster than
random breakdowns of the machines), quantities that vary faster are replaced with
their averages. The cost of such systems are inventory/backlog cost as well as
production cost which are often assumed to be convex. The task is to find the
optimal production rate of the machines, which involves a scheduling problem in
dynamic jobshop systems. For a discussion of recent models and approaches see
Sethi/Zhang (1994).

In this section we will investigate a parallel machine system with backlog. The
example is taken from Sethi et al. (1998). We consider a multi-product manufac-
turing system with stochastic production capacity and constant demand for each
product over time. The vector y = (y1,...,yn) gives the inventory/backlog of
each product and we assume S = IRY. There are a number of parallel machines
for manufacturing which are subject to random breakdown and repair. Hence
Az) € Ry, z € Z gives the production capacity of the system that is available. The
vector u € U = {u € [0, 1]V | Zé\le u; < 1} contains the percentages of the produc-
tion capacity that are assigned to each of the products. If we denote by p € Rf
the constant demand rate, the dynamics of the system are for a € A,z € E,t > 0

Y = ¢u(r,0) =y + /Ot)\(z)aS — pds.
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The function ¢ : IR?Y — IR, denotes the surplus (inventory/backlog) and produc-
tion cost. In our notation we can summarize the SFP as follows

E=RNxZ
N
U={ue[0,]V| > u; <1}
Jj=1

b*(u) = Mz2)u — p

We will first look at the discounted model with interest rate § > 0. In order to
apply our results we have to impose the following assumptions on the cost rate
function:

Assumption 6.1:

(i) (y,u) — c(y, z,u) is convex for all z € Z.
(i) ¢ satisfies the growth conditions of Assumption 2.3 and 3.2.
(iii) y +— c(y, z,u) is continuously differentiable for all z € Z,u € U.

Under this assumption it has been shown in Sethi et al. (1998) that the value
function V satisfies the following growth condition

V(y,2) =V, 2) < Co(1+lyl*™ + 1157 ly = ¢/l (6.13)

Obviously our Assumptions 2.1 and 2.2 are fulfilled. From Theorem 2.5, Lemma
2.8 and Theorem 4.3 we immediately obtain Theorem 6.1.

Theorem 6.1: ((-Discounted case)
Under the preceding Assumption 6.1 it holds for the parallel machine problem that
a) There exists a [-discounted optimal policy.

b) The value function V' is continuously differentiable w.r.t. y and satisfies the
HJB-equation

(8 + )V (@) = min [e(z, u) + Vy (@) A2)u = )] + >_ ¢V (y, %) (6.14)
2l#z
Moreover, V' fulfills the growth condition (6.13).
c¢) If there exists an f* € F' such that for almost every ¢t > 0

(ﬁ+qz)v(¢t<x’f*)7z) = c(qﬁt(m,f*),z,f*(x)(t))+Vy(gbt(x,f*))(/\(z)f*(x)(t)

—,LL) + Z QZZ'V(¢t($> f*)7 Z/)
zl#z

then (f*, f*,...) is an optimal policy.
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Now we will look at the same model with the c-average cost optimality criterion. In
this case we need a further assumption. Note that due to our previous assumptions,
the cost rate function is coercive (see Remark 3.3).

Assumption 6.2:
Suppose that v is the stationary distribution of the environment process (Z;). Then

we assume Y-, A(2)v; > YN ;.

It has been shown in Sethi et al. (1998) Theorem 3 (cf. also Sethi et al. (1997)
Theorem 3.3) that with £ = (0,0) € E (w.l.o.g. suppose 0 € Z) we have

[P7 ()] < Co(1+ [ly]|**) = M(y)

forallz € E, 3 > 0, where Cy € IR, is independent of 3. Moreover, from Theorem
2 in Sethi et al. (1998) we can conclude that there exists a policy 7 such that
Gr(x) < oo for all z € E (cf. Lemma 3.8). Hence using Lemma 3.9, Assumption
3.1 is fulfilled. Since the convexity assumptions of Remark 3.4 are fulfilled we
obtain with Theorem 3.6, Theorem 4.4 (notice that Assumption 3.3 (ii) is also
valid) and Remark 3.4

Theorem 6.2: (Average case)
Under the preceding Assumptions 6.1 and 6.2 it holds for the parallel machine
problem that

a) There exists a decision rule f° and sequences 3,,(z) — 0, z,,(x) — z such that
fO(a) = Tim_ o0 (2, (),

where f” is an optimal decision rule in the S3-discounted model and the sta-
tionary policy (f°, f%,...) is c-average optimal, provided Jpo > G o.
b) There exists a continuous and convex function h : E — IR and a constant
p > 0 such that h is a viscosity solution of the HJB-equation
p+qh(z) = II1€1(51 le(z,u) + hy(z)(A(2)u — )] + ¢ parrh(y, 2) (6.15)

u
z

c¢) If some continuously differentiable function w(-,z) : S — IR satisfies (6.15)
and if there exists a decision rule f* € F' such that (4.11) and (4.12) hold and
Jpe > Gye, then p = Gy« (x) for x € E and (f*, f*,...) is a c-average optimal
policy.
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Remark 6.1:

The same analysis can be carried out if we allow for a stochastically varying de-
mand, i.e. there is a second continuous-time Markov chain (Z2) with finite state
space which is independent of everything else and determines the demand rate p(z).
Obviously it is possible to construct a common continuous-time Markov chain (Z;)
such that the dynamics of the system is given by b*(u) = A(2)u — u(2).

In the cases of one (N = 1) or two products (N = 2) it is possible to further derive
some structured properties for the optimal policies under suitable assumptions on
the cost rate function.

A) One-Product System
Suppose now that N = 1, i.e. we have a one-product system and that

Assumption 6.3:
The cost rate function is of the form c¢(y, z,u) = ¢(y) + cu, with ¢ € IR,.

Let us first look at the (-discounted problem. Assumption 6.1 also implies that V
is convex in y (cf. Lemma 2.6), hence V, is increasing. In this case we obtain from
the HJB-equation (6.14) that the optimal policy is given by a threshold feedback
control. A feedback control is a function g : ' — U such that y, = y-+ 3 b*(g(y,))ds
has a unique solution and the open loop control u(x,t) = g(y;) is admissible.

Corollary 6.3: (3-Discounted case)

In addition to the assumptions of Theorem 6.1 we assume that N = 1 and that
the cost rate function satisfies Assumption 6.3. Then the optimal stationary policy
(f*, f*,...) in the f-discounted model is given by a threshold feedback control g,
i.e. there exists a function S : Z — IR such that

1 sy < S(2)
g(x) = min{l, 5}y = 5(z)
0 ,y > S(2)

and f*(z)(t) = g(o(z, f)).

Remark 6.2:

The definition of g(z) at y = S(z) is arbitrary. We have chosen it in such a way
that the inventory - if possible - stays the same. If | Z| = 2, the function S(z) can be
computed explicitely. This has been done in Akella/Kumar (1986). For arbitrary
Z it is possible to derive monotonicity properties of S. In Sethi/Zhang (1994) one
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finds statements if (Z;) is a birth-and-death process. For a more general concept
using stochastic orderings, see Rajagopal et al. (1995).

In the average cost case we obtain

Corollary 6.4: (Average case)

In addition to the assumptions of Theorem 6.2 we assume that N = 1 and that
the cost rate function satisfies Assumption 6.3. Then the optimal stationary policy
(f*, f*,...) in the c-average cost model is given by a threshold feedback control g,
i.e. there exists a function S : Z — IR such that

1 Y < S(2)
g(x) = § min{l, £}y = 95(z)
0 ,y > S(2)

and f*(x)(t) = g(¢(x, f*)). Moreover, there exists a sequence (3,, — 0 such that
SPm(z) — S(z) for z € Z, where SPm is the optimal threshold function in the
Bm-discounted model.

Proof: From Corollary 6.3 we know that for § > 0, the optimal policy is given by
a threshold feedback control with threshold function S : Z — IR, i.e.

1 ol fP) < SP(z)
FAa)(t) = min{l, 55} el f7) = S7(2)
0 o, f7) > SP(2)

Hence we can choose in the proof of Theorem 3.11 a subsequence {3,,} of {8,}
such that S (z2) — S(z) for 2 € Z and m — oo. First we have to verify that for
g, the integral equation

ou@) =y + [ Mg(60). 2) — pds

has a unique solution. As far as existence is concerned, it is possible to compute a
solution explicitly. However this involves to distinguish several cases. For example
if A\(z) > p and y > S(z) we have

—tu 0 <t <t(x)
Pu(z) —{ St 1)

with ¢(x) = (y — S(2))/u. Uniqueness follows e.g. from Hartman (1982) Theorem
6.2. Using Lemma A.4 it can be readily verified that f@)(z,,(z)) — f(z) for
m — 00, where f is constructed from a feedback control g with threshold function
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S. This again makes it necessary to distinguish several cases. We will only look at
the case A(z) > p and y > S(z) € IR. We have to show

7 [t b dnde — [T [ ot e, du

for all measurable functions v, with u — (¢, u) is continuous for all £ > 0 and
JoT supep [Y(t,u)| dt < oco. W.lo.g. suppose y — S(z) > 3e for € > 0. Choose
No(€) big enough such that for all m > Ny(e):

2 =2, [y = Y| < [877(2) = S(2)] < e

and thus y,, > SP(z) for all m,n > Ny(e). Hence we obtain with t,,(z) =
(Ym — §7(2)) /1

t(x) 00 i tm () 00 1]
t,0)dt / ¢t )dt — t,()dt—/ t,—)dt| <
| w0yt + [P | w0 5
< [ ot oylar+ [ pete Ll 0
, , —— — 0 for m — oo,
= Jiw) () A(z)

since t,,(x) — t(z) for m — oo which implies the statement. Last but not least,
we have to show that the transition kernel induced by the feedback control g is
weakly continuous which yields the result by Lemma 3.10. Hence we have to show
i Spe [ e o(u(a), 2t
2! 0
is continuous and bounded, for all continuous and bounded v : ' — IR, where
¢; is generated by g. Boundedness is clear. As far as continuity is concerned we
will again look at the case A\(z) > p and y > S(z) € IR. Thus for Ny big enough,
zm = 2 for all m > N, and it remains to show that

- /O ety (x), ) dt

is continuous for all 2’ € Z. We have

00 tm () —qtm ()
lim e "(ds (Y, 2), 2 )dt = lim </ e vy, — tu, 2')dt + ‘ U(Sm(z))>
t(x) efqt(x) 9
= lim / e~ "0 (Y — tp, 2)dt + v(Sn(2)) | = / e Mv(g(x), 2)dt
m—o00 0 q 0
where we have used dominated convergence in the last step. |

B) Two-Product System

An investigation of this model can be found in Rajagopal (1995) section 4.9.3. We
will restrict to the $-discounted model here. The average cost model can be solved
in the same spirit as in the one-product system. Suppose now that N = 2, i.e.
we have a two-product system and that the cost rate function has the following
properties
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Assumption 6.4:

(i) ey, 2,u) = c(y) +cu, ¢ € R,
ii) ¢ satisfies the growth condition of Assumption 2.3 and 3.2.

iii) y — c(y) is strictly convex and continuously differentiable.

(
(
(iv) (a—ycl - a%) (y) is strictly increasing in y; and strictly decreasing in ys.
(
(

V) is strictly increasing in y, and @ is strictly increasing in ;.

vi) 2 (y+ h(e1 — e3)) is strictly increasing in h > 0, 2= = (y+h(er —e2)) is strictly
decreasmg in h > 0.

The property in Assumption 6.4 (v) is also called supermodularity or one says that
¢ has monotone differences. The assumptions are e.g. fulfilled if ¢ is separable,
i.e. c(y1,y2) = c1(y1) + ca(y2) and each ¢;, 7 = 1,2 is strictly convex, continuously
differentiable and satisfies the growth conditions. Here it is possible to show

Theorem 6.5:
Under the preceding Assumption 6.4 the optimal policy is given by a feedback

control of switching-type. The feedback control can be characterized by a partition
P, + P, + SP of IR? such that

a) if y € SP, then it is optimal to stop production and y € SP, y > y implies
y € SP.

b) if y € Pj, then it is optimal to produce item 1 only and if ¢/ ¢ SP, ¢ <
Y1, Yy > Yo then 3/ € Py.

c) if y € P,, then it is optimal to produce item 2 only and if 3/ ¢ SP, y, <
Y2, Yy > y1 then 3 € Ps.

The proof that this policy is e-optimal can be found in Rajagopal (1995). How-
ever, he did not prove that V is continuously differentiable. Since this is true due
to Lemma 2.8 we can complete his proof.

6.2 Single-Server Networks

A well-known problem in queueing theory is the so-called Klimov Problem (see
e.g. Klimov (1974), Walrand (1988)). Here we consider its fluid analogue which
is a generic single-server fluid network (fig.6.1). There are N buffers with infinite
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capacity which receive fluid from outside at rate A(z) = (A(z),...,An(2)), if at
time ¢ the environment process Z; = z. The vector y = (y1,...,yn) gives the
buffer content and we assume S = RY. A single server has to be splitted among
the buffers.

fig.6.1 : Single-server network

The potential service rate of buffer j is assumed to be p; >0, j =1,..., N which
means that if a fraction u; € (0,1) of the server is allocated to buffer j, there is
an output of rate u;ju;. For abbreviation denote the matrix D = diag(p;) as the
diagonal matrix with elements j; on the diagonal. The fluid that is leaving buffer j
is divided and a fraction of p;; € [0,1), i =1,..., N is instantaneously flowing into
buffer i. Denote the matrix P = (pj;) and define U = {u € [0,1]¥ | ¥, u; < 1}.
Hence, given a fixed server allocation v € U and a fixed environment state z, the
input rate into buffer j is \;(2) + SN, pijuiuw; and the output rate is equal to pju;.
In matrix notation this is A(z) + P? Du and Du respectively.

We suppose that a linear cost of rate ¢; € IR is incurred, when holding fluid in
buffer j. Denote ¢ = (cy,...,cy). In our notation we can summarize the SFP as
follows, if we introduce the matrix A := D(I — P) (I denotes the identity matrix)

E=RYxZ
N
U={ue[0,)V| > u; <1}
j=1

b (u) = Mz) — AT
clx,u) =cy

Let us first investigate the §-discounted problem. A different optimization problem
is obtained, when we suppose that we obtain a reward of r; € IR for each unit u;,
we allocate the server to buffer j. Denote r = (ry,...,7ry). The aim here is to
maximize the expected discounted reward of the system over an infinite horizon.
In Béauerle/Rieder (1999) it has been shown that if we define r = Ac, the optimal
policies for both optimization problems are the same. We will impose the following
assumptions, where we fix r = Ac throughout the section.
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Assumption 6.5:

(i) Suppose that P is transient, i.e. 300 ; P" < 00.
(ii) The rewards r are non-negative.

Assumption 6.5(i) is for example fulfilled if "N, p;; < 1, forall j=1,..., N ie. a
positive fraction of 1 — >V, pji is leaving the system. Our aim is to prove that the
optimal policy is a priority index policy. The deterministic version of this problem
has also been investigated in Chen/Yao (1993). Using a linear programming ap-
proach the authors there showed that the index policy is a myopic solution of the
optimization problem and gave conditions under which the myopic solution is also
globally optimal.

We will next give a definition of the indices and some important properties. In
the following subsections we will define the index policy and present a proof of its
optimality.

Definition and Properties of the Indices
Due to Assumption 6.5 we have that (I — P)™' = 32 P" > 0 and hence

ATt =>"P'D' >0.
n=0
Obviously this relation holds for arbitrary quadratic submatrices of A. For means

of short notation, let us introduce the following abbreviation: For a subset S C
{1,..., N} we denote

af = (—aij)jes = (Wipij)jes, 1 ¢ S and  Ag = (aij)ijes-

An analogous definition is used for vectors.

Now we will give a recursive definition of the indices I',..., I, the so-called
largest remaining index algorithm (the name will be justified by Lemma 6.6
a)). It is closely connected to the reward model. By 1 we denote the vector
consisting of 1’s only - the dimension should be clear from the context.

Largest remaining index algorithm:

(i) I' =maxicjcn 75, i1 = argmax <y 75, S1 = {i1}.
(ii)) For k=1,...,N —1 let

Sk A—1
e _ i+ a; Ask Ts,
J - Sk A—1
L+aj*Ag 1
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IF = IJ%%X I]]-“H, g1 = Argmax;gg, [j]-”l
k
Set Sk+1 = Sk + {ik+1}.
Buffer i;, is now assigned the index I*, k=1,..., N.

The indices have the following nice interpretation: I' is simply the maximal re-
ward rate in the model. Suppose that the indices I',...,I* have already been
determined. Given that we have to keep the buffer contents of the buffers in Sy
at zero we can now look at the reduced network which consists of the buffers in
{1,...,N} — S. If we allocate a unit of the server to buffer j ¢ S, in order to
keep the buffers in S;, empty we have to assign to them a server capacity ug, which
can be computed from .

k

— AT _
0= Ag, us, —aj"*.

Therefore ug, = af “Ag!. Hence I j’?“ is the reward rate of buffer j in the reduced
network.
The following properties of the indices will be crucial in the sequent proofs.

Lemma 6.6:
Under Assumption 6.5, the indices computed by the largest remaining index algo-
rithm fulfill

a) I'>12>...>1V>0.
b) For1<k<N-1
Agl (I —rg,) <0,

c) ForI<j<k<N-1

ejAgkl(IkH]l —rg,) < ejAgklil(Ik]l —Trs_,)-

Proof: a) and b) see Bauerle/Rieder (1999).

c) W.lo.g. we assume that i, = k for k =1,..., N. Hence we have
As as
A — k—1
Sk ( _afkq Qi >

Spo1 4— :
When we define wy, = a" ' Ag! | we can write

Tk + WgTs,

IF =
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Moreover, the definition 2/ = ejAgkl, 1< j < k gives us

-1 a1
i < wra +ejAg, asejAg, |

where « =
o

Qi + aswy
Using the introduced notation we obtain
ejAg,il (Ik]l — Tsk,l) — ejAgkl (I’““]l — T‘Sk)
= e A5, (M —rs, ) =2 (M1 =g,
= @jAgkl_l (fkll — rs,H) — (wpr + €;Ag! ) (I’““]l — rS,H) — (I )
= (I* = I"e;Agl 1+ a(wpdl + 1)(IF — 1%
= (Ik _ [k’*l)zj]l = (I* — I]H_l)ejAgkl]l >0

where the non-negativity is valid due to a) and the fact that Agkl > 0. O

Definition of the Priority Index Policy

The priority index policy is now defined as follows: assign the complete server to
the non-empty buffer with highest index as long as there is fluid in this buffer.
When the buffer is empty, assign to it only the capacity that is needed to hold the
buffer at zero and assign the rest of the server to the buffer with second highest
index and so on. Since there can be re-entrants from the newly processed buffer
to buffers with higher priority, this procedures makes it necessary to re-assign the
server capacity to all the buffers at each time point when a buffer empties.
Assume that the buffers have been rearranged such that the natural order coincides
with the priority order i.e. iy = k and S, = {1,...,k}, £ = 1,...,n. Under
different environment states the number of buffers which can be emptied is different.

Definition 6.1:

The environment state z € Z is called d-stable, d € {0,1,..., N} if there exists
a u € U such that \;(z) < (ATw); for j = 1,...,d and \;(z) > (ATu); for
j=d+1,....,Nandallu e U.

In a d-stable environment, the server can empty the first d buffers irrespective of
the initial buffer contents. Let z € Z be a given d-stable environment state. We
will define the following server allocations

u*(z,1) = (1,0,...,0)

u(z,k+1) = (/\Sk(z)Agk1 + mfilAgkl,g,O, ..,0), k=1,...,d<N

where € > 0 is chosen such that 1u*(z,k+1) =1
and
u*(z, N+ 1) = M(2)A™! if z is N — stable.
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Note that all server allocations are admissible due to our definition of d-stability.
u*(z,k + 1) is exactly the server allocation which can hold buffers 1,... &k at zero
and work on the fluid in buffer £ + 1. w*(z, N + 1) can hold the complete system
empty.

Formally we can define the priority index policy as the stationary feedback policy
m = f> with

flz)(t) =u"(z,7) if j=min{i|y(t) >0} A(d+1), zisd — stable,

where y, = ¢4(x, f(x)). For a fixed initial state we will call the action f(z) index
rule.

Theorem 6.7: (Optimality of the priority index policy - [-discounted case)
Under Assumption 6.5, the priority index policy is optimal for the discounted cost
model.

Remark 6.3:

An important special case is P = 0, i.e. there is no routing and processed fluid
leaves the system immediately. Assumption 6.5 (i) is then fulfilled. Moreover, we
obtain r; = p,c; and af = 0 for arbitrary j ¢ S. Therefore, the LRI-algorithm
gives IFT! = max,¢g, 7; and the priority index policy is the well-known pc-rule. In
the deterministic setting this result can also be found in Avram et al. (1995).

Example:
We will illustrate the operation of the priority index policy by means of the following
deterministic 5 buffer example:

512

fig.6.2 : Single-server network

The numbers next to the buffer give the reward rate r; and the server rate p;
respectively. We have A\; = 1, all other external input rates are zero. The routing
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probabilities are indicated at the edges. The indices of the buffers computed with
the LRI-algorithm are: I(1) =9,1(2) =8,1(3) =8,1(4) =5.7,1(5) = 6.3. Figure
6.3 gives the path of the optimal trajectory. A vertical cut at time ¢ gives the
amount of fluid in the buffers at time ¢, hence y = (1, 1,1, 1, 1) is the buffer content
at t = 0.

fig.6.3 : Optimal trajectory

Proof of the optimality of the Priority Index Policy

For the proof we use the method of policy iteration which is explained in Section
4. Assumption 2.1 and 2.2 are obviously fulfilled. Let us first look at the following
generic control problem with function [ : Rf — R,

e~ B+t (¢, (x,a)) dt — min

o—g

t

(CP){ ¢ilx,a) =y+ OfA(z) — ATa, ds
¢i(x,a) € RY

a; € U forallt >0

In the sequel, z € Z is fixed and we will suppress it in our notation. V (y) denotes
now the value function of (C'P).

Assumption 6.6:

(i) [ is increasing and convex.
(ii) There exists a constant Cy € IR, such that for all y,y' € RY

11(y) = 1Y) < Co (L4 lyll +M1y'ID ly — ¢/l
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(iii) [ is continuously differentiable.

Lemma 6.8:
Suppose that the index rule is optimal for problem (C'P) and [ fulfills Assumption
6.6. Then

a) y+— V(y) is increasing and convex.
b) There exists a constant C) € IR, such that for all y,y’ € RY

V() = V)T < Co (1+llyll + 11y ly — oIl

¢) y+— V(y) is continuously differentiable.

Proof: Again let i = k for k=1,..., N.

a) The convexity follows immediately from Lemma 2.6. For the monotonicity let
y € RY,h > 0. It suffices to show that V(y+he;) > V(y) for j = 1,..., N. Denote
by an(t) the optimal index rule, starting in y + he;. Suppose that the additional
amount of fluid A is colored red, all other fluid has color blue. Moreover, we assume
that red fluid is always the last to process in the buffers. Define the control

() = an(t) ,if ay,(t) processes blue fluid only.
b= (As, A5, 0) ,if ap(t) processes red fluid and buffer 1,.. .,k are empty.

Obviously a € D(y) and ¢4(y,a) < ¢1(y+ he;, ap) for all t > 0. Hence we have due
to the monotonicity of [ that V(y) < LV (y,a) < LV (y + h,a,) = V(y + h).

b) We first show the statement for ¢ = y + he;, h > 0, j =1,..., N. Denote by
a; the optimal index rule, starting in y. Obviously a € D(y + he;) and ||¢(y, a) —
¢y + hej,a)|| = h for all t > 0, where || - || is the L;-norm here. Due to the
assumptions on [ we obtain

V(y+he;) =V(y) < LV(y+heja) — LV (y,a)

_ /Ooo ei(BJqu)t’l((ét(y + he]-ja)) — l(¢t(y,a))| dt

< A "1 Cy (14 || pely + hej, a)|| + [l én(y, @) )1 dt

Since the dynamics are linear we have that ||¢.(y, a)|| < ||y||+ bt, with b > 0. Thus

V(y+he) =V < [ e @ Co(1+ ly+ eyl + gl + 20¢)h at

0
C 2bC
- ¢ (14 lly + hesll + lyll )b+ 5 b

+q. (B+ q.)?
< Ci(1+[ly+ hej| + yll)h
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Now let y,y" € IRY be arbitrary. Define A; := y; — Y YW =yandfork=1,...,N

define y* ' =y — Aje; — ... — Age, . Then
V) - V)| = [V(y) - z (V") - V() - V)l

hE

N
< S IWVEEH = VEOI< D Ce(1+ Iy + M) 1A
k=1

k=1

Since [|y*|| < lyll + 1A+ ... + Al < llyll + ly = ¥'ll < 2]yl + [ly/]| we obtain

N
V)= VE)l < Co(1+4llyll +21y1) 3 1Ak < o1+ llyll + Iy'11) Iy — o/

k=1
which completes the proof.

c) Since V is convex, it suffices to prove that the partial derivatives exist (cf.
Rockafellar (1970)). Define ¢;(y) = ¢:(y, a), where a is the optimal index rule. We
will first show that ¢;(y) has continuous partial derivatives with respect to y for
almost all t+ > 0. Therefore, suppose z is d-stable and denote by Ti(y) and ¢*(y)
the depletion time of buffer k£ < d and the state of the buffers at time Tj(y) under
the optimal index rule. An easy induction shows that Ty (y) and ¢*(y) are linear
in y, i.e. there exist B € RNN % € IRYN such that Ty(y) = b*y, ¢*(y) = Bry.
Obviously, T} is increasing in y. Therefore, we obtain with |h| small enough and
te(Twy), Ten(y)), k<d, j=1,...,N

¢i(y + hej) — ou(y)
h

_ ;@W”+m”‘¢Ww+&—TMy+mn@_Aﬁm@)
0= )0 - AT ) = B~ A - A 6]

Thus if t # Ty (y), k= 1,..., N, ¢(y) has continuous partial derivatives. Finally,
we get now with Assumption 6.6 (ii) and Bounded Convergence

. V(y+he) -V L[ 1
tiog VO RD TV [ 000 10600y -+ hey)) — 1(6100))
= /0 e~ (Bra=)t ;lg%ﬁ (U(e(y + hej)) — Uge(y))) dt
o0 0 0
— —(B+qz)t R
f, e g Mo g o) di
which implies the statement. O

Proof of Theorem 6.7: According to the policy iteration it is sufficient to show
that the priority index rule is a minimizer of the n-stage value function V,, for all
n € IN. Hence we have to show that the priority index rule is the optimal control
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for (C'P) where we define I(y) := cy + >4, ¢ Va(y, 2'), n € IN. We do this by
induction on n using Lemma 4.7, where (i) reads

a; maximizes a; — a;Ap; for a; € U.

First let us introduce the following definitions and notations, where we assume
w.lo.g. that iy =k fork=1,... N.

T(x) € IR, is the time it takes to empty buffer 1,..., N if z is N-stable and y the
initial state, under the index rule. If z is d-stable, d < N, then T'(z) := oc.

¢¢(x) := ¢(x, a), where a is the priority index rule.

Moreover, we define the following matrix

cg b bis - bin

ca Cy bag -+ ban
B=(b,...,by) =

cCN CnN CN -+ CN

with
(D1 gty -5 bpgor1) = Ag! (Ikﬂ]l - Tsk) +cs,,

k=1,...,N —1. Due to Lemma 6.6 b), ¢) we know that by > by > ... > by.
Now consider the optimization problem for n = 0. Since Vj = 0 we have to solve
the control problem for the purely deterministic model (formally we have then also
to define @ := 0). As adjoint functions we take for ¢ > 0 and fixed x € E

T(x)
W)= [ (o (x), 2) d,

where the function ¢ : E — {by, ..., by} is defined by c(z) := bpaasr), fth = ... =
Yk—1 =0, yr. > 0 and z is d-stable, k = 1,..., N + 1. Throughout the proof we will
understand that fttl"’ c.ds =:0if t; > ty. pY(x) is obviously piecewise continuously
differentiable since ¢;(x) is continuous in t and

pi(@) = (B+¢.)pi (z) — c(¢n(2), 2)-

Set Y := ¢ — ¢(¢s(x), 2). Since by < ¢, we have n? > 0. If ¢(¢(z),2) = b, then
[0¢(x)]; = 0,5 =1,...k — 1 and n)¢;(x) = 0. The continuity of ¢;(z) in ¢ implies
that 7 is piecewise constant. Hence conditions (ii), (iii) and (iv) of Lemma 4.7 are
fulfilled. To verify (i) we have to look at

T(z)
Apf(a) = [ e#H Ac(o, (a), 2) d.

Now w* € U with uj,...,up > 0, upyy = ... = uyy =0, X;u; = 1 maximizes
u— uw, u € U if and only if 0 < wy = ... = wp > wi_1,...,wy. Therefore, we
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have to compute Ab,, k=1,..., N. Ab; = r by definition and

]k+1 ]1

Sk A—1 k+1
aphiAg, rs, — I ak+1AS T+ 7rpq
Abk+1 — .

ay Aglrs, — IFaF Al + ry
Because of the definition of I**1, it holds that
er1Aby — I = (regs + )b, Aglrs, ) — I (14 0 AgHTL) = 0

and since af’“ > 0, Agkl > 0, using the maximality of I**! we have for j =
k+2,...,N:

ejAbgyy — I = (r + af* Aglrs, ) — I (1+ a5k AglT) <0
and from Lemma 6.6 a) we get [ k+1 > (). Hence we have shown that
0 S €1Ab1 2 62Ab1, e ,GNAbl

0 S 61Abk =...= ekAbk Z €k+1Abk, c. ,GNAbk,

ke {2,...,N}. Since c¢(¢s(z), 2) is decreasing in s, it can be readily verified that
(i) holds.

It is easy to see that p? is bounded and all admissible trajectories y; can at most
grow linearly. Therefore, the limit in (v) is always 0 which implies that (v) is also
valid. Thus, we have shown that (i)-(v) of Lemma 4.7 are satisfied and the index

rule is a minimizer of V. Suppose now that this is valid for K = 0,...,n — 1 and
denote the corresponding adjoint functions by pf(x). We will prove that it is also
true for n. In this case we have to define further functions ¢* : £ x {b;,... by} —

RN, k € IN, which help represent the adjoint functions.

T(x)

Q(o.b) = [ O b A c(6u(a). )] ds

and by recursion

T(a)
pa) = ph@) + [ e S g (04w, 2 elu(0), 2)) ds
’752

q"(z,by) = (x bk)
_'_/ (ﬁ+qZ)5 Z qzz/qni1 ((bs(m), ZI7 C(gbs(a:), Z) AN bk) dS.
Z'#z

We will now show that the adjoint function p} together with a suitably defined
Lagrange function 1} satisfy the sufficient optimality conditions (i)-(v) in Lemma
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4.7 with I(y) = ey + Yoz, @2 Va(y, 2).

(i) Define w® := A - ¢°(z,by). Since [br A c(ds(x),2)] < b we obtain with the
properties of AB: 0 <wi=...=w) >w) ; >...>wY. Suppose this is true for
A-¢(x,b), 7=0,...,n—1. Deﬁne

w" = A- qn<x’ bk) =A- q0($7 bk)
T(x)
+/0 e” (e Z Qe A - qnil (¢s(), 2, c(¢s(x), 2) Nby) ds.

Zl#z

Since q,, @, > 0 for 2’ # z we again obtain 0 < wi =... =w} >wp_, > ... > w}
by the induction hypothesis. Since c¢(¢s(x), z) is decreasing in s we can conclude
that Ap} satisfies (i).

(ii) p}(x) is obviously continuous and piecewise continuously differentiable with

P (x) = (B + q2)pi () — e ngzq (2), 2, e(¢e(x), 2)) -

Since by Lemma 6.8 V,, is continuously differentiable, we have that B%Vn(gbt(x), Z) =
o (¢y(z), 2'). Therefore,

(@) = e = c(dn(@),2) + D g {0 (B1(2), 2) — "7 (u(2), 2, el dn(), 2) |

/#Z
and 7, is piecewise continuous.

(iii) Due to the definition of the ¢/ we have for all j € INg, k =1,..., N
po(x) > ¢ (x, by).
Since ¢ > ¢(¢i(x), z) for all t > 0, we obtain 7;*(x) > 0 for all ¢ > 0.

(iv) Define w := p3(z) — ¢°(z,b;). The definition of by implies that wy = ... =
wy = 0. Moreover, if we define w° := ¢°(z,b;) — ¢°(z, by) with by < b; then again

w) = ... =wl = 0. Suppose this is valid for w®,... w" . Define
W= e by) — g b = (e by) — b
T'(x)
+/0 e 190 3 g {q" T (0s(), 2, (@), 2) A by)
zl#z

TH(9s(2), 2 e(ds(x),2) A bi) } ds.

Using the induction hypothesis we can conclude that wi = ... = wy = 0. Thus
the vector pg(z) — ¢"(z, by) has the same property. Now if ¢(¢¢(x), z) = b we know
that [¢(x)]; =0, j=1,...,k — 1. Therefore nj'(z)¢:(z) = 0 for all £ > 0.
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(v) It is easy to see that all p}'(z) are bounded. In particular

1 N
ﬂ+qzk§)<qz+ﬁ> It

for all z € E and t > 0. Hence the same argument as for n = 0 applies and (v) is
valid. Altogether we have now proven the theorem. |

i ()] <

Remark 6.4:

In fact it can be shown that the index policy is optimal in a very strong sense:
it minimizes the cost on each sample path, i.e. if 7* is the index policy and 7 an
arbitrary policy, it holds for all w € 2 that

/ e PLeY™ (w) dt </ By (w) dt.
0

Hence we have in particular that the cost under the index policy are stochastically
smaller than the cost under any arbitrary policy. For the proof it is possible to
take almost the same construction for the adjoint functions py. Moreover, it is
important to note that the indices do neither depend on the inflow rate A nor on
the interest rate (.

Now we will investigate the single-server problem under the c-average cost criterion.
We have to find a further stability assumption which guarantees the validity of
Assumption 3.1. For this purpose, let us define by «(z), j = 1,..., N the nominal
total arrival rate to buffer 5 in environment state z, which can be computed from
the traffic equation a(z) = A\(z) + a(2)PT. Hence, a(z) = (I — PT)"I\(2). We
will denote by (v,).cz the stationary distribution of (Z;) which exists since (Z;)
is irreducible. It is not surprising that the priority index policy is again optimal.
The stability condition is simply that the mean traffic intensity of the buffer is less
than 1.

The following general Lemma will be useful (see Lemma 7.1 in Sethi (1997)):

Lemma 6.9:

Assume that Y,c, 2z v, < p with u € IRy. Forlp > 0let 7 = inf{t > 0| [{(u—
Zs) ds > lp}. Then for any k € IN, there exists a constant Cy independent of [y
such that E[7%] < Co(1 +1F).
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Theorem 6.10: (Optimality of the priority index policy - average case)
Suppose that Assumption 6.5 is valid and that

Z i\f: %:Ez; v, < 1.

zez j=1 Mj

Then the priority index policy is c-average optimal and G(z) = g < oo for z € E.

Proof: We prove the result with the help of Theorem 3.6. Denote by Z C Z, the
set of states which are N-stable (Z # () due to our stability assumption). W.l.o.g.
assume 0 € Z. We will verify Assumption 3.1 with & = (0,0). Since y — V?(y, 2)
is increasing by Lemma 6.8, the relative value function h? is bounded below by
min, V?(0,2) — V(). Thus it suffices to verify the assumptions of Lemma 3.8.
We will do this with £ = (0,0) and f taken as the priority index rule. Now denote
by Y; the state process of the buffer content under the index policy 7 = f*° and
define A, := [J A\(Z,) ds. Moreover, the process T; = (T1(t), ..., Tn(t)) is referred
to as the allocation process under policy m, i.e. T(t) = [y m;(s) ds. Thus we have
for almost all w (cf. Chen (1995)):

Y, =Yo+ A —[[ = PTIDT, =Yy + A, — AT, > 0
t — T} is increasing, Ty := 0.

t— [It —T}] is increasing.

Y, ]d [t —1T,] =0

In particular we have with Q; := V;A'1 and A, := A, A1 for almost all w

Q=Qo+A—1T,=Qo+ A, —t+(t—1T;) >0
t— 17, 1is increasing, Ty := 0.

t+— [t — 17}] is increasing.

Qud[t—1T,] =0

Hence (); can be interpreted as the buffer content of a single server system under
a work-conserving policy (see last condition) and we know that if /NXtO + Qo < ty
for a ty > 0, then there exists a t € [0,to] such that @Q; = 0 and thus Y; = 0.
However, from our assumption (note that the stability condition can be written as
S, M2)A My, < 1) and Lemma 6.9 we have that 7 := inf{t > 0 |t > Qo + A}
has the property that EZ[7%] < Cy(1 + ||ly||*) for all k € IN and the constant Cj is
independent of y. Therefore, with 7, = inf{t > 0 | Y; = 0} we obtain 7y < 7 and
hence
B[] < Col1 + Ilyll"), &k = 1,2

However, we do not know Z,, and are interested in 7o) := inf{t > 0 | X; = (0,0)}.
Obviously Z,, € Z. If Z = Z, the statement follows easily. Now suppose Z # Z.
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We define now the following sequence of stopping times:

op:=inf{t >n | Z, ¢ Z}
=inf{t > o0, | Y, =0}
on:=inf{t >7,| Z ¢ Z}.
Then 0 <7 <oy <... <7, <0, and obviously Y; = 0 for t € [r,,0,), n € IN.
Moreover, from the theory of Markov chains we get, since (Z;) is ergodic

(i) PH(Zs#0, 7 <s<o,) <a<l,foralnelN.
(i) El[(0n —m)¥] <Oy, forallk=1,2, n € N, z € E.

From (i) we conclude that

PJ(T(()’Q) > O'n) = Pg(T((),()) > Opy - - » T(0,0) > 0'1) = me(T(O,O) > 0oy | 7(0,0) > O'n_l)
. PJ(T(O,O) > 09 ‘ 7(0,0) > O-l)Pxf(T(O,O) > 0'1) < a”.

And we know that max, E({M) [7F] < Cy, k = 1,2. Hence together with (ii) we
obtain
E(Tpp1 — )] < Co, forallk =1,2, ne IN

where (5 is independent of x. Thus we have for k = 1,2

Bllrol = k[ ¢ Pl > 0 de =k 3 B

/ " IPS (100) > 1) di

< E:{[Tf]—i—k:ZEg

n=2

< Co(1+lyl") +Za" 2Ef [(ra — 7)) <

/ tk_lpg(T(O,Q) > O'n_g) dt

1
< Co(t+ [yll) + Cor—— < Gs(1 + |ly[1")

Since Y; can grow at most linear, there exists a constant ¢ € IR, such that
fol [ [ e, dt} < B [ [ ey dt}
0 0
L.
= B[00 + §CE£[T(20,0)] < Cy(1+[JylPP) < o0

with a constant Cy independent of y. In the same way we obtain with o =
inf{T,, | X7, = (0,0) } that

E! {/0(070) cYy dt} < o0.
0

Thus, all assumptions of Theorem 3.6 are fulfilled. In particular G¢(z) = J¢(x) <
oo for all x € E. Now take a sequence z,,(z) € FE,x,,(x) — x € E and §,,,(x) | 0.
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From the 3-discounted case we know that the optimal policy %) (z,,(z)) is the
priority index policy which is independent of (3,,(z). Using Lemma A.4 and the
special structure of the index policy it is easily seen that lim,, .o 7@ (z,,(2)) =
f(z). Hence the result follows. O

Remark 6.5:

(i) According to Theorem 3.7 the priority index policy is also d-average optimal.

(ii) From the proof of Theorem 6.10 we see that the state process (X;) is positive
Harris recurrent under the stability assumption, for all policies which are work-
conserving, i.e. fulfill for almost all w: [1Y;] d [t — 1T = 0 for t > 0.

6.3 Routing to Parallel Queues

Another classical problem in queueing theory is the problem of routing to parallel
queues. For a literature survey see e.g. Stidham/Weber (1993). In the stochastic
setting there are only a few analytical results on the problem. It is known that in
the symmetric case, i.e. if all queues are equal, the Join-the-shortest queue policy
is optimal. This has been shown in Winston (1977). In the case of two buffers,
the optimal policy is given by a switching curve (cf. Stidham/Weber (1993)) which
however, cannot be given explicitely. In terms of SFPs we have one randomly
varying input process A(Z;) which has to be split up and routed to N different
buffers. Each buffer has a single server with a fixed potential output rate p;, j =
1,...,N. As before let D be the diagonal matrix with elements y; on the diagonal.
We assume linear holding cost of rate ¢; € IR, when holding fluid in buffer j.

Denote ¢ = (¢y,...,cn). In order to define the problem correctly one has to decide
upon the splitting u = (uq,...,uy) of the arriving fluid and on the activation
v = (v1,...,vy) of the servers, hence U = {(u,v) € [0,1*N | £ u; = 1}.

Summing up our SFP has the following form

E=RYxZ

U= {(u,v) € [0,1]*" | ;uj =1}

b*(u,v) = A(2)u — Dv

clx,u) =cy

We will look at two special cases of this model.
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A) Equal holding cost

Let us assume that ¢y = ... = ¢y = c € IR,. Note that in this subsection c is in
IR, and not a vector. We will show that the Least Loaded Routing (LLR) policy
is optimal which we define in the following way. For y € IRY denote by

< Y i Y
Iy) ={1<j<N| =i

the buffer numbers with least load, if y gives the current buffer contents. The
allocation vectors u*(y) and v*(y, z) are defined by

Hgy e
wiy) = e ,if j € I(y)
0 LifjEl)

vi(y,z) = . A=)us (y) .
J min{1, T]} ,ify; =0

for j=1,...,N. The LLR policy m = f* is a stationary feedback policy with
f(@)(t) = (" (), v" (s, 2))

where y; 1= ¢ (z, f(x)).

Theorem 6.11: (Optimality of the LLR policy - [3-discounted case)
The LLR policy is optimal for the discounted cost model.

Example:
Suppose we have the following deterministic network:

¢e
//i\
¢ il #W wlr

fig.6.4 : Routing network
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The number next to the buffer gives the server rate p;. We have choosen A = 6.
Figure 6.5 gives the path of the optimal trajectory with y = (1,1,1,1,1) at ¢t = 0.

A

05 ' 1

fig.6.5 : Optimal trajectory

The method of the proof is the same as in Section 6.2. Let [ : RY — IR, be
arbitrary. We will look at the following problem

e~ B+t (¢, (x,a)) dt — min

o—g

(©P)] duw.) =y + [ \@ai(s) = Da(s)) ds
¢r(z,a) € RY
a, € Uforallt >0

In the following, z € Z is fixed and we will suppress it in our notation. V(y) is the
value function of (C'P).

Lemma 6.12:
Suppose that the LLR control is optimal for problem (C'P) and [ fulfills Assumption
6.6. Then

a) y — V(y) is increasing and convex.
b) There exists a constant C’y € IR, such that for all y,y € RY

V() = VI < Co (1L +llyll + 111D ly — oIl

c¢) y — V(y) is continuously differentiable.
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Proof: a) The convexity follows immediately from Lemma 2.6. For the monotonic-
ity let y € IRY, h > 0. It suffices to show that V(y + he;) > V(y) for j=1,...,N.
Denote by ap,(t) = (a?(t), al(t)) the optimal LLR control, starting in y + he;. De-
fine the control a,(t) = a?(t) and as(t) = v*(¢(y, a), z). Obviously a € D(y) and
(Y, a) < ¢u(y + hej,ap) for all t > 0. Hence we have due to the monotonicity of
[ that V(y) < LV (y,a) < LV(y + h,an) =V (y + h).

b) Follows as in Lemma 6.8 b).

¢) Recalling the proof of Lemma 6.8 ¢) it remains to show that ¢;(y) has almost
everywhere continuous partial derivatives w.r.t. y. Fix two buffers k£ and j, 1 <
k,j < N. Define t := inf{t > 0 [ [¢¢(y)] = 0} and t; = inf{t > 0| j € I(¢(y))}-
Denote by a and a” the LLR control, starting in y and y + he; respectively. Then

we have for t > tg:
lim [0¢(y + hej) — oY)k

h—0 h - 0

and for t < ty:

lim [¢t(y + hej) - ¢t<y)}k _ { 5j ,if g §Z I(@—(?J))

h—0 h ¢, ifjel(g(y))

with a constant ¢. Thus, the assertion follows as in Lemma 6.8¢c). O

Proof of Theorem 6.11 We will use policy iteration and show that the LLR control
is optimal for (C'P) where we define I(y) 1= cy+ >4, ¢z Va(y, 2'), n € IN. We do
this by induction on n using Lemma 4.7, where (i) reads

(uy,v]) minimizes (us, vy) — A(2)pruy — peD vy for (ug,vy) € U.

Let x € E and denote by Tj(z) € IR, the time it takes to empty buffer j =1,..., N
under the LLR control. Note that either Tj(x) < oo for all j or T;(x) = oo for all
J. Moreover, let ¢ (z) := ¢i(x,a), where a is the LLR control. Now consider the
optimization problem for n = 0. Since Vj = 0 we have to solve the control problem
for the purely deterministic model (formally we have then also to define @ := 0).
As adjoint functions we take fort >0and j=1,..., N

Wty ime [ 0 g
t
and define the Lagrange multipliers for £ > 0 and j =1,..., N as

15 (2, 1) = sy (a)-

As before we assume that [/*...ds =: 0if ¢; > t5. Obviously (ii)-(v) of Lemma 4.7
are satisfied (cf. proof of Theorem 6.7). For (i) note that Tj(x) > T;(x) implies p} >
p) and p}(x,t) = 0 if [¢y(2)]; = 0, hence the LLR control solves the minimization
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problem in (i). Hence we have shown that (i)-(v) of Lemma 4.7 are satisfied and the
LLR control is a minimizer of V. Suppose now that this is valid for k =0,...,n—1
and denote the corresponding adjoint functions by p¥(x). We will prove that it is
also true for n. Define fort >0 and j=1,...,N

T (=)
P} (z,t) ::/t o(B+a:)(t—5) <C+ > qzz,pgll((bs(x),zl,())) ds

Z'#z

n?(xat) = 1[t>T (z)] <C+ Z sz’pg ) Z O))
24z
Properties (ii)-(v) of Lemma 4.7 follow directly (cf. proof of Theorem 6.7). Since
under the LLR control ¢, < ty implies I(¢y, (z)) C I(¢r,(z)) we have by the induc-
tion hypothesis for j € I(¢s(z)) and all 2’ € Z (note that the order of depletion
times is independent of 2’):

0<pj 1 (0s(2),2,0) = pi~Hos(w),2',0), ifi € I(s(x))
0 < Hos(2),2,0) < pi ™ (ds(2),2,0), if i & I(¢s())

This implies (i), because ¢, > 0 for z # 2. Altogether we have proved Theorem
6.11. O

Let us now look at the average cost problem. The analysis is in the same spirit as
in Theorem 6.10. As before, denote by (v,).,cz the stationary distribution of (Z;).

Theorem 6.13: (Optimality of the LLR policy - average cost case)
Suppose the following stability assumption is valid

Z A2y, < ;Mj-

zeZ

Then the LLR policy is c-average optimal and G(z) = g < oo for z € E.

Proof: We prove the result with the help of Theorem 3.6. Denote by Z C Z, the
set of states with A(2) < X; p; (£ # 0 due to our stability assumption). W.l.o.g.
assume 0 € Z. We will verify Assumption 3.1 with £ = (0,0). Since y — V?(y, 2)
is increasing by Lemma 6.12, the relative value function h” is bounded below by
min, V?(0,2) — V(). Thus it suffices to verify the assumptions of Lemma 3.8.
We will do this with & = (0,0) and f, which will be defined in the following way:
let

H1 mN
)

= ( e
Zé\leﬂj Zévzdﬁj
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and f(2)(t) := (u, v*(d(x), 2)), where ¢y(z) = o1, f(x)). Denote by Y, the state
process of the buffer content under policy 7 = f*°, with Yy = y. W.l.o.g. suppose

% = maXlSjSN{%} > (0 and

tAZ
%;4MUZO|A(L—Z§i)d&zi}
Jj=177

Since

Yl(t):yl—l—/ot (A(Zs) e >ds—u1t

j=1 Mj
for 0 <t < 7 a.s., it holds that that there exists a ¢y < 7 with Y;, = 0 a.s. and we
can proceed as in the proof of Theorem 6.10 to obtain

T(0,0)
B[ eviat| < ci(t+ Iyl < o

with a constant C'; independent of y. Using the same arguments as in Theorem 6.10
we obtain G; < co. Now take a sequence z,,(z) € E,x,(x) — x € E and §,(z) |
0. From the 3-discounted case we know that the optimal policy f%=@(z,,(z)) is
the LLR policy which is independent of /3,,(z). Using Lemma A.4 and the special
structure of the LLR policy it is easily seen that lim,, .., f*"® (z,,(z)) = f(x).
Since y — ¢4(y) is continuous, f induces a weakly continuous kernel p(x, f;-) and
due to Lemma 3.10 we have Gy = J¢. Applying Theorem 3.6 we obtain our result.

O

B) Deterministic Two-Buffer Case

In this section the linear holding costs are not necessarily equal at the buffers.
However, we will restrict to two buffers and deterministic input, i.e. A(z) = A for
all z € Z. The optimal policy in this case is given by a feedback switching control.

Theorem 6.14:
Let N = 2. Suppose that pi, e > A and w.l.o.g. ¢; < ¢o. Then the following
feedback switching control g : IR% — U is optimal

_ ((170>’U*(y))7 if Yo > S(y1>
9@””‘{«amw@», iy, < S(ys)

Y1

where S(y;) == —“ZTg’\log (1 - 41— e_ﬁm)>.

Proof: Due to the assumption p1, s > A, g is obviously optimal if y; = 0 or yo = 0.
Therefore, suppose y > 0. As long as y; > 0 the adjoint functions in the maximum
principle (Theorem 4.5) are of the form
1 .
pi(t) = B(Cj +Ce™), j=1,2
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with constants C},Cy < 0. From part (i) of the maximum principle we know
that it is optimal in state y to route to 2 if p;(0) > p2(0) which is equivalent to
c1+ C1 > co + Cy. Since ¢; < ¢ this implies Cy < (. It is easy to see that the
adjoint functions p; and ps have at most one intersection and if p;(0) > p2(0), then
p1(t) > po(t) for all ¢ > 0. Moreover, the adjoint functions hit zero if and only
if the buffer empties, i.e. if we denote t; = inf{t > 0 | p;(t) = 0} j = 1,2, then

_ By _ By

Yy — ,u1t1 = O, Yo — (qu — )\)tg = 0 which 1H1p11€S Cl = —C1e Cg = —Cc9e H2—X,
The condition ¢; + C; > ¢y + Cy now reads

c1 (1 — e_ﬂﬂi> > ¢ (1 — e_ﬁﬂzyg*)

which gives our switching curve. 0

Remark 6.6:
If we let 8 | O the switching curve S(y;) converges to “Z—;’\%yl, which is the
switching curve in the undiscounted case (cf. Avram (1997)).



7 Asymptotic Optimality of Tracking-Policies

In this section we want to shed some light on the important role of deterministic
fluid problems which we obtain as a special case of our SFP, by allowing only
one environment state. In this case we obtain the following deterministic control
problem

[ e Ple(ys, ar) dt — min
0

(F){ Y= Yo+ Oftb(as) ds

ytzoa
atEU,tZO

which we will refer to as the fluid problem. These problems are not only interesting
for themselves, but also serve as an approximation for stochastic queueing networks.
For example, it has been shown recently that there is a close connection between
the stability of a stochastic network and the corresponding fluid model (see e.g.
Dai (1995), Bramson (1996), Maglaras (1998a)). Since in examples it often turned
out that the optimal control in the fluid problem and the optimal policy in the
stochastic network coincide (see Section 6), the question arises, whether there is
also a connection between the control problem in the stochastic network and the
fluid problem (cf. Avram et al. (1995), Avram (1997), Atkins/Chen (1995), Meyn
(1997)). This is an important issue, since control problems in stochastic networks
are difficult to solve. Although the dynamic programming technique which is the
most common solution method, is well developed, only a few special networks allow
for an explicit solution (cf. also Stidham/Weber (1993)). Due to the enormous
state space of the problems, a numerical solution is often intractable. On the other
hand, several authors have shown that the optimization problem in the fluid setting
is often easy to solve: in Avram et al. (1995) one can find numerous scheduling
problems which have been solved explicitely using Pontryagins maximum principle.
In addition, the authors give an efficient approximation algorithm to solve the
deterministc control problems which arise when the fluid model is considered (cf.
Section 5.1). Weiss (1995, 1996, 1997) solved several scheduling problems in fluid
re-entrant lines, showing that modifications of the ’Last-Buffer-First-Served’-policy
are optimal.

In the literature we can find several results concerning the relation between the con-
trol problem for stochastic queueing networks and the corresponding fluid problem.
Meyn (1997) for example proved in Theorem 5.2 that in the average cost model,
the policy iteration if initialized with a stable policy for the fluid model, yields
a sequence of relative value functions which converge when properly normalized
against the value function in the fluid model. Chen/Meyn (1998) used this fact to
suggest that the value iteration can be speed up when initialized with the value
function of the fluid model. In Atkins/Chen (1995) one can find a large numerical
study, where the optimal control from the fluid model has been used as a heuristic
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for the policy in the stochastic network. The performance of this implementation
has been compared to simple priority rules. It turned out that the fluid heuristic
was often slightly better than the priority rules but not always. Alanyali/Hajek
(1998) considered a special routing problem and proved that the Load-Balancing
policy which is optimal in the associated fluid model is asymptotically optimal in
the stochastic network. However, the crucial question in general is how to trans-
late the optimal fluid control in an admissible policy for the stochastic network. A
first proposal came from Maglaras (1998a,b, 1999) who used the BIGSTEP idea
of Harrison (1996) to construct a class of policies which he called discrete-review
policies. These policies are asymptotically optimal under fluid scaling in multi-class
queueing networks, i.e. when the intensity of the process increases by factor v and
the jump height decreases by the same factor. The idea is to review the state of
the system at discrete time points and compute from linear programs the actions
that have to be carried out over the next planning period. The information about
the fluid model is here put into the LP. Safety stock requirements ensure that the
plans can be processed properly.

N

fig.7.1 : Rybko-Stolyar network

i, U3

As

We will now propose a new class of policies which can be constructed from the
optimal fluid control directly and are very intuitive. We will call these policies
Tracking-policies. They are asymptotically optimal under fluid scaling in the same
sense as in Maglaras (1998b) and work for a general class of network problems.
The name Tracking-policy is chosen, since the scaled state process converges to
the optimal fluid trajectory. In fact it is possible to use this approach to track
every arbitrary chosen fluid trajectory. Hence this method works for a large class
of objectives. The approach relies on the observation that in fluid problems the
optimal control is usually piecewise constant (see Theorem 5.1). As a numerical
example we have taken the Rybko-Stolyar network in figure 7.1 (cf. Rybko/Stolyar
(1992), Maglaras (1998b)): queue 1 and 4 are processed by server 1, while queue
2 and 3 are processed by server 2. The service times of jobs are independent and
exponentially distributed with rate p; = p3 = 3 and po = py = 1.5. Queue 1 and
3 receive jobs from outside according to Poisson processes with rate \; = A3 = 1.
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fig.7.2 : Trajectories for buffer 1 in the Rybko-Stolyar network with v = 10, 102, 10*
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fig.7.3 : Trajectories for buffer 1-4 in the Rybko-Stolyar network with v = 103
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The initial state is yo = (1,0,0.5,1) and we assume linear holding cost ¢; = ... =
¢, = 1 for the jobs. The optimization problem is to schedule the servers in order to
minimize the expected discounted cost. In figure 7.2 we see simulation results of the
trajectory of queue 1 under the Tracking-policy for scaling parameter v = 10, 100
and 10000. The solid line is the optimal trajectory in the fluid model. In Section 7.3
we will prove that the trajectories and value functions of the stochastic network
under the Tracking-policy converge against the optimal ones of the fluid model
when ~ tends to oco. Figure 7.3 shows a simulation result for the trajectory of
queue 1-4 respectively, with scaling parameter v = 1000. The solid line is again
the optimal trajectory.

In the next table we find the value function V), for different scaling parameter
~ under the Tracking-policy ¢”. The optimal cost in the fluid problem are 7.22.
From the simulation we can see that the Tracking-policy performs well, when we
are close to the limit, i.e. in queueing systems with a large initial state and high
intensity.

v 100 100 107 oo
V7 (yo) | 75189 7.3522 7.2287 7.2222

tab. 7.1: Value function under Tracking-policy o7 for different

7.1 Control Problems in Stochastic Networks

In this section we present a rather general model for a stochastic queueing network.
The state process is formulated as a continuous-time Markov chain (V;) in INJ,
where the j-th component of (Y;) gives the number of jobs at queue j at time ¢.
To keep the formulation simple we assume that arrival and service times are inde-
pendent and exponentially distributed. The model allows to control the transition
rates of the process at each point in time in a non-anticipating fashion. However, it
is known that in this case the optimal policy can be found among the discrete-time
policies, where decisions have to be taken at state changes only. The formulation
includes admission control, routing, service control and scheduling. This leads to
the following Markov decision process (see e.g. Sennott (1998), Tijms (1986)): we
assume that there are N queues, hence the state space is S = IN). The action
space U C ZRf has to be compact and convex. The generator Q = (q(y,u,y’)) of
(Y;) should satisfy the following conditions for all y,y’ € S:

(1) D(y) =={ueUlqlyuy)=0,ify &S} #0.
(ii) there exists a linear function b: U — IRY such that for all u € D(y)

W —y)aly, u,y) = blu).

y'es
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(iii) there exists a ¢ € IRy with sup,cpsup, ,es19(y, w, )| < q.

The set D(y) is the set of admissible actions in state y. As usual define ¢(y, u) :=
Zy’;ﬁy Q(y7 u, y/)

In the Rybko-Stolyar network of the introduction we have for example
U={u€ 0,1 | us+us <1, ug+uz <1} and D(y) = {u € U | y; =
0=u; =0,j =1,2,3,4}. For u € D(y) the generator is

q(y,u,y +e1) =\
q(y,u,y + e3) = A
q(y,u,y — e2) = oy

Q<y7 u,y — 64) = HqUy
q(y,u,y +e2 —e1) = puy
q(y,u,y + eq — e3) = pzuy

The cost rate function ¢ : S x U — IR of the general model should satisfy

i) c(y,u) = c1(y) + cou with ¢, € RE, ¢; - IR — IR,
+

(ii) ¢; is lower semicontinuous.

Denote by (T},), Ty := 0 the sequence of jump times of the Markov process (Y;).
A policy © = (fo, f1,...) for the Markov decision process is a sequence of decision
rules f, : S — U with f,(y) € D(y), where f, is applied at time T,,. For a fixed
policy 7 and initial state y € S, there exists a family of probability measures Py
on a measurable space (§2, F) and stochastic processes (Y;) and (7;) such that for
OZIT0<T1<T2<...

Yi=Ye, Th <t < Th

Ty = fn(YTn)a Tn <t< TnJrl

and

(i) PF(Yo=y)=PFP;(To=0)=1forally € S.

(ii) Pr(Thsr — T >t | To, Yy, .., T, Yy, = y) = e 1@ for all y € St > 0.

(i) Pr (Ve = ' | To, Vi, Ty Vi, = 9, Tog) = 402080 for 4y € S,y
y' and zero, if y = y/.

In this section we are interested in the discounted cost criterion and define

V) = By | [ e eV m) d

The optimization problem is

V(y) = inf Vz(y).
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In the sequel we assume that D(y) is compact for all y € S and the mapping
u — q(y, u,y’) is continuous for all y,y" € S. Under these assumptions, there exists
an optimal stationary policy for the [-discounted problem. Moreover, this policy
is optimal among all non-anticipating policies. The value iteration is of the form

, 1
Vi1 (y) = min 7)6(@/ u) + ﬁ+q(y, )(qu,uy y))]

uel ﬁ—}—q(y,u Tz

Although problems of this type can in principle be solved by policy iteration, the
size of the state space, even for simple examples makes this procedure intractable.
Hence we would be satisfied with a policy which is in some sense ”good” and easily
computable. Let us now introduce a scaling parameter v > 0 for the stochastic
process as follows: let {y7} be a sequence of initial states such that lim, . % =y
for y € S. To ease notation we will assume for our problem that y” = vy for all
~ € IN, though the proofs are in a more general setting. Denote by (Y;) the state
process with initial state y” under a fixed policy 77 = (f7) and define by
AR
Y

the scaled state process. Note that (}A/?) is a process on the state space S = INJ,
whereas (Y;”) is a process on the state space %S . If we define the policy 77 = (f7)

on the state space %S by f?{(%y) — f7(y) and the generator Q" by Q(%y, u, %y’) =
vq(y,u,y’), then the corresponding process (Y/ﬂ) is in distribution equal to the
process (Y;"). The scaled action process is defined by

D= £V, T, <yt < Ty

where (7,) are the jump times of process (1??) As ~ tends to oo the intensity of
the scaled process increases by factor 7, while the jump heights decrease by the
same rate. This scaling is refered to as fluid scaling. The scaled value function is
then defined by

Vil = B | [T e ey m) dt

The optimization problem is as before, where we now write V., (y) and V7(y)
respectively, to make the dependence on ~ explicit.

Associated with the discounted stochastic network optimization problem is the
following deterministic control problem

[ e Pe(ys, ar) dt — min
0

(F){ w=y+ g‘b(as) ds

ye >0
atGU,tZO
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We will call (F) the fluid problem. The value function of this problem will be
denoted by V¥ (y) and the optimal control (which exists due to Theorem 2.5) and
state trajectory by a; and y; respectively.

7.2 An Asymptotic Lower Bound on the Value Function

In this section we will show that the value function V¥ of the fluid problem (F)
provides an asymptotic lower bound on the value function V), of the $-discounted
stochastic network, irrespective of the chosen sequence of policies (77). We denote
by (Y;"), for v € IN, the state process under fixed policy 77 = (f;) and initial state
y. For the convergence results which follow, the processes (Y;') are defined on a
common probability space (€', ', P,). Such a probability space can be constructed.
As usual, we denote by (V') = (Y;) the weak convergence of the processes as
v — oo. We understand the processes (Y;') as random elements with values in
DN[0,00), which is the space of IRM-valued functions on [0,00) that are right
continuous and have left-hand limits and all endowed with the Skorokhod topology.
For the following Lemma and Theorem 7.2 we suppose that 77 = (f7)® is a
stationary policy and define the process

t
My =¥ —y— [ b(x) ds
0

We will first show

Lemma 7.1: (M) = 0 as v — oc.

Proof: Let #7 = (f7, f7,...) and thus
szfﬁy(?ﬁ% T, §7t<Tn+1'

Denote by F/ = o(Y;") the o-algebra generated by the process (Y;'). From the
Dynkin formula we can conclude that (M}(t)), j =1,..., N is a martingale w.r.t.
the filtration (F;). This follows, since by definition the generator A of the process
(7 s

1 1 1

Ag(=y) =) (9(9’) - g(y)> Y4y, 1Y), y)

v\ g
where ¢ : %S — IR. Setting g(y) = y;, 7 = 1,..., N it follows with Proposition
14.13 in Davis (1993) and Assumption (ii) on the generator that (Mj(t)) is a
martingale. Define 7, := inf{t > 0 | M} (t) > n}, n € N. Since Mj has jumps of
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size %, M (t A7,) is bounded and hence a square integrable martingale. Using the
Lemma of Fatou we obtain

E, [(M; (t)?] < liminf E, [(M](t A7,))?] = liminf E, [< M) (t A7) >]

J n—oo n—oo

1 1 1
< — B, [ number of jumps in [0,t]] < —¢yt = O(-)
V2 Y Y
Where < Mj(t) > is the quadratic variation of M} (t). Applying Doob’s inequality
gives us

1
, [sup (M) (s)) ] <45, [000)] <o),
0<s<t Y
Hence we have that (M,") = 0 for ¥ — oo on compact intervals. Applying Theorem
VI.16 in Pollard (1984) we obtain (M,") = 0 for v — 0. O

Theorem 7.2:
Every sequence (Y;”, /) has a further subsequence (Y;™, m™) such that (Y, 7/") =
(Y:, R;) and the limit satisfies with 7 := [;; uR;(du)

(i) Yo =y + [y b(ms) ds.
(i) Y; € RY.
(iii) m € U.

Proof: Let us interpret (1) as a random element (R;) € R, hence 7} = [;; uR] (du)
for all ¢ > 0. The first step is to show that the sequence (Y;', R}) is tight. Due
to Proposition 3.2.4 in Ethier/Kurtz (1986) we can do this separately. As far as
(R}) is concerned, it is trivially tight, since R is compact. For (Y;') we use the
conditions given in Kushner (1990) Theorem 4.4. That is we have to check

(i) limy, oo sup,, Py (||Y|| > m) = 0 for all ¢ > 0.
(ii) lims_olimsup,, . sup,<r E, {min{l, 1Y s — YTV||}} = 0.

We make now use of the fact that (||Y;’ — %yVH) is stochastically dominated by a

Poisson process (A]) with parameter ¢y and jumps of height % With the Cheby-
chev inequality we obtain

L S at o Il I
PV 2 m) < o, [I1] < - ((qt) oW1

which implies (i). For (ii) we note that E, {min{l, 1Y 5 — YJHH < 0q. Therefore,
(Y,”, R}) is tight, which gives us a subsequence (Y;"", Rj") weakly converging to a
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limit (Y;, R;). By Skorokhod’s Theorem (Ethier/Kurtz (1986) Theorem 3.1.8) the
process can be constructed on the same probability space such that the convergence
is almost sure. Since U is convex, we can define m; := [, uR;(du) € U for all t > 0.
Using Lemma A.4 we know that almost sure

¢ t
/ / uR)"(du) ds — / T ds.
0 Ju 0

Together with Lemma 7.1, (i) and (iii) follow. Because of Y;" € RY for all v we
obtain (ii) and the proof is complete. O

Now we are able to prove the main theorem of this section

Theorem 7.3:
For all sequences of policies (77) and initial states y € S we obtain

liminf V24 (y) > VE(y).

Y—0o0

Proof: Suppose first that 77 = (f7 f7,...) is a stationary policy. Let (Y™, ™) be
a subsequence such that (Y, 7)") = (Y;,m;) and ¢y’ = ~,y for all n € IN. Due
to the assumption on the cost function we have

E, [/ e ey i) dt} =E, [/ e Ple (Ym) dt} + E, [/ e Plegm)™ dt
0 0 0

Let us first look at the second term. Define the mapping ¢, : R — IR, by

r)i=cy /oO e"gt/ ury(du)dt
0 U

It is easy to see that ¢, is continuous (cf. Lemma A.4) and since U is compact, ¢,
is bounded on R. Hence we have

lim F, [/Oo e Pleym)m dt} {/OO e Plegm, dt}

Now define ¢7* : DV[0,00) — IR, by

)= [ e ot

where ¢* 1 ¢; and ¢ : RN — IR, is continuous (see Lemma 7.14 in Bert-
sekas/Shreve (1978)). Hence ¢J* is continuous and thus é*(Y;™) = ¢é7*(Y;). There-
fore, we obtain with the Lemma of Fatou and since the convergence ci* T ¢; is
monotone

liminf £, [/ e Pley(YM) dt| = liminf lim E, [¢7(Y,")] >
0

n—oo n—oo  Mm—0o0o
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lim liminf E, ["(Y")] > lim E, [&(Y})] = E, [ / eﬁtcl(Y})dt} .
m—oo N—oo m—0o0 0

From Theorem 7.2 we know that the limit (Y}, 7;) of every converging subsequence

is for almost all w an admissible state-action-trajectory for the fluid problem (F').

Hence we have in particular

L, [/OO e (Y, m) dt} > V(y)
0
and thus liminf., ., Vi (y) > V¥ (y). Since for arbitrary policies 7 = (f7, f{,...)
it holds that V'; > Vi, (y), where (f7) is the optimal policy, the statement follows.
O

7.3 [(-Discounted Asymptotic Optimality

For the (-discounted problem we will show that it is possible at least for some
network models to construct a policy in such a way that the lower bound of the
last section is achieved in the limit. We will call a policy with this property (-
discounted asymptotically optimal. This notion coincides with the ones used by
Meyn (1997) and Maglaras (1998b). A crucial observation for this construction is
that the optimal control a¢* in problem (F') is often piecewise constant (see Theorem
5.1). Otherwise, it is possible to construct for every € > 0 a piecewise constant
policy which is e-optimal (so-called ’Chattering Theorem’ see e.g. Kushner/Dupuis
(1992) Section 4.6). The implementation of our policy is a direct translation of the
fluid solution. The policy itself is instationary, i.e. the decision depends also on
the current time. A state (y,t) consists now of the queue length and the time at
which the jump occurs. The policy is defined in the following way: suppose that
a; = u*(v) on the interval [t,,t,.1), v =0,1,...,m, to := 0 and use the decision
rule
f,y(yvﬂ - u*(y)7 if ’ytu S < fytl/—i-h

irrespective of the state Y; the network is in. This of course may lead to unfeasible
allocations where we want to serve a job though there is none there. In such cases
we reduce the service rate to zero. We will call a policy of this type Tracking-policy.
Obviously these policies are instationary and the only necessary information about
the state is which components are zero. At first glance this policy may look very
inefficient, however under fluid scaling it becomes much more important to catch
the right drift of the process instead of being locally optimal. We will show that
Tracking-policies are asymptotically optimal for two important classes of control
problems in stochastic networks. To do this, we need a further assumption on the
cost rate function
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Assumption 7.1:

(i) y — ¢1(y) is increasing and convex.
(ii) There exist constants Cy € IRy, k € IN such that for all y € RY

ci(y) < Co(1+ |lyl*)

Multiclass Queueing Networks (cf. Dai (1995))

In the literature the multiclass queueing network is defined as follows: there are
d single-server stations £ = 1,...,d and server k is responsible for the jobs at
queue j € Kj C {1,...,N}. Each queue j has exogenous arrivals at rate A;. The
potential service rate of sever k is ug. Upon completion of service of a job at
queue j, it is routed to queue ¢ with probability pj;, independent of all previous
history. The optimization problem is to schedule the severs among their queues
in order to minimize the discounted expected cost of the system. We obtain this
network as a special case of our general model in the following way: denote by
{Ki,...,K;}, d < N a partition of the set {1,..., N}. The action space is given
by U = {u e [0,1]V | Yjex,u; <1, k =1,...,d}, where u; is the fraction of
the k-th server that is allocated to queue j € Kj. As in Section 6.2 define the
matrix A = D(I — P), where P = (pj;) is transient, i.e. >0° ; P" < oo and D is an
N-dimensional diagonal matrix with elements p; > 0 on the diagonal. The linear
function b is of the form b(u) = A— ATw with A € IRY. The set of admissible actions
in state y € Sis D(y) ={ueU|y; =0=u; =0, 5 =1,...,N}. Suppose
that a; is the optimal control in the corresponding fluid model and af = u*(v)
on [t,,t,+1), v = 0,1,...,m. The Tracking-policy ¢” = (f7, f7,...) is formally
defined by

[y, t) =u () ANd(y), ifyt, <t <Atia,

where 0(y) = (61(y),...,0n(y)) is given by

o 0, lfy]:()
5ﬂ'(y>_{ 1, ify; >0 "

Note that f7(y,t) € D(y) for all t > 0. We will now show

Theorem 7.4:
Under Assumption 7.1, the Tracking-policy ¢” in the multiclass queueing network

satisfies for y € S
lim V% (y) = V" (y)

y—00

and hence 07 is -discounted asymptotically optimal.
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Proof: Let us first consider a continuously defined policy 7} with corresponding
scaled process (Y;") which is given by

ﬂ-? - U*(V) N 6()/757)7 if ’Ytl/ S < rytv—i-l-

Denote by (Y;) the scaled process, where we use the Tracking-policy ¢”. The
difference between these two processes is the duration of the time intervals on
which the actions u*(v) A §(y) are taken. If (7)7) is the sequence of jump times of
process (Y;7) and N7(t) := inf{n € IN | .Y > t} then we obtain for v — oo

TX,W) —t as.

This means that the change points, where we use a different server allocation in
the processes (Y;) and (Y;?) converge together a.s. Hence (Y;) and (Y;?) have the
same limit. Therefore, it suffices to prove the statement for the policy ;. Define
Yy =y € S for all ~.

On time interval [t,,t,.1) we can think of the process (Y;') as a Jackson-network
with N servers and fixed service rates pui(v),...,uyui(v),v = 1,...,m. In
this network server k is only idle when there is no job at queue k. This queueing
discipline is called work-conserving. We will now look at the process on time
interval [0,¢1) only. Under the Tracking-policy we have 7} = Uy} where Uy =
diag(u*(1)) and 7} € [0,1]¥ and our process fulfills for all ¢ € [0,#;)

1 t
Yy = =y +/ ()\ - AU WZ) ds — M >0 (7.16)
'y 0
/ Y71 — 7)) dt =0 (7.18)
0

As before we can show that every sequence (Y;',7}) has a further subsequence
(Y™, &™) such that (Y™, 7)") = (Y, 7;) and the limit satisfies for all ¢ € [0,t)
a.s. (see Dai (1995) for the convergence of (7.18))

t
Yi=y+ [ (A= ATUR,) ds >0 (7.19)
0
7 € [0,1)N (7.20)
/wnm—ﬁgﬁzo (7.21)
0

From Chen (1995) (p. 641) we know that the solution (Y, 7;) of (7.19)-(7.21) is
unique on the interval [0,%;) up to sets of measure zero. However, we know by
definition that «*(1) is admissible for the fluid problem (F') on [0,¢;). Thus, we
get that (y;, 1) is the unique solution of (7.19)-(7.21) on [0, ¢;). Since the limit is
independent of w, this implies (up to sets of measure zero)

(Yt’y7ﬁ?) = (y;k7 Il) on [Oatl)
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Thus, in particular Y, — y; a.s. Inductively we obtain in this way that the
convergence holds for all ¢ > 0.

Now it remains to show that lim, . V% (y) = V¥ (y). Due to the proof of Theorem
7.3 it is left to show that

lim E, {/OOO e_ﬁtq(Yﬂ) dt} — /O‘X’ e_ﬁtcl(y:) dt.

y—00

First, since ¢; > 0, it holds that
E, [ [ etamy) dt} = [T e B la (7)) dt
0 0

Using Assumption 7.1 (i) we obtain that ¢;(Y;") is stochastically dominated by
c1(A], ..., A)) for all t > 0, where A} is a Poisson process with parameter ¢y and
jump heights % From Béuerle (1998a) Lemma 1 it follows that for all ¢ > 0 and
7=

A <o A]

where <., is the convex ordering. Thus, we obtain with Assumption 7.1
E,[a(Y)] < E, laa(A],...,AD] < E,lei(A,y .. Ay)] < o0

Moreover, since ¢; is also continuous, we obtain ¢1(Y;') = ¢1(y;) for all ¢ > 0.
Applying dominated covergence we obtain
Tim Eyler(Y))] = e1(y):

Using Assumption 7.1 (ii) we obtain [5° e P E, [c1(Ay, ..., A¢)] dt < oo and applying
again dominated convergence yields

i [ 071 = [ e

y—00

and the statement is proven. O

Admission and Routing Problems

Under an admission and routing problem, we understand the following model: there
are d external streams of jobs arriving with intensity Ay, £ = 1,...,d and jobs of
type k can be routed to the queues j € Ky C {1,...N}. Each queue j has a
server with potential service rate p;. The optimization problem is to decide upon
admission /rejection of jobs and in case of admission, to decide upon the routing
of the jobs in order to minimize the discounted expected cost of the system. Our
general model specializes to an admission and routing problem in the following
way: let Ki,..., Ky, d < N be subsets of the set {1,..., N}. The action space is
given by U = {(u,v) € [0,1]"N x [0,1]Y | ug; =0, if j & Ky, Y jex, unj < 1, k =
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L,...,d,0<wv; <1, j=1,..., N}, where uy; is the fraction of jobs of type k& which
is routed to queue j. v; is the activation level of server j. Let A € R‘fr and let D be
an N-dimensional diagonal matrix with elements 11; > 0 on the diagonal. Thus, the
linear function b is of the form b(u) = Au— Dv. The set of admissible actions in state
ye Sis D(y) ={(u,v) €U |yj=0= (Au—Dv); >0, j=1,...,N}. Suppose
that a; is the optimal control in the corresponding fluid model and a; = u*(v) on
[ty,tu11), v =0,1,...,m. The Tracking-policy is exactly defined as before. Hence
we obtain

Theorem 7.5:
Suppose Assumption 7.1 is valid.

a) The Tracking-policy 0”7 in the admission and routing problem satisfies for y € S

lim V24 (y) = V7 (y)
and hence 07 is #-discounted asymptotically optimal.

b) V.5 (y) is decreasing in v for all y € S. In particular, VI (y) is a lower bound
for all V., (y).

Proof: a) The idea is the same as in the proof of Theorem 7.4. Let us first look
at time interval [0,¢;). Since there is no rerouting, each queue separately is an
M/M/1-queue with input rates Au and output rates Dv. From the theory of large
deviation (see e.g. Shwartz/Weiss (1995) chapter 11) we know that

Y = y+ (1) — Dot (1)t

on [0,%;). Using the same arguments as before we can complete the first part of
the proof.

b) Denote by &/ (t) = A/ (t)—B](t), j = 1,..., N, the difference between a Poisson
process AJ(t) with parameter v, Agug; and jump heights % and a Poisson pro-
cess B](t) with parameter yu; and jump heights % which are independent. From
Béuerle (1998a) it can be deduced that for v >+ and 0 <t; <ty < ...t, < o0

(& (t), - 81 (En), - 68 (0), - 63 (En) <ea
(& (1), & (t) e &R (1), R (20)

where <., denotes the convex ordering. Now it holds that

Y (1) =y + (1) + sup (~€](s)).

0<s<t
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Since this is a convex functional, we obtain for all v > 7' and 0 <t} <ty < ... <
t, < o0
Y (t), - Y (), - Y (t), - Y () Sico

(le’w(tl)a s 71/'17/(75?1)’ s 7Y]3,<t1)a cee >Y];fy,<tn))

where <;.. denotes the increasing convex ordering. Using the assumptions on c¢;
we obtain
é1 (th) Sic:v é1 ()/ty )

for v > 4/ and the statement follows. O

Corollary 7.6:
In the multiclass queueing network as well as in the admission and routing problem
we have for y € S under Assumption 7.1

lim V7(y) = V(y).

Y—00

Proof: From the previous theorems we obtain

VE(y) = limsup V., (y) > limsup V" (y) = limsup V7, (y) > li%rn inf V2, (y) > VE(y),
Y00 Y00 =00 —
where 77 is the optimal policy for scaling parameter , which exists due to our
assumption and the proof is complete. O

Remark 7.1:

a) Of course Theorems 7.4 - 7.5 are asymptotic statements, which means that
the Tracking-policy is only good when the system is close to the limit. This
situation occurs when the initial state is large and the system is operating with
a high intensity.

b) Theorems 7.4 - 7.5 can be extended to the case where the interarrival times
and service times are i.i.d. but arbitrary (cf. Dai (1995)).

c) If the cost rate function satisfies c(%y, u) = %c(y, u), then the value function
V7 can be expresses with the help of the original value function V. An easy
substitution gives us

1 8
VIy) = ﬁVw“’ (vy),

s
where Vi is the original value function (y = 1) with interest rate g
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d) There are several alternatives for the implementation of the Tracking-policy.
We explain the procedures here in the setting of the multiclass queueing net-
work. The only thing one has to make sure is that the fraction of the server
allocation to buffer j is in the long run equal to uj(r) on the time interval
[t,,t,1). If we are not allowed to split the server, there are two possibilities:

(i) we interpret uj(v) as a randomized decision, i.e. we do a random ex-
periment for each buffer independent of the history, where uj(v) is the

probability that the k-th server is assigned to queue j € K.
(ii) when we can write u}(v) = %, with a; € INg,j = 1,..., N, then

ik, Y
we can follow a so-called generalized round-robin policy (cf. Dai (1998)):
assign the k-th server in a cyclic fashion a;,-times to queue j; € Kj, then
aj,-times to queue j, € K}, and so on.

7.4 Average Cost Asymptotic Optimality

Let us finally look at the average cost case in our general network model. Here we
define for a stationary policy m = f°

1 ¢
G¢(y) = limsup ;Eg [/ c(Yy, ) ds}
0

t—o0

and we want to solve

G(y) = irflf G(y).

The scaled processes are defined as before and we write

1 t

Gi(y) = limsup - Ej [/ (Y, ) ds} .
t—o00 t 0

We will assume here for the cost rate function that ¢;(y) = 0 if y = 0 and ¢ = 0.

A policy m = f* is called stable for the stochastic network, if the corresponding

fluid model is stable (for a definition see e.g. Dai (1995) Definition 4.1).

Theorem 7.7:
If 7 = f*° is a stable policy for our model and [ ¢;dv < oo, where v is the stationary
distribution of the state process under policy 7, then for y € S

lim G}(y) =0

~y—00
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and 7 is hence average asymptotically optimal.

Proof: Since 7 is stable, we obtain from Dai (1995) Theorem 4.2 and Remark 2
that there exists a stationary distribution 7 on %S such that for v > 0

Gl(y) = Eler (YD) = /cl v < oo

Obviously we have v7(y) = v(vyy) for y € %S and thus v? = ¢, for 7 — oo. Since
the ¢;(Y) are uniformly integrable, we obtain the statement. O
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Appendix

A Sets and Functions

For the following definitions and theorems we suppose that the sets E, A, U, D and
R are defined as in Section 2. For a proof of Theorem A.1 see Schél (1975). Lemma
A.3 and A.4 can be found in appendix B of Forwick (1998).

Definition A.1:
Let v : E — IR be such that v(z) < oo for at least one point, then v is called lower
semicontinuous if for all € E and sequences (z,) with z,, — x

liminfv(x,) > v(z).

n—oo

Definition A.2:
Suppose ¢ : E — D is defined by ¥ (x) = D(x). v is called upper semicontinuous
if for all closed sets B C D

VBl = {z € E|¢(z) N B #0}

is again closed.

Theorem A.1: (Measurable selection Theorem)

Suppose ¢ : E — D is defined by ¢(z) = D(z). If ¢ is compact-valued and upper
semicontinuous and v : D — IR lower semicontinuous and bounded below on D,
then there exists an f* € F such that

v (x) = v(z, f*(x)) = aénDi(rglc)v(:v,a)

and v* is lower semicontinuous and bounded below on E.

Theorem A.2:
Let v,,v : D — IR be lower semicontinuous functions bounded below. If D(z) is
compact for all x € E and v,, T v, then

A, 2, vel0) = i, vl 0)

forall x € E.
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Proof: For x € E define

I(z) = lim min v,(z, d u'(z) = min o(z,a).
(x) nLngoalérg(ri)v(x a) and u*(x) agga)v(x a)

Since v, T v we have [ < u*. For the converse, fix € E. Let a, € D(z) be such
that v,(z,a,) = mingep() vn(z,a). Since D(x) is compact we have a convergent
subsequence (a,,) with a,, — a* € D(z) for k — oo. Using that the v, are
increasing we obtain for all ny > n

U, (T, Gy ) = O (T, a,).

Letting & — oo, the lower semicontinuity of v, yields i(z) > v,(z,a*). With
n — oo we finally obtain I(z) > v(x,a*) > u*(x) and the proof is complete. O

Lemma A.3:

a) r: IR, — IP(U) is measurable if and only if

tH/ij(u)T(t,du)

is measurable for all continuous functions ¢ : U — IR.
b) f: E — R is measurable if and only if

xH/()OO/UdJ(t,u)f(x,t,du) dt

is measurable for all measurable functions ¢ : IRy x U — IR such that u —
Y(t,u) is continuous for all ¢ > 0 and [;° sup,cy [1(, u)|dt < 0.

There are more general and elegant ways to define measurability (cf. Rieder (1975)),
however Lemma A.3 is sufficient for our purpose.

Lemma A.4:
Let r™,r € R. The following statements are equivalent

(i) ™ — r for n — oo.
(i)
/OOO/U?ﬂ(t,u)rf(du)dt — /OOO/U?ﬂ(t,U)Tt(du)dt

for all measurable functions ¢ : IR, x U — IR such that u — (¢, u) is
continuous for all ¢ > 0 and [5° sup,cy |¥(t, w)|dt < oo.
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B Markov Chains

This part of the appendix is essentially taken from Meyn/Tweedie (1993). In the
sequel, (X,,) is a homogeneous, discrete-time Markov chain with state space E and
transition kernel p. For A € B(F) define 74 := min{n | X,, € A}.

Definition B.1:
A measure ¢ on B(FE) with ¢(A) > 0 implies P,(74 < oc0) > 0 for all z € F is
called irreducibility measure.

There always exists an essentially unique irreducibility measure ¥ on B(FE) such
that

(i) for all x € E, ¥(A) > 0 implies P,(14 < 00) > 0.

(ii) ¥ (A) = 0 implies ¢ ({y| P, (T4 < 00) > 0}) = 0.

(iii) ¥(A°) = 0 implies A = Ag U N, where ¢(N) = 0 and p(z, Ag) = 1 for all
T € Ao.

Let us assume now that (X,,) is ¢-irreducible and denote by B+ (F) = {A €
B(E) | (A) >0}

Definition B.2:

a) (X,) is called Harris recurrent, if for all A € B*(FE)
P, (14 <o0)=1

whenever ¢ € A.

b) (X,) is called positive Harris recurrent, if it is Harris recurrent and has an
invariant probability measure p, i.e.

u(A) = [ pla, Apu(d)
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C Viscosity Solutions

Suppose the situation of Section 4 is given. We will provide a definition of a con-
strained viscosity solution in terms of test functions. Usually viscosity solutions
are defined with the help of sub- and superdifferentials of V' and then shown af-
terwards that this is equivalent to the test function approach. However, since it is
much more convenient to work with test functions we decided to use the following
definition. For details about viscosity solutions see e.g. Bardi/Capuzzo-Dolcetta
(1997), Sethi/Zhang (1994).

Definition C.1:
y +— V(y, z) is a constrained viscosity solution of

(B + )V () = min [I(y, u) + 0% (u)V, (2)]
if
a) y+— V(y,z) is continuous and |V (x)| < Co(1 + |ly||*).

b) for all continuously differentiable ¢! : S — IR, where V(z) — ' (y) has a local
maximum at y = yo Gé, relative to §, it holds that

(8 +4:)V (o) — min [ev (3o, u) + b*(w))(yo)] < O.

¢) for all continuously differentiable 2 : S — IR, where V(z) — 1?(y) has a local
minimum at y = yy € S, relative to S, it holds that

(8 + ¢:)V (o) — min |ev (yo, u) + b (w)iy (y0)| > 0.
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