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Abstract

The main focus of this thesis lies in the field of quantum systems with internal degrees
of freedom; we particularly emphasize the semiclassical properties of these systems. The
translational degrees of freedom of one or several point particles are usually described clas-
sically on cotangent bundles of their configuration manifolds. On the other hand, internal
degrees of freedom, mostly due to symmetries or constraints, find their classical descrip-
tion on more general symplectic manifolds, such as coadjoint orbits of Lie groups or Kähler
manifolds. The quantum mechanical representation space corresponding to the internal de-
grees of freedom, in many cases finite-dimensional, has to be incorporated into the Hilbert
space of the total system. E.g., in the case of a symmetry the internal degrees of freedom
have to be implemented by (anti-)unitary (projective) representations of the corresponding
symmetry group. The structure of the quantum mechanical description of the translational
degrees of freedom is different in nature; the associated Hilbert space is usually given by
the square integrable functions on the configuration space. Thus, the total quantum space,
describing the translational as well as the internal degrees of freedom, is given by square
integrable functions on the configuration space that take values in the representation space
of the internal degrees of freedom. Consequently, quantum observables are matrix-valued
operators. In order to study the connection between the quantum and the classical realiza-
tion of certain properties of the system on a mathematical level, the language of microlocal
analysis is used. While microlocal (or semiclassical) analysis is a well-established method
in the case where internal degrees of freedom are absent, for the present setting the cor-
responding techniques have to be checked for their validity and a number of results have
to be established. Thus one part of this work is concerned with providing the necessary
tools in matrix-valued semiclassical analysis. In particular, we will be interested in the
question how the quantum time evolution is reflected on the classical level: in the context
of microlocal analysis observables are represented as pseudodifferential operators; but only
a certain class of those turn out to have a semiclassically well-defined time evolution. This
is due to the fact that the time evolution generated by the quantum Hamiltonian leaves
certain subspaces of the Hilbert space semiclassically invariant, and transitions between
these subspaces do not allow for a classical interpretation. We will construct semiclassical
projection operators onto these subspaces. The off-diagonal contributions of observables
with respect to these projections correspond to transitions between the different subspaces,
whose time evolution is no longer recordable in terms of pseudodifferential operators but
are given as Fourier integral operators. A rigorous formulation of this fact is given by a
generalized Egorov Theorem. As a further indication of the semiclassical decoupling of the
subspaces will occur when we consider the spectral mean of quantum expectation values.
These, in the semiclassical limit, can be expressed as a sum over classical quantities that
are uniquely associated with a certain subspace, and the observable’s off-diagonal terms
do not contribute.

All of these results will be achieved in a hybrid formulation: while the translational
degrees of freedom are treated semiclassically the internal degrees of freedom are still
quantum mechanical in nature; a fact that is reflected by the non-scalar quantities. In order
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to obtain also a semiclassical description for the internal degrees of freedom, a quantization
procedure which is not restricted to cotangent bundles is required. Such a method is
provided by geometric quantization, which we briefly describe, in particular with respect to
coherent states and quantization of coadjoint orbits. We will consider the time evolution of
coherent states for general Lie groups and provide a quantization procedure for the internal
degrees of freedom that allows to map the quantum description in a one-to-one manner
to a classical system. In addition, we will define combined coherent states for both the
translational and the internal degrees of freedom. Using this formalism we are then in the
position to also perform the semiclassical limit for the internal degrees of freedom: while
this limit for the translational degrees of freedom is associated with the parameter ~, such a
parameter for the internal degrees of freedom is given by (or related to) the dimension of the
representation space of the internal degrees of freedom. For the total system, incorporating
both types of degrees of freedom, we will consider two different semiclassical scenarios: in
the first one, only the translational degrees of freedom are treated semiclassically, while
the semiclassical parameter for the internal degrees of freedom is fixed. In this context
we use the recipes of geometric quantization to map their quantum mechanical description
to a classical model in a one-to-one manner. In the second setting both semiclassical
parameters are used and a genuine semiclassical limit is performed also for the internal
degrees of freedom. For both scenarios we will show that the quantum time evolution of
the combined coherent states can be semiclassically approximated in the respective limit.
In particular, in leading order the coherent state is propagated according to a classical
dynamics.

Furthermore, we will use the possibility to map the quantum mechanical description
of the internal degrees of freedom to a classical model in order to reformulate the results
given by the Egorov Theorem for general matrix-valued operators. This result yields
an important ingredient to clarify the problem of how ergodicity of a classical system
is reflected in its quantum mechanical description. This will be achieved by proving a
quantum ergodicity theorem for matrix-valued operators.

Finally, the results obtained are applied to the Dirac equation, where it turns out that
there is a close connection between the so-called Zitterbewegung and the semiclassical
time evolution of observables: we will show that, from a semiclassical point of view, Zit-
terbewegung can be seen as being caused by the presence of non-diagonal contributions of
observables, whose time evolution shows a characteristically different behaviour compared
with that of the diagonal terms.

iv



Zusammenfassung

Der Schwerpunkt der vorliegenden Arbeit ist im Themenbereich der Quantensysteme mit
inneren Freiheitsgraden zu sehen, wobei eine besondere Betonung auf die semiklassischen
Eigenschaften dieser Systeme gelegt ist. Im Vergleich zu den Freiheitsgraden eines oder
mehrerer Punktteilchen, deren Phasenräume durch Kotangentialbündel gegeben sind, fin-
den innere Freiheitsgrade, welche meist durch Symmetrien oder Zwangsbedingungen ver-
ursacht sind, ihre klassische Beschreibung auf allgemeineren symplektischen Mannigfal-
tigkeiten, wie z.B. koadjungierten Orbits bestimmter Lie-Gruppen oder Kähler-Mannig-
faltigkeiten. Der quantenmechanische Darstellungsraum der inneren Freiheitsgrade ist in
den Hilbertraum des Gesamtsystems einzubauen. So sind z.B. im Falle von Symmetrien
die inneren Freiheitsgrade durch (anti-)unitäre (projektive) Darstellungen zu realisieren,
während die translatorischen Freiheitsgrade der Punktteilchen durch den Hilbertraum der
quadratintegrablen Funktionen auf dem Konfigurationsraum modelliert werden. Dies hat
zur Folge, daß als quantenmechanischer Zustandsraum vektorwertige Funktionen und als
quantenmechanische Observablen matrixwertige Operatoren zu betrachten sind. Um Un-
tersuchungen anzustellen, welche den Zusammenhang zwischen der klassischen und der
quantenmechanischen Realisierung bestimmter Eigenschaften des physikalischen Systems
betreffen, wird das mathematische Werkzeug der mikrolokalen Analysis verwendet. Diese
Methode ist für den Fall ohne innere Freiheitsgrade, d.h. skalare Operatoren und Wellen-
funktionen, wohl etabliert; bei Anwesenheit von inneren Freiheitsgraden sind jedoch die
bekannten Resultate auf den nicht-skalaren Fall zu verallgemeinern und auf ihre Gültigkeit
zu untersuchen. Ein Teil der Arbeit ist demnach der Bereitstellung von Resultaten des
matrixwertigen semiklassischen Kalküls gewidmet. Von besonderem Interesse hierbei ist
die Fragestellung, wie sich die quantenmechanische Zeitentwicklung auf der klassischen
Seite niederschlägt: es wird die zeitliche Evolution von Observablen untersucht, welche
im Rahmen der mikrolokalen Analysis durch Pseudodifferentialoperatoren dargestellt wer-
den. Hierbei zeigt sich, daß es nur für eine bestimmte Klasse von Observablen eine Zeit-
entwicklung gibt, die sich semiklassisch im Sinne von Pseudodifferentialoperatoren inter-
pretieren läßt. Die Ursache dieses Sachverhalts liegt in der Tatsache begründet, daß es
Unterräume des quantenmechanischen Zustandsraum gibt, welche semiklassisch invariant
sind unter der Zeitentwicklung, die vom quantenmechanischen Hamiltonoperator erzeugt
wird. Ferner erlauben Übergänge zwischen diesen Unterräumen keine direkte klassische
Interpretation. Wir werden semiklassische Projektionsoperatoren auf diese Unterräume
konstruieren. Die nicht-Diagonalblöcke von Observablen bezüglich dieser Projektoren kor-
respondieren somit zu Übergängen zwischen den einzelnen Unterräumen und ihre Zeitent-
wicklung läßt sich nicht mehr durch Pseudodifferentialoperatoren sondern nur noch durch
Fourier-Integraloperatoren beschreiben. Daher werden nur Observablen, welche blockdia-
gonal bezüglich der Aufspaltung in invariante Unterräume sind, eine semiklassische Zeitent-
wicklung im Sinne von Pseudodifferentialoperatoren besitzen. Eine mathematisch rigorose
Formulierung dieser Tatsache werden wir in einem verallgemeinerten Egorov-Theorem tref-
fen. Eine weitere Instanz der semiklassischen Entkoppelung der Unterräume ist zu finden,
wenn man spektral gemittelte Erwartungswerte von allgemeinen Observablen betrachtet:
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diese lassen sich im semiklassischen Limes durch eine Summe klassischer Objekte aus-
drücken, die eindeutig zu einem bestimmten Unterraum assoziiert sind und nicht von
nicht-diagonal Beiträgen der betrachteten Observablen abhängen.

Diese Resultate werden im Rahmen einer hybriden Formulierung erreicht: die translato-
rischen Freiheitsgrade erfahren eine (semi-)klassische Beschreibung, wobei die inneren Frei-
heitsgrade immer noch einen quantenmechanischen Charakter tragen, welcher sich durch
die vektor- bzw. matrixwertigen Größen ausdrückt. Um eine (semi-)klassische Beschrei-
bung auch der inneren Freiheitsgrade möglich zu machen, ist eine Quantisierungsvorschrift
für symplektische Mannigfaltigkeiten vonnöten, welche nicht auf Kotangentialbündel einge-
schränkt ist. Eine solche Methode ist durch die geometrische Quantisierung gegeben, deren
Hauptelemente wir kurz diskutieren und vor allem in Hinsicht auf kohärente Zustände und
Quantisierung von koadjungierten Orbits näher betrachten. Wir untersuchen kohärente
Zustände für Lie-Gruppen und deren Zeitentwicklung und erhalten gleichzeitig Quantisie-
rungsmethoden für die inneren Freiheitsgrade sowie kombinierte kohärente Zustände für
die inneren und translatorischen Freiheitsgrade. Desweiteren sind wir nunmehr in der Lage,
auch den semiklassischen Limes für die inneren Freiheitsgrade zu vollziehen: während für
die translatorischen Freiheitsgrade der semiklassische Parameter durch ~ gegeben ist, ist ein
semiklassischer Parameter für die inneren Freiheitsgrade in der Dimension des zugehörigen
quantenmechanischen Darstellungsraumes zu finden. Für das gesamte System betrachten
wir dann sowohl ein Szenario, in dem nur der translatorische Parameter benutzt wird, wobei
die inneren quantenmechanischen Freiheitsgrade nur auf ein klassisches System abgebildet
werden, als auch den Fall, daß beide semiklassische Parameter verwendet werden. Für die-
se Szenarien untersuchen wir die Zeitentwicklung der kombinierten kohärenten Zustände
und zeigen, daß diese klassisch approximiert werden kann und in führender Ordnung sogar
durch die klassische Zeitentwicklung eines kohärenten Zustandes gegeben ist.

Schließlich wenden wir die Möglichkeit, das quantenmechanische Modell der inneren
Freiheitsgrade auf ein klassisches abzubilden, auf die bereits untersuchte semiklassische
Zeitentwicklung von matrixwertigen Operatoren an und reformulieren das Egorov Theo-
rem in dieser Sprache. Desweiteren werden wir innerhalb dieses Formalismus klären, wie
sich ein chaotisches Verhalten des klassischen Systems auf quantenmechanischer Ebene wi-
derspiegelt und beweisen ein Quantenergodizitätstheorem für matrixwertige Observablen.

Zum Abschluß werden wir insbesondere die semiklassischen Projektionsoperatoren und
die semiklassische Zeitentwicklung im Zusammenhang mit der Dirac-Gleichung interpret-
ieren und den engen Zusammenhang mit dem Phänomen der sogennannten Zitterbewegung
aufzeigen: es wird sich zeigen, daß in einer semiklassischen Betrachtungsweise die bereits
erwähnten nicht-diagonal Blöcke von Observablen als die Ursache für Zitterbewegung zu
interpretieren sind.
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Chapter 1

Introduction

The main topics of this thesis are concerned with semiclassical studies of systems that pos-
sess different types of degrees of freedom. Therefore, we should start with an explanation
of what is meant by “semiclassics” and “semiclassical”, and we would like to begin this
introduction with

“Semiclassics is ... ”.

However, a statement of the above type in general is not that easy, since one certainly
needs some more information about the underlying physical system in order to give a
correct answer. What is true in general is that

“Semiclassics is concerned with the relationship between quantum mechanics
and classical mechanics, in particular, the transition from a quantum mechan-
ical to a classical behaviour.”

But this is just synonymous with the phrase semiclassical, and the transition alluded to
above crucially depends on the method it is performed with. In order to be more precise, we
have to specify the quantum mechanical system and a classical system as the result under
the transition from a quantum mechanical to a classical description, i.e. in the semiclassical
limit. Therefore, the most general question we can answer is

“What is the semiclassical limit?”

Of course, this question can neither be answered in general. Let us start by considering
some general situations: a first class of examples is given by a non-relativistic point-particle
moving in euclidean space, whose behaviour is described by the Schrödinger equation. In
this case we would say

“It is the limit in which all relevant actions are small compared with Planck’s
constant, i.e. it can be represented by ~→ 0.”

Another typical example is the eigenvalue problem for the Laplacian on a Riemannian
manifold, in which case we would say

1
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“The semiclassical limit is the limit where energies (eigenvalues) become large,
i.e. the limit E →∞.”

In some special cases, e.g. where the Schrödinger operator is connected with the Laplace
operator via a scaling transformation, the two situations given above coincide and therefore
describe the same physical limit. In general, however, they don’t.

A further example is given by a spin system, where an answer could be

“It is the limit where (spin-)quantum numbers become large, i.e. s→∞.”

For a pure spin system this is equivalent to the limit ~→ 0. But in a general situation all
the limits described above correspond to different physical situations and are not obviously
related with each other. For example, if we consider a non-relativistic particle with spin
moving in euclidean space we have two obvious semiclassical parameters: Planck’s constant
and the spin quantum number. While the spin quantum number is associated with the spin
degrees of freedom, Planck’s constant is related to the translational degrees of freedom. In
this case we can imagine various semiclassical limits, the extremal ones being given by:

• The spin quantum number is not considered as becoming semiclassical, i.e. is kept
fixed, while Planck’s constant tends to zero.

• Only the spin quantum number is treated as semiclassical parameter.

And in between:

• Both the spin quantum number and Planck’s constant are used as semiclassical pa-
rameters. Different realizations of this limit are specified by the behaviour of the
product ~s when ~→ 0 and s→∞.

This suggests as a general recipe that we first have to identify the relevant types of
degrees of freedom together with suitable candidates for semiclassical parameters. Then
the semiclassical limit can be considered as being described as the limit with respect to these
parameters. In particular, we have to specify the relationship between these semiclassical
parameters, which together with their choice will in general yield different classical systems
as limit.

Thus, one problem we are faced with is that neither the relevant physical degrees of
freedom nor the corresponding semiclassical parameters are obvious a priori. Before we can
start with any analysis, we have to find physical justifications for a certain choice of the
semiclassical parameter: a frequently encountered situation is when one considers a system
that in some sense is macroscopic in which case we expect to recover signs of classical be-
haviour in the quantum description of some objects. E.g. one finds that good approximate
solutions to Schrödinger’s equation can be generated from classical information when ~ is
small enough and we use ~ → 0 as the semiclassical limit. In general, for any physical
system there is a characteristic size for the relevant quantities such as distances, velocities,
energies, actions,... from which we can derive characteristic units adapted to the system.
If we consider a certain quantity of the system as a candidate of a semiclassical parameter,
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then we have to measure this quantity in the characteristic units. Thus, as a criterion
for a semiclassical parameter the ratio between the corresponding physical quantity and
the characteristic unit for this quantity has to become very small (or very large). If we
can identify several quantities as semiclassical parameters also the ratio between them be-
comes important and describes different physical settings. Situations of this type occur if
one considers particles with internal degrees of freedom: While the translational degrees
of freedom are modeled classically on the cotangent bundle of the configuration manifold,
the phase space of the internal degrees of freedom is given by more general symplectic
manifolds, such as coadjoint orbits of Lie groups or Kähler manifolds. The corresponding
quantum space will incorporate both the representation of the translational and the internal
degrees of freedom. An element of the quantum space therefore indicates the translational
configuration of a point particle together with the configuration of its internal degrees of
freedom. Therefore, quantum states will take values in the representation space for the
internal degrees of freedom1.

Connected with this is the question how to implement symmetries (and constraints) on
the classical and quantum level. In particular, one has to consider the question if there is
a connection between classical and quantum mechanical symmetries and how they can be
implemented. This immediately leads to another problem: How can we model the quantum
as well as the classical system on a mathematical level and in what mathematical terms
can we describe the semiclassical limit.

The following example carries the main characteristics that we will be concerned with
in a more general setting. We consider a rigid body, which obviously possesses two different
types of degrees of freedom: The center of mass can move by translations in R3 while the
internal degrees of freedom are given by the rotations of the body. As we will see shortly,
the rotational freedom is the reason for the quantum mechanical Hilbert space to carry an
additional structure: The wave functions will take values in a vector space associated with
the internal degrees of freedom.

Let us start by considering only the internal degrees of freedom: Consider A ∈ SO(3)
as giving the configuration of the body in the sense that it defines a map of a reference
configuration K ⊂ R

3 to the current configuration A(K) ⊂ R
3. The map A takes a

reference point b ∈ K to a current point Ab. For the motion of the rigid body A = A(t)
becomes time dependent and the velocity of a point x(t) = A(t)x is ẋ = Ȧb = ȦA−1x.
Since A is orthogonal, we can write

ẋ = ȦA−1x = ω × x,

where we have used that the Lie algebra (so(3), [·, ·]) is isomorphic to (R3,×) such that
the infinitesimal action of ξ ∈ so(3) on x ∈ R3 is given by ξx = ξ̃ × x. Here ξ̃ ∈ R3 is the
image of ξ ∈ so(3) under the above Lie algebra isomorphism. Now ẋ defines the spatial

angular velocity vector ω = ˜̇AA−1. The corresponding body angular velocity is given by

Ω = A−1ω,

1At this point we want to remark that we will use the phrases “internal” and “intrinsic” interchangeably.
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which is the angular velocity seen in a body fixed frame. The kinetic energy of the rigid
body reads

T =
1

2

∫
K

ρ(b)‖Ȧb‖ db,

where ρ is the mass density, and since

‖Ȧb‖ = ‖ω × x‖ = ‖A−1(ω × x)‖ = ‖Ω× b‖,

the kinetic energy is a quadratic function of Ω, which may be rewritten as

T =
1

2
〈Ω,ΘΩ〉

with Θ the moment of inertia tensor, defining the kinetic energy quadratic form on R3 '
so(3). This quadratic form can be diagonalized, the corresponding eigenvalues (I1, I2, I3)
are called the principal moments of inertia and the associated basis is given by the principal
axes. Now the Lagrangian for the rigid body is a function on T SO(3) ' SO(3) × so(3)
given by

L(A, Ȧ) =
1

2

∫
K

ρ(b)‖Ȧb‖2 db,

and A(t) satisfies the corresponding Euler-Lagrange equations if and only if Ω(t), defined
by A−1(t)Ȧ(t)v = Ω(t)× v for all v ∈ R3, satisfies Euler’s equations

ΘΩ̇ = ΘΩ× Ω,

that can be written by introducing the body angular momentum Π := ΘΩ as

Π̇ = Π× Ω.

Moreover, this equation is equivalent to a conservation of the spatial angular momentum
π := AΘΩ,

d

dt
π = 0.

In terms of Π, Euler’s equations read (using principal axes as coordinates)

Π̇1 =
I2 − I3
I2I3

Π2Π3

Π̇2 =
I3 − I1
I3I1

Π3Π1

Π̇3 =
I1 − I2
I1I2

Π1Π2.

From these equations it follows immediately that ‖Π‖ is conserved, i.e. d
dt
‖Π‖2 = 0.

Because of this conservation the evolution in time of any point Π(0) is constrained to
‖Π(t)‖ = ‖Π(0)‖. Thus Euler’s equations describe a two dimensional dynamical system
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on an invariant sphere, which is the reduced phase space for the rigid body equations, that
derive from the Hamiltonian

H = T =
1

2
〈Θ−1Π,ΘΘ−1Π〉 =

1

2
〈Π,Θ−1Π〉. (1.1)

In this way the conservation of angular momentum leads to the reduction of the six-
dimensional phase space T∗ SO(3) to a phase space with a dimension that is lowered by
4.

Let us look at this reduction mechanism more closely: Recall that the left action

Lg : SO(3)→ SO(3), h 7→ gh

and the right action
Rg : SO(3)→ SO(3), h 7→ hg−1

of SO(3) on itself yield isomorphisms of the tangent bundle T SO(3) with SO(3) × so(3)
as follows. Let vg ∈ Tg SO(3) then L−1

g maps g to the identity e ∈ SO(3) such that its
differential (L−1

g )∗ can be used to assign (L−1
g )∗vg ∈ Te SO(3) ' so(3) to vg in a one-to-one

manner. Hence

λ′ : T SO(3)
∼→ SO(3)× so(3), vg 7→ (g, (L−1

g )∗vg)

yields a well-defined isomorphism between T SO(3) and SO(3) × so(3). Analogously, we
can use the right action to obtain an isomorphism

ρ′ : T SO(3)
∼→ SO(3)× so(3), vg 7→ (g, (Rg)∗vg).

The physical significance of these isomorphisms becomes clear if one notices that

ω(t) = ˜Ȧ(t)A(t)−1 = ˜(RA(t))∗Ȧ = ˜ρ′(Ȧ(t)),

which means that ρ′ gives a parameterization in spatial coordinates. Furthermore, since the
adjoint action of SO(3) on its Lie algebra under the identification so(3) ' R3 corresponds
to the usual action of SO(3) on R3, the transformation ρ′◦λ′−1(g, v) = (g,Adg v) shows that
λ′ defines a parameterization of T SO(3) in body coordinates. If we consider the cotangent
bundle T∗ SO(3) instead of the tangent bundle, i.e. momenta instead of velocities, we can
dualize the above trivializations to obtain isomorphisms

λ : T∗ SO(3)
∼→ SO(3)× so(3)∗, pg 7→ (g, (Lg)

∗pg)

in body coordinates and

ρ : T∗ SO(3)
∼→ SO(3)× so(3)∗, pg 7→ (g, (R−1

g )∗pg).

in spatial coordinates.
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By using these isomorphisms Hamiltonians and Hamiltonian vector fields that are in-
variant with respect to the group action are mapped to Hamiltonians and Hamiltonian
vector fields on so(3)∗. We say that the original system on T∗ SO(3) has been reduced
to so(3)∗, which has a Lie-Poisson structure defined by the Poisson bracket (under the
identification so(3) ' R3)

{f, g}(Π) = −Π(grad f × grad g),

for all f, g ∈ C∞(so(3)∗). Thus Euler’s equations are equivalent to

ḟ = {f,H}

when H is the rigid body Hamiltonian (1.1). The action of SO(3) on itself can be lifted
to an action of SO(3) on its cotangent bundle T∗ SO(3), which is symplectic with respect
to the canonical symplectic structure. This cotangent lift can explicitly be calculated in
body coordinates as

(λ ◦ (Lg)
∗ ◦ λ−1)(h, µ) = (g−1h, µ)

and in spatial coordinates

(ρ ◦ (Lg)
∗ ◦ ρ−1)(h, µ) = (g−1h,Ad∗g µ).

Under the identification so(3)∗ ' R3 we thus recover the rotation of the rigid body, Ãd∗g µ =
gµ̃. The cotangent lift of the action is not just symplectic but also Hamiltonian. In fact,
the infinitesimal action of Ȧ(t) ∈ so(3) at (g, µ) ∈ T∗

g SO(3) in spatial coordinates is given
by

J(g, µ)(Ȧ) = 〈µ, Ȧ〉.

Thus, for any (g, µ) ∈ T∗ SO(3) we can define a map

J : T∗ SO(3)→ so(3)∗

that in spatial coordinates is given by J(g, µ) = µ. For any Ȧ ∈ so(3) the corresponding
infinitesimal action is generated by the Hamiltonian 〈J, Ȧ〉. The above map is called
the moment map for the SO(3) action on T∗ SO(3); the reason for this notion becomes
clear, when one realizes that it is directly related with angular momentum in the case of
the rigid body. If we have a Hamiltonian H : T∗ SO(3) → R that is left-invariant, i.e.
H(g−1h,Ad∗g µ) = H(h, µ) for all g ∈ SO(3), then, as a consequence of Noether’s theorem
(see e.g. [AM78, MR94]), J is constant on the orbits of the left-invariant Hamiltonian
vector field XH corresponding to H. Now, the rigid body Hamiltonian (1.1) given in
body coordinates is left-invariant, since it only depends on the angular momenta. Thus,
conservation of angular momentum is just a restatement of the fact that the moment map
is constant on the orbits of a left-invariant vector field. Also the reduction to the invariant
spheres can be described in terms of the moment map. It is immediate from its definition
that the moment map intertwines the coadjoint action of SO(3) on so(3)∗ and the action
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on T∗ SO(3). Thus, if Gµ denotes the isotropy group of µ ∈ so(3)∗, which we may identify
with µ̃ ∈ R

3, then Gµ also leaves invariant J−1(µ) ∈ T∗ SO(3) and we have that the
reduced space J−1(µ)/Gµ is given by the coadjoint orbit Oµ through µ ∈ so(3)∗, which
we again may identify with an invariant sphere in R3. This is a very special case of a
reduction procedure due to Marsden and Weinstein [MW74], which also ensures that the
reduced space is symplectic; in the case of the rigid body the symplectic form is given by
(a multiple of) the area two-form.

So far we only have been concerned with the rotational degrees of freedom of the rigid
body. In addition, translational degrees of freedom arise if we allow the body to move in
euclidean space R3, such that the configuration space is taken to be R3×SO(3) =: P with
corresponding cotangent bundle T∗P ' T∗

R
3 × T∗ SO(3) which, by using body or space

coordinates, is identified with T∗
R

3 × SO(3) × so(3)∗. Since SO(3) acts trivially on the
factor R3 the existence of a moment map for the cotangent lift of the action is immediate.
It is given by

J(x, ξ, pg)(ζ) = 〈pg, ζP 〉, pg ∈ T∗ SO(3),

where ζP denotes the infinitesimal cotangent-action of ζ ∈ so(3) on T∗P , and the corre-
sponding reduced space (T∗P )µ = J−1(µ)/Gµ is given by

T∗
R
d ×Oµ ' T∗

R
d × S2,

if we again identify so(3)∗ with R3. Furthermore, according to the properties of the reduc-
tion procedure, (T∗P )µ is endowed with a symplectic structure given by

ω = ωT∗Rd + ωOµ ,

where ωT∗Rd denotes the canonical symplectic structure of T∗
R
d and ωOµ the symplectic

structure of the coadjoint orbit that is symplectomorphic to S2 ⊂ R3 equipped with the
area two-form ωS2 .

Let us now consider the behaviour of the dynamics under reduction: we start with a free
motion and suppose that we are given a Riemannian metric on R3 as well as an invariant
metric on SO(3), e.g. the one defined by the body’s inertia tensor. If, in addition, we are
given a connection on P = R

3 × SO(3) these metrics can be used to define an invariant
metric2 on P. We define the Hamiltonian function as the kinetic energy associated with
the Riemannian metric on P , which therefore is SO(3) invariant and produces a reduced
Hamiltonian on (T∗P )µ. The corresponding Hamiltonian vector field on (T∗P )µ can be
obtained by a restriction to J−1(µ) and subsequent projection J−1(µ) → (T∗P )µ. Let
us remark that this is not only true for the free Hamiltonian but also for any invariant
Hamiltonian on T∗P . If we introduce the Hamiltonian

H(x, ξ, u) =
1

2m
‖ξ − eA(x)‖2 + V (x) + µsu ·B(x) (1.2)

2In fact, there is a bijective correspondence between invariant Riemannian metrics on a principal fiber
bundle P →M and triples consisting of a Riemannian metric on the base M , an (bi-)invariant metric on the
structure group G and a connection on the principal fiber bundle, see [Lan98a, Zel92, ST89, ST84, HPS83].
An explicit construction of the connection starting from an invariant metric is given by the so-called
mechanical connection, see [Mar92, MMPR88, MRW84, Mar94].
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for a magnetic field B on R3 with corresponding potential A, then Hamilton’s equations
are the equations of motion for a spinning particle with charge e and magnetic moment µ.
This Hamiltonian can also be thought of as the reduction of an invariant Hamiltonian on
T∗P given by the pull-back of H to T∗P under the projection T∗P → (T∗P )µ. If we turn
to the quantum mechanical description of the rigid body, according to general principles
we expect the SO(3)-invariance to be reflected also in the quantum mechanical description.
Therefore, the quantum space corresponding to the classical phase space T∗

R
3×Oµ should

carry a (projective) unitary representation of the symmetry group SO(3). In the case at
hand, the quantum space H for the rigid body can be modeled as H = L2(Rd) ⊗HS2 ,
where L2(Rd) represents the quantization of the translational degrees of freedom and HS2

the quantum space corresponding to the rotational degrees of freedom described on the
coadjoint orbit Oµ ' S2 of SO(3). It is a famous result due to Kirillov [Kir62] that
the quantum space associated to a coadjoint orbit is given by the unitary irreducible
representations of the respective group. In particular, if the orbit is compact these spaces
are finite dimensional. Concerning the Hilbert space H we therefore are concerned with
square integrable functions on the translational configuration space, which take values in
the representation space corresponding to the symmetry group.

Before generalizing these considerations to arbitrary principal bundles, we consider our
example from a slightly different point of view: Let us write R3 = M, G = SO(3), P =
R

3 × G and construct the fiber product P ×M T∗M , which is is a fiber bundle over the
base manifold M defined by

P ×M T∗M = {(p, α); πP (p) = πM(α)},

such that the projection π : P ×M T∗M → M is given by π(p, α) = πP (p) = πM(α) and
the typical fiber is the product of the fibers of P and T∗M . Then we have a G equivariant
diffeomorphism (e.g. defined by spatial coordinates)

T∗P ' (P ×M T∗M)× g∗ (1.3)

and the moment map for the cotangent lift of the G action is given by

J(pm, αm, η) = η. (1.4)

Furthermore the reduced space J−1(µ)/Gµ is isomorphic to J−1(Oµ)/G, which in turn
is diffeomorphic to the associated bundle (P ×M T∗M) ×G Oµ. These are precisely the
symplectic leaves of (T∗P )/G ' (P ×M T∗M)×G g∗. Now the principal bundle P →M is
(isomorphic to) the frame bundle B(M) of the base manifold M and we can rephrase the
above constructions as follows: The principal bundle P →M is given as the frame bundle
B(M) of the manifold M , and the reduced cotangent bundle (T∗B(M))/G ' (P ×M
T∗M) ×G g is the same as the associated bundle to the pull-back bundle P → T∗M
with respect to the canonical projection T∗M → M . This point of view immediately
reveals the relevance of spin structures that in principle are double coverings of the frame
bundle structure: as mentioned above, in the quantization process we have to construct
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projective representations of the structure group G = SO(3) that can be obtained by using
representations of its double covering SU(2) = Spin(3), see e.g. [BGV92, Roe88, LM89,
Fri97, Gil95, VGB93, GVF01]. Given a representation of the spin group Spin(3) we can
construct the associated spinor bundle, whose sections can be seen as vector valued and
equivariant functions on the Spin(3) principal fiber bundle, i.e. the double covering of the
frame bundle. Thus, the vector character encodes the spin degrees of freedom on the
quantum level. A full quantum description can finally be obtained if one also quantizes
the degrees of freedom described on T∗M .

The above situation on a more general level is thus given by a principal fiber bundle
P →M with structure group G, which corresponds to the internal degrees of freedom. In
analogy to the previous discussion, the reduction process associates a symplectic manifold
to both the translational degrees of freedom, described on the base manifold’s cotangent
bundle T∗M , and the internal degrees of freedom in terms of coadjoint orbits. Also in
this general setting we will recover the non-scalar structure of the quantum space. Let us
consider the quantization of classical observables: since the canonical Poisson structure of
T∗P is invariant with respect to the cotangent action of G there is an induced Poisson
structure on (T∗P )/G, and the associated Poisson algebra3 is the algebra of observables
describing a particle moving on P/G. By definition, a representation of this Poisson algebra
is a linear map ρ from the algebra to the space of smooth and real valued functions on a
symplectic manifold such that ρ(f ◦ g) = ρ(f)ρ(g) and ρ({f, g}) = {ρ(f), ρ(g)}, where the
latter Poisson bracket is induced by the symplectic structure. We can use the equivariant
diffeomorphism (1.3)

T∗P ' P ×M T∗M × g∗ (1.3)

and the moment map (1.4)

J : T∗P → g∗

also in the case of general principal bundles and obtain that each symplectic leaf of the Pois-
son manifold (T∗P )/G is given by a reduced space (T∗P )µ = J−1(µ)/Gµ ' J−1(Oµ)/G =
(T∗P )Oµ . If, in addition, we are given a connection on P this induces a diffeomorphism,
see [Wei77a, Mon84],

(T∗P )/G ' P ×M T∗M ×G g∗,

and

(T∗P )Oµ ' P ×M T∗M ×G Oµ
seen as fiber bundles over T∗M associated with the principal G bundle P ×M T∗M by the
coadjoint action on g∗, see Appendix B for more details on these constructions. According
to a general result, up to equivalence each irreducible representation of a Poisson algebra
is given by the restriction to the symplectic leaves of the underlying Poisson manifold (see
e.g. [Lan98a]). We therefore know that (up to equivalence) each irreducible representation
of the Poisson algebra C∞((T∗P )/G) is realized on the symplectic manifolds of the type
(T∗P )Oµ .

3i.e. the algebra of smooth functions on T∗P/H together with their composition and the Poisson bracket.
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In order to see how the notion of gauge invariance is connected with the reduction
procedure, we first consider the automorphism group Aut(P ) of P . It consists of those
diffeomorphisms of P that commute with the right action of G on P . Thus, under the
bundle projection π : P →M an automorphism φ defines an diffeomorphism φM := π ◦ φ
of M . The kernel of the map φ 7→ φM is given by the gauge group Gau(P ). The Lie algebra
gau(P ) of Gau(P ) is isomorphic to the space of sections of P×Gg, i.e. the bundle associated
to P by the adjoint action. Therefore for trivial bundles P = M×G the Lie algebra gau(P )
is given by C∞(M, g). A local section s : M → P defines a local trivialization ψs : P →
M × G by letting ψs(s(m)) = (m, e) and extending by equivariance ψs(s(m)g) = (m, g).
Thus, a gauge transformation g induces a local diffeomorphism gs : M × G → M × G
according to gs ◦ ψs = ψs ◦ g, i.e.

gs(m,h) = (m, g(s(m))h).

Furthermore, the gauge transformation defines a new section sg(m) := s(m)g(s(m)). Two
sections sα and sβ are related according to

sβ(m) = sα(m)gαβ(m),

where gαβ : M → G denotes the transition function. The local representations of a
connection form A on P then transform according to

s∗βA = Adgαβ
s∗αA+ gβα dgαβ.

Analogously to the action of G on P the action of the gauge group can be lifted to an
action on T∗P that commutes with the G-action and thus defines an action of the gauge
group on (T∗P )Oµ . In local coordinates, where (T∗P )Oµ ' T∗M ×Oµ, one can write this
action as

(zm, η) 7→ (zm + η( dg−1(s(m))g(s(m))),Ad∗g(s(m)) η),

where zm ∈ T∗M and dg(s(m))g(s(m)) is a one-form with values in g. A one-form γA,
which also depends on the connection A, is said to be gauge covariant, if it is changed
to γg

∗A under the above gauge transformation. For example, the covariant momentum
(compare with (1.2))

ξA(zm, η) = z − η(s∗A(m))

is gauge covariant. If we consider (T∗P )O ' P ×M T∗M ×G O, then the (reduced) action
of the gauge group simply reads

[x, ξ, η]G 7→ [x, ξ,Ad∗g(x) η]G,

upon representing a point in (T∗P )Oµ by a representative (x, ξ, η) in P×MT∗M×O. Thus,
if g denotes a Riemannian metric on M then the Hamiltonian h([x, ξ, η]G) := 1

2
g−1(ξ, ξ) is

gauge-covariant and the equations of motion, which result if we use the symplectic structure
on (T∗P )O, are called Wong’s equations [Won70]. These equations describe the motion of
a charged particle in the external gauge field A.
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If we want to obtain a quantum mechanical description of the above structures, we
have to construct a representation of the Poisson algebra C∞((T∗P )/G,R) or equivalently
of the space C∞(T∗P,R)G of the G invariant functions on T∗P on a Hilbert space. That
means, we want to obtain a quantization of the classical observables. We could start by
defining the Hilbert space

H = L2(P ) = L2(P, µ),

where we suppose that we have an G invariant measure4 µ on P . The Hilbert space H
carries a representation UR of G given by

UR(g)ψ(x) = ψ(xg).

We can define the C∗-algebras B0(H )G and B(H )G of compact and bounded operators
on L2(P ), respectively, that commute with each UR(g), g ∈ G. In general we may think
of B(L2(P )) as the quantization of the Poisson algebra C∞(T∗P,R). By averaging over
the group G, which we assume to be compact, we can construct from a given quantization
on T∗P , such as Weyl quantization, a quantization C∞((T∗P )/G,R) → B(L2(P ))G. Let
us consider the structure of B(L2(P ))G more closely. To this end notice that the invariant
measure µ on P gives a measure ν on M satisfying∫

P

f(x) dµ(x) =

∫
M

dν(m)

∫
G

f(s(m)g) dg

for any f ∈ L1(P ) and any measurable section s : M → P . Furthermore, each such section
gives a trivialization of P and thus leads to a unitary transformation

Us : L2(P )→ L2(M ×G) ' L2(M)⊗ L2(G),

defined by Usψ(m, g) = ψ(s(m)g). Consider the space B2(L
2(P ))G of G-invariant Hilbert-

Schmidt operators on L2(P ) whose elements can be characterized by a kernel K ∈ L2(P ×
P )G satisfying

K(xg, yg) = K(x, y).

We can then construct a map L2(P × P )G → L2(M × M × G) by sending K(x, y) to
K(s(m)g, s(m′)) and we identify L2(M×M×G) with B2(L

2(M))⊗L2(G), where B2(L
2(Q))

is a subspace of B(L2(M)). This can be used to show that each measurable section s :
M → P determines an isomorphism B0(L

2(P ))G ' B0(L
2(M)) ⊗ C∗(G). Since there is a

correspondence between representations of C∗(G) and representations of G we obtain that
there is a bijective correspondence between the irreducible representations of the Poisson
algebra C∞(T∗P/G) and irreducible representations of G. If we have a representation
(π, V ) of G the representations of this Poisson algebra can be realized on

Hπ = L2(M)⊗ V.
4 Such a measure can e.g. be obtained from an G invariant Riemannian metric g on P .
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Therefore, if we want to construct a quantization of the Poisson algebra C∞((T∗P )/G,R)
we could start from an irreducible representation (π, V ) of the group G and obtain a full
quantization by also quantizing the cotangent bundle T∗M , e.g. by Weyl quantization. Let
us also remark that the above formalism is a generalization of the induced quantization
method, dealing with homogeneous G-principal bundles H → H/G, with G a subgroup of
H. According to Mackey’s theory of induced representations [Mac68, Var68, Var70, Sim68]
there are many inequivalent representations of H, and these are labeled by the irreducible
representations of the subgroup G. As shown by Landsman [Lan90c, Lan90d, Lan90a,
Lan90b] and Linden [LL91, LL92] this situation fits in the above formalism since the
different sectors, i.e. the inequivalent representations, come equipped with a specific type
of Yang-Mills field, see also [MT95] for an overview. What is characteristic also in this
setting is that there occur vector valued functions rather than the usual scalar valued ones.

The semiclassical properties of the Laplacian on gauge fields have been extensively
studied, see e.g. [GU90, ST84, ST89, HPS83, TU92, Wu98]. In our considerations we will
adopt the more general point of view that we are given a quantum mechanical system
whose Hilbert space is given as the product HM ⊗Hint, where the second factor is a finite-
dimensional Hilbert space and HM is the Hilbert space associated with a Riemannian
manifold M , i.e. HM ' L2(M). All the situations mentioned above fall into this class.
In a first step we only treat the degrees of freedom described on T∗M semiclassically
while we leave the quantum character of the internal degrees of freedom described on
Hint unchanged. This leads us to consider hermitian vector bundles over T∗M , whose
characteristic fibers are given by Hint. Thus we have to deal with the quantization of
functions taking values in the morphisms of these vector bundles.

In Chapter 2, after a short digression to general (required) properties of a quantization,
we give an introduction to matrix-valued microlocal analysis. In particular, we concentrate
on matrix-valued pseudodifferential calculus which is used to model (semiclassical) observ-
ables. The methods of semiclassical (or microlocal) analysis are used as a basis for the
description of the semiclassical behaviour of the translational degrees of freedom, thought
of as coordinate functions on a symplectic manifold. The internal degrees of freedom, de-
scribed as components in a general (not further specified) hermitian space, are still being
treated as quantum objects. Therefore, the scalar microlocal analysis is “tensored” with
spaces of matrices, i.e. the semiclassical quantities are no longer scalar valued but take
values in spaces of matrices. For these objects we primarily study how the time evolution
in the quantum mechanical systems is reflected in the classical counterpart. In particular,
we will consider the classical analogue of a time evolved quantum observable, which we
will show to be well-defined only if one restricts to observables that possess a classical
meaning. Since the quantum nature of observables is reminiscent in this analysis, not all
quantities occuring have a classical interpretation. We will encounter subspaces in the
quantum Hilbert space that are (semi-)classically decoupled and construct semiclassical
projection operators that establish this splitting in “semiclassical sectors”. Only observ-
ables that respect the splitting of the quantum space into these subspaces, i.e. observables
that do not induce transitions from one sector to the other, have a classical meaning and
therefore a semiclassically well-defined time evolution. Our main result connected with
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this situation is an Egorov theorem for matrix-valued pseudodifferential operators stated
in Section 2.3.2. The second main result that we will prove in Chapter 2 is concerned
with the mean semiclassical behaviour of eigenfunctions and gives another hint to the fact,
that transition between different subspaces are non-semiclassical: if we consider general
quantum observables, then, in a spectral mean, the observable can be replaced by their
restriction to the different subspaces. Thus the mean expectation values of observables
taken in eigenstates of the quantum Hamiltonian are given by the expectation values taken
in the eigenstates that are projected to each sector. Furthermore, since the expectation
values of the restricted observables can be calculated from classical quantities, also the
expectation values of the full observables can be expressed by using classical objects. The
precise statement is given by a limit formula of Szegö-type.

In Chapter 3 we set up the formalism we will use to provide a classical description
of the internal degrees of freedom, represented by the matrix-valued operators on the fi-
nite dimensional Hilbert space Hint ' C

n. Since this formalism is mainly based on the
techniques of geometric quantization, we start by outlining its basic tools and results. In
this context we consider a symplectic manifold and construct a hermitian line bundle with
connection, the pre-quantum line bundle. The states are given by sections of these line
bundles that are covariantly constant in the direction of a polarization, i.e. a subbundle
of the (complexified) tangent bundle. Thus the quantum space, i.e. the space of covari-
antly constant sections, depends on the subbundle chosen. Different quantum spaces are
related through a non-degenerate pairing given by the Blattner-Kostant-Sternberg kernel,
on which we will focus in Section 3.4. The pairing between the different Hilbert spaces
also allows for the construction of operators: If one lifts the action of symplectic trans-
formations to morphisms of the pre-quantum line bundle over the symplectic manifold,
and also considers the transformation of the polarization induced by the symplectic trans-
formation, the infinitesimal version of the combined transformations of the pre-quantum
line bundle and the polarization gives the quantum operator. This then is a differential
operator acting on sections of the line bundle (more precisely, sections that take values in
the half-form bundle, i.e. the line bundle associated with the bundle of metalinear frames
for the polarization). A particular case arises when the underlying symplectic manifold
is a coadjoint orbit of a compact Lie group. In this case the quantum spaces correspond
to irreducible representation spaces of the Lie group, and the sections in the pre-quantum
bundle are closely related to Perelomov’s coherent states. We also discuss the lift of sym-
plectic transformations which generates the quantum time evolution of coherent states.
Furthermore, coherent states yield a tool for a quantum-classical correspondence between
representation operators of the Lie group and classical objects, in this case functions on the
respective coadjoint orbits, leading to Berezin’s quantization. Using Berezin’s quantization
we can construct a Weyl-type quantization for the intrinsic degrees of freedom, which has
additional useful properties.

In Chapter 4 another typical representative of symplectic manifolds, the cotangent bun-
dle T∗

R
d of euclidean space, is considered. For this particular base manifold we perform

the geometric quantization procedure and choose a class of polarizations that are associ-
ated with a subset of the complex symmetric matrices. Covariantly constant sections with
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respect to these polarizations turn out to be closely related to the coherent states for the
Heisenberg group under the pairing between the quantum spaces corresponding to the po-
larizations described above and the vertical polarization corresponding to the Schrödinger
representation. For these coherent states we discuss the relation between the classical and
the quantum mechanical time evolution generated by quadratic Hamiltonian functions on
the classical level, and the corresponding Weyl operators on the quantum level. Combining
these results and the ones from the preceeding Chapter, we construct quantization data
for the case of a symplectic manifold given as the product of a cotangent bundle and a
coadjoint orbit: We use the product of the pre-quantum structures on this product mani-
fold together with the product polarizations and show that the we can obtain covariantly
constant sections as the product consisting of the coherent states for the Heisenberg group
and the coherent states for the Lie group. This provides us with an explicit construction
of covariantly constant sections of the pre-quantum line bundles. Since the product mani-
folds are the symplectic leaves of (T∗P )/G, where P = R

d×G is the trivial G-bundle over
R
d, this also yields an explicit construction for the geometric quantization procedure on

principal bundles, which is also described in [Rob96b, Rob96a]. As a further consequence
we obtain results on the semiclassical time evolution of these sections.

While these results deal with an exact classical propagation of quantum mechanical
states for a very special class of Hamiltonians, Chapter 5 deals with an extension to more
general dynamical behaviour: for general Hamiltonians (composed of a scalar term and a
representation operator) we show how to approximate the quantum time evolution by the
classical one with an accuracy of arbitrarily high order in the semiclassical parameter(s).
This discussion is separated into two different semiclassical scenarios: In the first one only
the translational degrees of freedom are treated in a semiclassical manner; we consider the
case that the semiclassical parameter ~ associated with the translational degrees of freedom
tends to zero, while the semiclassical parameter for the internal degrees of freedom, which
is closely related to the dimension of the space on which the internal degrees of freedom are
represented, is fixed. In the second scenario we assume that the latter parameter tends to
infinity as ~ goes to zero; more precisely, we assume that the product of both parameters
is constant. As a result, we find that in both scenarios the quantum mechanical time
evolution of coherent states may be approximated by semiclassically localized states that
are propagated under the classical time evolution. However, there is a restriction on these
results: We can only show the approximation to be well-defined for times smaller than the
so-called Ehrenfest time. This is a time scale T (~), such that T (~) → ∞ as ~ → 0, that
depends on the stability of the respective trajectory of the classical flow.

In Chapter 6 we turn again to the more general situations already described in Chapter
2. We do no longer assume that the Lie group describing the internal degrees of freedom is
explictly given nor that the quantum Hamiltonian is composed of a scalar part and a rep-
resentation operator. We thus again deal with operators that take values in the morphisms
of (finite-dimensional) hermitian vector bundles. However, the semiclassical projection op-
erators provide a method of (partially) reducing this situation to the previous, simpler one:
By projecting the quantum Hamiltonian to the semiclassically invariant subspaces of the
full Hilbert space we obtain restricted Hamiltonians that contain a scalar leading order
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term and a contribution from the unitary group (or a subgroup hereof) corresponding to
the hermitian structure of the invariant subspace. The degrees of freedom described in
these subspaces can be given a classical meaning through the Moyal-Weyl formalism devel-
oped in Chapter 3, without assuming that these degrees of freedom become semiclassical.
In terms of this description we can reformulate the Egorov theorem and the Szegö limit
formula, obtained in Chapter 2, and employ this to a generalization to the matrix valued
setting of a well-established result in the area of quantum chaos: The quantum ergodicity
theorem, originally due to [Shn74, CdV85, Zel87, HMR87]. The original version of this
theorem is concerned with distributions on the algebra of classical observables, defined
by the quantum states ψ~ according to the map B 7→ 〈ψ~,Bψ~〉, where B denotes the
quantization of the classical observable B ∈ C∞(T∗M). As a consequence of the (scalar)
Egorov theorem [Ego69] these distributions weakly converge to probability measures on
phase space that are invariant under the classical time evolution and are called quantum
limits [Zel90]. According to a hypothesis due to Berry [Ber83] quantum limits should be
given by classical probability measures on invariant sets in phase space. For classically
ergodic systems, e.g., the quantum limits should be given as the Liouville measure on the
energy shell. In fact, quantum ergodicity yields a mathematical proof of this assertion in
the sense that it shows that the phase space lifts of “almost all” eigenfunctions of the quan-
tum Hamiltonian converge to Liouville measure. This statement is generalized to the case
of matrix-valued Hamiltonians: We show that “almost all” of the projected eigenfunctions
tend towards an invariant measure which consists of the Liouville measure on an energy
shell and the volume measure on the coadjoint orbit. Moreover, this measure is uniquely
associated with the considered semiclassical subspace.

Finally, in Chapter 7, the results of Chapter 2 and Chapter 6 are applied to the Dirac
equation. In particular, the physical significance of the semiclassical projection operators
and the invariant algebra of observables with regard to Zitterbewegung is explained.
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Chapter 2

Matrix-valued microlocal analysis

2.1 Prelude: Functorial properties of quantization

Semiclassical analysis is the fundamental tool in the study of the relationship between clas-
sical and quantum mechanics. This section is devoted to the description of the classical-
quantum connection in a conceptional manner. In classical mechanics the underlying
fundamental object is the phase space, i.e. a symplectic manifold (X,ω). On the quantum
mechanical level this corresponds to a (pre-)Hilbert space HX . Furthermore, the Poisson
algebra C∞(X) of smooth functions on X with the Poisson structure induced by the sym-
plectic structure ω is associated with the symmetric operators on HX . This correspondence
is given by a quantization map

C∞(X) 3 f 7−→ op[f ],

which gives a linear map from the Poisson algebra C∞(X) to a ∗-algebra A of operators.
Originally, the following properties, the so-called Dirac axioms [Dir58], were postulated:

Definition 2.1.1. A linear map op : C∞(X) → S(HX) from the Poisson algebra to the
symmetric operators on HX is called a quantization provided that it satisfies

(i) op[1] = id.

(ii) ~
i
op[{f, g}] = [op[f ], op[g]].

(iii) For some complete set f1, . . . , fn of functions1 in involution the operators
op[f1], . . . , op[fn] form a complete commuting set2.

It turned out, however, that these requirements are too restrictive and that a quanti-
zation of this type does not exist in general3.

1See Definition 3.2.1.
2See Definition 3.2.
3See the Groenwald-Van Howe Theorem [AM78]

17
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The general approach to this problem is to enlarge the set of classical observables and to
relax the criteria for the quantum-classical correspondence, which, of course, led to many
different notions of quantization, many of which look related and have similar properties.
For now we do not specify a particular quantization but are concerned with the general
properties.

Let us replace the classical observables by the groups of which they are the infinitesimal
generators, i.e. the classical observables generate Hamiltonian vector fields whose integral
curves are symplectomorphisms. These should be represented by unitary operators on
a quantum Hilbert space. Consider the class of symplectic manifolds. For two elements
(X,ω) and (X ′, ω′) we define the product as the symplectic manifold (X×X ′, π∗ω+(π′)∗ω′),
where π and π′ are the cartesian projections. The symplectic dual X of an element (X,ω)
is (X,−ω). Now a diffeomorphism from a symplectic manifold X to a symplectic manifold
X ′ is a symplectomorphism if and only if its graph is a Lagrangian submanifold of X ×
X
′
, where X

′
denotes the symplectic dual of X ′. In general, an immersed Lagrangian

submanifold of X × X
′

is called a canonical relation. We then define the morphisms
Mor(X,X ′) to consist of all canonical relations in X×X ′

. Of course, immersed Lagrangian

submanifolds of X ×X ′
coincide with those of the symplectic dual, and we therefore have

an adjoint canonical relation of L ∈ Mor(X,X ′) as the element L∗ ∈ Mor(X ′, X) defined
by the same equivalence class of immersions into the product X ′ × X. If composition
of morphisms were defined for all L1 ∈ Mor(X,X ′) and L2 ∈ Mor(X ′, Y ), the class of
symplectic manifolds together with the morphisms defined above would be a category4.
However, consider X ×∆X′ × Y in X ×X ′ ×X ′ × Y , where ∆X′ denotes the diagonal in
X
′×X ′, which is a reducible5 coisotropic submanifold of X×X ′×X ′×Y , and the immersed

Lagrangian submanifold given as the product L1 × L2. Then L1 × L2 is called clean if it
intersects the coisotropic submanifold X×∆X′×Y cleanly. Then we obtain that L1 ◦L2 is
an immersed Lagrangian submanifold of X×Y , that is L1◦L2 ∈ Mor(X, Y ). Furthermore,
associativity of composition of morphisms holds, as soon as they are defined. The elements
of the symplectic category have a minimal element given by the zero-dimensional symplectic
manifold Z (consisting of a single point) equipped with the null symplectic structure.
Morphisms from Z to any other object X naturally identify with immersed Lagrangian
submanifolds of X. A canonical relation L ∈ Mor(X, Y ) is called a monomorphism if the
projection of L onto X is surjective and the projection of L onto Y injective, which implies
that L∗ ◦ L = idX . Dually, we define L to be an epimorphism if L∗ is a monomorphism.

A special feature exists for morphisms between the objects which are cotangent bundles.
This is connected with

Lemma 2.1.2. If M and N are smooth manifolds then the map

SM,N : T∗M × T∗N −→ T∗(M ×N), ((x, ξ), (y, η)) 7−→ (x, y, ξ,−η),

4Neglecting the fact that it is not a proper category it nevertheless is sometimes called the symplectic
category, see [BW97] and also [Wei77b, Wei71, GU90].

5 See Appendix A for a definition.
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called the Schwartz transform, is a symplectomorphism. Furthermore, let θM and θN be
the Liouville one-forms on M and N , respectively, then

S∗M,NθM×N = θM ⊕−θN ,

and SM,N induces a diffeomorphism of the zero sections of the cotangent bundles

ZM × ZN ' ZM×N ,

and an isomorphism of the vertical bundles

VM ⊕ VN ' V(M× N).

Of course, we can use the Schwartz transform to assign a Lagrangian embedding iF :
T∗M → T∗(M×N) corresponding to a symplectomorphism F : T∗M → T∗N as the com-
position of SM,N with the graph ΓF : T∗M → T∗M × T∗N of F . Also, the multiplication
of cotangent vectors with −1 defines a symplectomorphism T∗M → T∗M which combined
with the Schwartz transform leads to the symplectomorphism T∗M ×T∗N ' T∗(M ×N).
Therefore, the Schwartz transform allows us to identify canonical relations Mor(T∗M,T∗N)
with immersed Lagrangian submanifolds of T∗(M ×N).

Now the quantization task can be described as the search for a functor from the sym-
plectic category to the category of (hermitian) linear spaces, see also [Lan02, GU90]. This
means that to each symplectic manifold X we have to assign a Hilbert space HX in such
a way that HX is dual to HX and HX×Y is canonically isomorphic to HX ⊗HY . Fur-
thermore, each morphism L ∈ Mor(X, Y ) must then be assigned to a linear operator
op[L] ∈ Hom(HX ,HY ) 'H ∗

X ⊗HY in a way that commutes with compositions

op[L′ ◦ L] = op[L′] op[L].

In the sequel we will encounter several examples for quantizations. These will show
that in general there is more information than just a Lagrangian submanifold required
to determine an element in HX . Furthermore, the Hilbert space HX may carry some
filtration, such as powers of ~ or degrees of smoothness, and the quantization may be
correct only to within a certain accuracy.

2.1.1 Semiclassical quantization in cotangent bundles

As we have already seen above, cotangent bundles have a very special structure and cor-
responding features. For this class of symplectic manifolds we can tackle the quantization
problem by a technique that is based on the WKB approximation, yielding an explicit
expression for the quantization map. To give a motivation for this procedure, consider the
Schrödinger operator on Rd,

H = − ~2

2m
∆ + V (x).
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An approximate solution of the eigenvalue equation (H− E)ψ = 0 is then given by

ψ(x) = e
i
~S(x),

where the phase S has to fulfill the Hamilton-Jacobi equation

1

2m
‖∇S‖2 + (V − E) = 0.

Therefore, S satisfies the Hamilton-Jacobi equation iff the image L of the differential dS,
viewed as a mapping Rd → T∗

R
d, lies in the level set H−1(E), where H(x, ξ) = ξ2

2m
+V (x).

In this case the phase function is called admissible, a property that can be characterized
by the following conditions:

(i) L is a d-dimensional submanifold of H−1(E).

(ii) The pull-back of the canonical one-form θ to L is exact.

(iii) The restriction of the canonical projection π : T∗
R
d → R

d to L induces a diffeomor-
phism L ' Rn, i.e. L is projectable.

See also [GS90]. If we want to go to higher order approximations of the time independent
Schrödinger equation we have to make an ansatz of the form

ψ(x) = e
i
~S(x)(a0(x) + ~a1(x) + · · · ),

where we obtain that aj has to fulfill the transport equation

aj∆S + 2(∇aj)(∇S) = (1− δj0)i∆aj−1,

whose homogeneous version, for j = 0, can be rewritten as

d∑
ν=1

∂xν

(
a2∂xνS

)
= 0.

Now consider the restriction of the Hamiltonian vector field to L = im( dS) which reads

XH |L =
n∑
ν=1

((∂xνS)∂xν − (∂xνV )∂ξν ) ,

and whose projection to Rd coincides with ∇S. Using the correspondence between the
divergence of a vector field and a density6, the homogeneous transport equation says that
a2π∗XH is divergence free, which can be written as

Lπ∗XH
(a2| dx|) = 0,

6See [Fra97], where a density is called a pseudoform, or [MR94].
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where | dx| denotes the canonical density on Rd. Now as a consequence of the Hamilton-
Jacobi Theorem, see [BW97], XH is tangent to L and the Lie derivative is invariant under
diffeomorphisms, so the above equation is fulfilled iff the pull-back of a2| dx| to L via
the projection π is invariant under the flow XH . This suggests that a solution of the
Hamilton-Jacobi equation should be a half-density on L which is invariant by XH , or more
generally that quantum states themselves should be represented by half-densities on the
configuration space. Summarizing, we have

Proposition 2.1.3. If S is an admissible phase function and a is a half-density on L =
im( dS) which is invariant under the flow of the classical Hamiltonian, then e

i
~S( dS)∗a is

a second order approximate solution to the time-independent Schrödinger equation.

Leaving the scenario of euclidean space we turn to the WKB quantization on general
cotangent bundles and start from a Lagrangian immersion i : L→ T∗M and set πL = π ◦ i
where π : T∗M → M . The critical points and critical values of πL are called singular
points and caustic points of L. We say that (L, i) is projectable if πL is a diffeomorphism.
Now a one-form α ∈ Λ1(M) can be thought of as a map γα : M → T∗M and the relation
α ↔ (M,γα) defines a bijective correspondence between the vector space of closed one-
forms on M and the set of projectable Lagrangian submanifolds of T∗M , since

γ∗αθM = α.

This follows from πγα = idM and the definition of the Liouville one-form7, and therefore

dα = γ∗αωM .

In this setting we call S : M → R a phase function for a projectable Lagrangian
embedding (L, i) ⊂ T∗M provided that i(L) = dS(M). This is fulfilled iff

d(S ◦ πL) = i∗θM .

Therefore L is the image of an exact one-form on M iff the restriction of the Liouville form
to L is itself exact, in which case we call the Lagrangian immersion exact.

In analogy to the WKB-approximation on Rd we try to quantize an exact Lagrangian
immersion (L, i) ⊂ T∗M by choosing a primitive φ : L→ R such that dφ = θM and form
the half-density on M given by

I~(L, i, φ, a) := (π−1
L )∗ e

i
~φ a,

where a is a half-density on L. Now suppose that the Lagrangian immersion is no longer
exact but projectable, then since i∗θM on L is closed it is locally exact by the Poincaré
lemma and we can find a cover {Lj} of L and functions φj : Lj → R such that dφj =
i∗θM |Lj

and we can quantize (Lj, i|Lj
, φj, aj) as above to obtain

Ij =
(
π−1
Lj

)∗
e

i
~φj aj.

7γ∗αθM (p)(v) = θ(γα(p))((γα)∗v) = 〈γα(p), v〉, where v ∈ TM .
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In order to quantize (L, i, a) we have to piece together the Ij to form a well-defined global
half-density. This is possible only if the functions φj can be chosen such that the oscillatory

coefficients e
i
~φj agree on the overlaps, i.e. we must have

φj − φk ∈ 2π~Z

on each Lj ∩ Lk, which by definition is the condition that the Liouville class λL,i of the
immersed Lagrangian submanifold is ~-integral. We will use the following terminology:

Definition 2.1.4. A projectable Lagrangian submanifold (L, i) ⊂ T∗M is quantizable if
its Liouville class λL,i is ~-integral.

However, this simple quantization scheme does not generalize immediately to non-project-
able immersed Lagrangian submanifolds, since the projection cannot be used to push-
forward half-densities from L to M . Consider an arbitrary immersed Lagrangian subman-
ifold (L, i) ⊂ T∗M and a half-density a on L. If p ∈ πL(L) is non-caustic and πL is proper8

there is a contractible neighbourhood U ⊂ M of p for which π−1
L (U) consists of finitely

many disjoint open subset Lj ⊂ L such that each (Lj, i|Lj
) is a projectable Lagrangian

submanifold of T∗U . Choosing a generalized phase function φj : Lj → R, we expect that
the quantization looks like ∑

j

(π−1
L )∗ e

i
~φj aj

on U . We generalize the previous definition to

Definition 2.1.4’. An immersed Lagrangian submanifold (L, i) ⊂ T∗M is said to be
prequantizable if its Liouville class λL,i is ~-integral for some ~ ∈ R+.

In order to give a geometrical description of the prequantizability condition and to show
the close connection between geometrical and WKB quantization, we set up

Definition 2.1.5. For ~ ∈ R+ the prequantum T~ bundle associated to a cotangent bundle
(T∗M,ωM) consists of the trivial principal bundle QM,~ := T∗M × T~ together with the
connection one-form ϕ = −π∗αM + dσ.

Here σ denotes the (multiple-valued) linear variable in T~ = R/(2π~Z) and π : QM,~ →
T∗M is the bundle projection. If i : L→ T∗M is any Lagrangian immersion the curvature
of the induced connection on i∗QM,~ coincides with i∗ωM and therefore vanishes. We can

associate to QM,~ the line bundle EM,~ through the representation x 7→ e−
i
~x of T~ in U(1).

Then φ induces a parallel section of i∗EM,~ by means of e
i
~φ and we have

Theorem 2.1.6. An immersed Lagrangian submanifold (L, i) ⊂ T∗M is prequantizable if
and only if for some ~ > 0 there exists a nonzero parallel section over L of the line bundle
i∗EM,~.

8i.e. the pre-image of a compact set is compact.
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We now turn to non-projectable Lagrangian immersions. In order to parameterize
these submanifolds we start with a function ϕ : U ×Rm → R, where U ⊂M , and a point
p̃ = (p, v) ∈ (U,Rm). In the projectable case, we used a function f : T∗M ⊃ U → R to
obtain a mapping df : U → T∗M , i.e. for any smooth curve γ in M satisfying γ(0) = p
we have dfp(γ̇(0)) = (f ◦ γ)′(0). If we now try to define dϕp̃ ∈ T∗

pM analogously by
dϕp̃(γ̇(0)) = (ϕ ◦ γ̃)′(0) for any lift γ̃ of γ to the product U × Rm such that γ̃(0) = p̃,
we have to realize, that in general this fails, since the value of the directional derivative
(ϕ ◦ γ̃)′(0) depends on the lift γ̃. If, however, the fiber-derivative ∂ϕ/∂ϑ, where ϑ are
coordinates of Rm, vanishes at p̃, the expression for dϕp̃ is a well-defined element of T∗

pM .
We define the fiber critical set

Σϕ :=

{
p̃ ∈ U ×Rm;

∂ϕ

∂ϑ
(p̃) = 0

}
.

The assumption that the map ∂ϕ/∂ϑ : U ×Rm → R
m is transverse to 0 implies that the

fiber critical set is a smooth submanifold of U ×Rm and the assignment p̃ 7→ dϕp̃ defines
a Lagrangian immersion of Σϕ into T∗M . To see this, consider the general situation that
we have smooth manifolds M and B together with a smooth submersion pM : B → M .

Dualizing the inclusion E := ker(pM)∗
i
↪→ TB gives a short exact sequence of vector bundles

0← E∗ i∗← T∗B ← E⊥ ← 0, (2.1.1)

where E⊥ ⊂ T∗B denotes the annihilator of E in T∗B. The fiber derivative of a function
φ : B → R is the composition dϑφ := i∗ ◦ dφ, and its fiber critical set is defined as

Σφ = ( dϑφ)−1ZE∗ ,

where ZE∗ denotes the zero section in E∗. The function φ is called non-degenerate if
its fiber derivative is transverse to ZE∗ , in which case Σφ is a smooth submanifold of B.
Furthermore, on Σφ the fiber derivative dϑφ has a well-defined intrinsic derivative ∇ dθφ,
see [GG73, GS90].

Let us make a short digression in order to give the notion of an intrinsic derivative. To
this end, we consider a vector bundle map σ : E → F over a manifold M and let m ∈M .
Choose local trivializations E ' Ex × U, F ' Fx × U for a neighbourhood U 3 x. For
each e ∈ Ex choose a function s : U → Ex with s(x) = e. Then σ determines a map
A : Ex → Fx on U and therefore As is a function on U with values in Fx for which we may
compute the differential at x. Now if v ∈ TxM is any tangent vector we may define a map

∇xσ : kerσ(x)⊗ TxM → cokerσ(x)

by
∇xσ(e⊗ v) := πcokerσ(x)〈v, d(As)〉,

which for e ∈ kerσ(x) is independent of the choice of the section s and of the local
trivializations and therefore well-defined, see [GS90].
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In our case we have σ = dθφ whose intrinsic derivative is well-defined on the fiber
critical set Σφ and a corresponding induced exact sequence of vector bundles

0 −→ TΣφ −→ TΣφ
B

∇ dθφ−→ E∗|Σφ
−→ 0. (2.1.2)

Furthermore, we define the fiber Hessian Hessφ of φ at p ∈ Σφ as the composition

Hessφ := ∇ dθφ ◦ i : Ep −→ E∗
p .

Now we may identify the annihilator E⊥ of E in T∗B with the pull back of p∗T∗M
which gives a natural projection π : E⊥ → T∗M . On Σφ the differential dφ defines a
section of E⊥ which we can project by π to T∗M . For

λφ := π ◦ dφ : Σφ −→ T∗M

we have the following

Theorem 2.1.7. If φ is non-degenerate, then the map λφ : Σφ → T∗M is an exact
Lagrangian immersion.

According to the definition,

dim ker Hessφ = dim(TpΣφ ∩ Ep)

for all p ∈ Σφ, which also equals
dim ker(π ◦ λφ)∗

on Σφ. Therefore the dimension of the fibers of B → M has to be at least dim ker Hessφ;
if it is equal k we say that φ is reduced. This is the case when the fiber hessian vanishes.

We are now heading towards a concept which describes the local parameterization of
Lagrangian submanifolds. To this end we will need some more definitions.

Definition 2.1.8. A triple (B, p, φ) is called a Morse family over a manifold M if p : B →
M is a smooth submersion and φ is a non-degenerate phase function on B such that λφ
is an embedding. A Morse family is said to be reduced at b ∈ B if φ is a reduced phase
function at b.

We then say that the Lagrangian submanifold λφ(Σφ) = Λφ is generated by the Morse
family (B, p, φ). If i : Λ→ T∗M is a Lagrangian immersion and b ∈ Λ then we denote by
M(Λ, i, b) the class of Morse families (B, p, φ) which generate i(U) for some neighbourhood
U ⊂ Λ of b.

If we have a Morse family (B, p, φ) ∈M(Λ, i, b) then we can produce further elements
of the same class by the following operations:

1. Addition: For any c ∈ R also (B, p, φ+ c) is in M(Λ, i, b).

2. Composition: If p′ : B′ → M is a second submersion and g : B′ → B a fiber-
preserving diffeomorphism then (B′, p′, φ ◦ g) ∈M(Λ, i, b).
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3. Suspension: The suspension of (B, p, φ) by a non-degenerate quadratic form Q on Rn

is defined as the Morse family given by the submersion p̃ : B×Rn →M , obtained by
composing p with the projection along Rn and the phase function φ̃ = φ+Q. Then
also (B ×Rn, p̃, φ̃) ∈M(Λ, i, b).

4. Restriction: If B′ is any open subset of B containing λ−1
φ (b) then the restrictions of

p and φ to B′ define a Morse family on M which belongs to M(Λ, i, b).

This shows that the phase function which generates a neighbourhood of a certain point
of a Lagrangian manifold is far from unique. However, the above operations generate an
equivalence relation among the Morse families which is called stable equivalence. We have
the following fundamental result

Theorem 2.1.9. Let i : Λ→ T∗M be a Lagrangian immersion and b ∈ Λ. Then

(i) M(Λ, i, b) contains a reduced Morse family over M . In particular M(Λ, i, b) is non-
empty.

(ii) Any two members of M(Λ, i, b) are stably equivalent.

This means that an immersed Lagrangian submanifold can always be parameterized in
the way described above; for a proof we refer to [BW97].

2.1.2 Maslov objects

So far we have only been concerned with the quantization of Lagrangian submanifolds
away from caustic points. In the study of Lagrangian immersions i : L → T∗M in the
neighbourhood of caustic points the relationship of TL to the vertical bundle i∗VM of
i∗TL is important. We enlighten this fact by the following

Preliminaries

Consider T∗
R ' R

2 and an immersion i : L → T∗
R. We denote by (x, ξ) ∈ T∗

R the
canonical symplectic coordinates and by πξ the projection onto the ξ-axis, which takes
over the role of the vertical bundle V(T∗

R). If πξ is a diffeomorphism, then (L, i) is said to
be ξ-projectable, in which case there exists an alternative generating function τ : L → R

satisfying dτ = i∗(−x dξ), obtained by thinking of R2 as the cotangent bundle of ξ-space.
Consider the Lagrangian submanifold i(η) = (q, η) which obviously is not projectable on

the x-axis. Since the wavefunction corresponding to a constant half-density on L should
correspond to a probability distribution describing the position of a particle at q with
completely indetermined momentum, it should be a delta function supported at q. The
basic idea due to Maslov is given by analyzing this situation by pretending that ξ is
position and x momentum, then quantizing to obtain a function on ξ-space. Using the
phase function τ(η) = −qη on L we obtain

(π−1
ξ )∗ e

i
~ τ | dη|1/2 = e−

i
~ qξ | dξ|1/2.
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In the simplest form, Maslov’s technique is to suppose that (L, i) ⊂ T∗
R
d is ξ-projectable

so that dτ = i∗(−x dξ) for some phase function τ on L. If a is a half-density on L, we
define a function B on ξ-space by the equation

B| dξ|1/2 = (π−1
ξ )∗ e

i
~ τ a.

Then the Maslov quantization of (L, i, τ, a) is defined by the half-density

J~(L, i, τ, a) := F−1
~ (B)| dx|1/2,

where F~ denotes the ~-Fourier transform. To relate this construction to the one given
by pulling back half-densities, we have to compare the results in the case of a Lagrangian
submanifold which is both x- and ξ-projectable. We look at a linear example, where the
embedding i : R → T∗

R is given by i(x) = (x, kx) with k 6= 0. Generalized phase
functions on (L, i) of the forms ξ dx and −x dξ are given by φ(x) = k

2
x2 and τ(x) = −k

2
x2

respectively. If a is a constant half-density on L, then according to the transformation
properties of half-densities we have

(π−1
L )∗a = A| dx|1/2, (π−1

ξ )∗a = |k|−1/2A| dξ|1/2,

for a real constant A ∈ R determined by a. Quantization by pull-back therefore gives

I~(L, i, φ, a) = e
i

2~kx
2

A| dx|1/2.

On the other hand, we have (π−1
ξ )∗τ(ξ) = ξ2

2k
and a computation shows that

F−1
~ ((π−1

ξ )∗ e
i
~ τ )(x) = |k|1/2 e− iπsgn(k)/4 e

i
2~kx

2

.

Thus, by identifying A = |k|1/2, Maslov’s technique yields

J~(L, i, τ, a) = e− iπsgn(k)/4 I~(L, i, φ, a),

i.e. both methods differ by a constant phase shift.
A similar correspondence for more general bi-projectable Lagrangian embeddings can

be established by choosing
φ = τ + i∗(xξ)

which means that the trivial additive constants in the phase functions are chosen in a
suitable way. Next let S(x) and T (ξ) be the functions defined by pull-back:

S = (π−1
L )∗φ, T = (π−1

ξ )∗τ.

Then S and T satisfy the Legendre relation, see [Arn78],

S(x) = −ξ(x)T ′(ξ(x)) + T (ξ(x)),
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where ξ(x) = S ′(x) and it follows that

T ′′(ξ(x)) = −(S ′′(x))−1.

A half-density a on L determines functions A(x) and B(ξ) such that

(π−1
L )∗a = A| dx|1/2, (π−1

ξ )∗a = B| dξ|1/2,

and
A(x) = |S ′′(x)|1/2B(ξ(x)).

For each x we have to compare the Maslov half-density

J~(L, i, τ, a) = (2π~)−1/2

∫
R

e
i
~ (xξ+T (ξ))B(ξ) dξ| dx|1/2

with that one obtained by pull-back

I~(L, i, φ, a) = e
i
~S A| dx|1/2.

To this end set k(x) = T ′′(ξ(x)) and apply the method of stationary phase, which gives
[BW97]

J~(L, i, τ, a) = e− iπsgn(k)/4 I~(L, i, φ, a) +O(~).

The essential difference between the naive quantization and Maslov’s description lies in
the relative phase constants of the summands of I~ as illustrated by the above example.
However, the main advantage of Maslov’s description is that the objects occuring are
smooth, even at caustic points.

According to the above example the relative phase depends on T (ξ): This will have an
inflection point at precisely those ξ for which (T ′(ξ), ξ) is a singular point of L. Moreover,
the sign of T ′′ at nearby points depends only on L and not on the choice of T . Keeping
this in mind, suppose that (L, i) is a closed immersed curve in R2 that is non-degenerate in
the sense that if T is a ξ-dependent phase function of a subset of L, then T ′ only has non-
degenerate critical points. Under this assumption sgn(T ′′) changes by ±2 in the vicinity
of a critical point of T ′, and we can assign an index to (L, i) by summing up these changes
while transversing L in a prescribed direction. The result is twice an integer, known as the
Maslov index of (L, i), see [Arn67].

The Maslov class and its line bundle

In the general case, the ξ-plane is replaced by the vertical bundle i∗VM . There is a degree-
one cohomology class associated with i∗VM and i∗TL, where (L, i) denotes a Lagrangian
immersion. We will now shortly describe, how the Maslov class is defined.

Let V be a symplectic vector space and Lag(V ) the collection of all Lagrangian sub-
spaces, i.e. the Lagrangian Grassmannian. We have, see [BW97] and Appendix A,

π1(Lag(V )) ' π1(S
1) ' Z,
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which gives a natural homomorphism

H1(S1,Z)→ H1(Lag(V ),Z).

The image of the canonical generator of H1(S1,Z) under this map is called the universal
Maslov class µV .

Now let E be a symplectic vector bundle over M , then any pair L, L′ of Lagrangian
subbundles of E defines a cohomology class µ(L,L′) ∈ H1(M,Z) as follows: Assume that
E admits a symplectic trivialization f : E →M×V with some symplectic vector space V ,
and we denote by fL, fL : M → Lag(V ) the maps induced by the Lagrangian subbundles
f(L) and f(L′) of M × V . Then

µ(L,L′) = (f ∗L − f ∗L′)µV .

Associated with any Morse family (B, pB, φ) over a manifold M is an index function
indφ : Lφ → Z defined by

indφ(p) = ind(Hessφλ−1
φ (p)),

where the index of a quadratic form is the dimension of the largest subspace on which it
is negative-definite. Since the fiber Hessian is nondegenerate where Lφ is projectable, the
index function indφ is constant on any connected projectable subset of Lφ. From the fact
that any two Morse families are stably equivalent it follows that two index functions indφ
and indφ′ differ by an integer on each connected component of Lφ ∩ Lφ′ .

Since the Maslov class is a degree one cohomology class it determines an isomorphism
class of flat hermitian line bundles, see [Ste51, Hus75]. Instead of constructing this iso-
morphism class, we provide a canonical representative. To this end consider the union

M(L, i) =
⋃
p∈L

M(L, i, p),

with the discrete topology (see e.g. [Mun00]). On the subset L×M(L, i)×Z consisting of
all (p, (B, pB, φ), n) such that (B, pB, φ) ∈M(L, i, p) we introduce an equivalence relation
by setting

(p, (B, pB, φ), n) ∼ (p̃, (B̃, pB̃, φ̃), ñ),

provided that p = p̃, and

n+ indφ(p) = ñ+ indφ̃(p̃).

The corresponding quotient space is a principal Z-bundle ML,i over L that is called the
Maslov principal bundle. Associated to this bundle is the Maslov line bundle, where we
represent Z on U(1) by n 7→ eiπn/2. This line bundle has a natural flat connection with
holonomy Z4.
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Alternative description of the Maslov bundle We now want to give an alternative
description of the Maslov bundle, see also Section A.3.3. Given two Lagrangian subspaces
L and L′ of a symplectic vector space V , we denote by LagL,L′ the subset of the Lagrangian
Grassmannian Lag(V ) comprised of those Lagrangian subspaces which are transverse to
both L and L′. For W, W ′ ∈ LagL,L′ the cross index of the quadruple (L,L′;W,W ′) is
defined as the integer

σ(L,L′;W,W ′) = ind(L,L′;W )− ind(L,L′,W”).

First we have to explain how ind(L,L′;W ) is defined for W transversal to both L and L′:
There is a natural linear symplectomorphism from V to L⊕ L∗ which sends W to 0⊕ L∗
and L′ to the graph of some self-adjoint linear map T : L→ L∗, see [GS90] and Appendix
A. Denoting by QT the quadratic form on L induced by T we define

ind(L,L′;W ) = indQT and sgn(L,L′;W ) = sgnQT .

Because of the property

ind(L,L′;W ) = − ind(L′, L;W ) = − ind(L,W ;L′)

one immediately verifies the cocycle relation

σ(L,L′;W,W ′) + σ(L,L′;W ′,W ′′) + σ(L,L′;W ′′,W ) = 0,

where W, W ′, W ′′ ∈ LagL,L′ . Denote by FL,L′(V ) the space of functions f : LagL,L′ → Z

such that

f(W )− f(W ′) = σ(L,L′;W,W ′)

for all W,W ′ ∈ LagL,L′ . Since any such function is determined up to an additive constant
by its value at a single point of LagL,L′ , it follows that Z acts simply and transitively by
addition on FL,L′(V ).

We can assign a principal Z-bundle to a triple (E,F,F′), where E is a symplectic
vector bundle and F and F′ are Lagrangian subbundles. Associated to E is the Lagrangian
Grassmannian bundle Lag(E) whose fiber at x ∈ M is simply Lag(Ex). The Lagrangian
subbundles F and F′ are then smooth sections of Lag(E) and we denote by MF,F′(E) the
principal Z-bundle whose fiber over x ∈M equals FFx,F′x(Ex).

A special case of this set-up occurs, when L is an immersed Lagrangian submanifold of
T∗M such that E = i∗T(T∗M) is a symplectic vector bundle over L. Natural Lagrangian
subbundles are then F = i∗TL and = F′ = i∗VM .

We quote the following result, and refer to [BW97] and [Arn67, Hör71, DH72, Dui96]
for a proof.

Theorem 2.1.10. In the above notation, the Maslov bundle ML,i is canonically isomorphic
to MF,F′(E).
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2.1.3 WKB quantization

We now explicitly turn to WKB quantization and define the phase bundle associated with
an immersed Lagrangian submanifold i : L→ T∗M as the tensor product

ΦL,i,~ := ML,~ ⊗ i∗EM,~ (2.1.3)

of the Maslov line bundle and the prequantum line bundle over T∗M , see Definition 2.1.5
and the following discussion. The product of the flat connections defines a flat connection
on the phase bundle. The phase bundle ΦL,i,~ can be described explicitly as the collection
of all quintuples (p, t, (B, pB, φ), n, z) where (p, t, n, z) ∈ L× T~ × Z× C and (B, pB, φ) ∈
M(L, i, p), modulo the equivalence relation given by

(p, t, (B, pB, φ), n, z) ∼ (p̃, t̃, (B̃, pB̃, φ̃), ñ, z̃)

whenever p = p̃ and

z · e−
i
~ t eiπ(n+indφ(p))/2 = z̃ · e−

i
~ t̃ eiπ(ñ+indφ̃(p̃))/2 .

Now a Morse family (B, pB, φ) which generates an open subset Lφ of L defines a non-
vanishing parallel section of the phase bundle by

sφ,~(p) =
[
p, 0, (B, pB, φ), 0, e−

i
~φ(y)

]
, (2.1.4)

where λφ(y) = p. For each ~ ∈ R+ we denote by Γpar(ΦL,i,~) the space of parallel sections.
The product

ΓL,i :=
∏
~>0

Γpar(ΦL,i,~)

has the structure of a C-module. An element s ∈ ΓL,i is a function which assigns to a
~ ∈ R+ an element s~ ∈ Γpar(ΦL,i,~) so that the map p 7→ s~(p) defines a parallel section
of ΦL,i,~.

The symbol space of (L, i) is defined as the complex vector space

SL,i := |Λ|1/2L⊗ ΓL,i,

and the amplitude bundle Aφ associated with a Morse family (B, pB, φ) over a smooth
manifold M is defined as the complex line bundle

Aφ := |Λ|1/2B ⊗ |Λ|1/2E

over B, where again E denotes the subbundle ker(pB∗) of TB. An amplitude is a section
a of Aφ. We say that a is properly supported provided that the restriction of pB : B →M
to supp(a) is a proper map. Now because of the exact sequence of vector bundles (2.1.1) it
follows that |Λ|1/2B is naturally isomorphic to |Λ|1/2p∗BTM⊗|Λ|1/2E, see e.g. [BW97, Dui96],
which yields

Aφ ' |Λ|1/2p∗BTM ⊗ |Λ|E.
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Under this isomorphism the image of an amplitude a on B can be written as p∗B| dx|
1/2⊗σ,

where σ is a family of 1-densities on the fibers of pB, i.e. σx is a density on each non-empty
p−1
B (x). By integration over the fibers we can pass to a half-density on M ,

I~(φ, a)(x) = (2π~)−n/2 e− inπ/4

(∫
p−1

B (x)

eiφ/~ σx

)
| dx|1/2,

where n = dim(p−1
B (x)). Geometrically, we pass from a to a symbol on Lφ by using the

exact sequence (2.1.2) and the natural isomorphism |Λ|−1/2E ' |Λ|1/2E∗. This shows that
the restriction of Aφ to Σφ is isomorphic to |Λ|1/2Σφ. If the restriction of an amplitude a

corresponds to a half-density a on Σφ, we define the associated symbol on Lφ according to

sa := ((λ−1
φ ◦ i)

−1)∗a⊗ sφ,

where sφ is the section of the phase bundle defined in (2.1.4). For projectable (L, i) the
symbol sa and the half-density I~(φ, a) are linked by

Theorem 2.1.11. Suppose that two Morse families (B, pB, φ) and (B̃, pB̃, φ̃) generate the
same projectable Lagrangian embedding (L, i), and let a and ã be amplitudes on B and B̃,
respectively. Then sa = sã on L if and only if

|I~(φ, a)− I~(φ̃, ã)| = O(~).

Morse families allow for the quantization of symbols on immersed Lagrangian manifolds
locally: Suppose that (B, pB, φ) is a Morse family such that the phase function φ generates
a subset Lφ ⊂ L and consider a symbol s on L supported in Lφ. Then there exists a unique
half-density a supported in Lφ such that s = a⊗ sφ and (λ−1

φ ◦ i)∗a can be identified with
a section of the amplitude bundle of B over Σφ, which may be extended to an amplitude
a on B, compactly supported on the fibers. Let us then set for now

I~(L, i, s) = I~(φ, a)(X).

As one realized immediately from the preceding discussion, if (B̃, pB̃, φ̃) is another Morse
family which generates Lφ and ã is a corresponding amplitude on B̃, then sa = sã = s and
according to Theorem 2.1.11

|I~(φ, a)− I~(φ̃, ã)| = O(~),

and I~(L, i, s) is well-defined up to terms of order ~. In order to quantize arbitrary symbols
s on L we use a partition of unity subordinate to a locally finite covering {Lj} of L and
glue the local constructions together. In order to obtain non-vanishing parallel sections of
the phase bundle we employ the Maslov quantization condition: The phase class of ΦL,i

has to be ~-integral, i.e. the local constructions have to coincide on the intersection of their
domains of definition.
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Example 2.1.12. Let N be a closed submanifold of a smooth manifold M , together with
an embedding i : N ↪→M , and let U be a tubular neighbourhood9 of N . Then the image
of the normal bundle N(N) ⊂ TNM under the embedding ψ : N(N)→M satisfies ψ = π
on the zero section of N(N), where π : N(N)→ N is the natural projection in the normal
bundle. Define r := π ◦ψ−1, which is the retraction of U on N , and the natural submersion
pN : r∗N⊥ → M , where N⊥ denotes the conormal bundle of N in T∗M . Furthermore,
define

φ : r∗N⊥ → R, φ(p) = 〈p, ψ−1(pN(p))〉.
These objects together define a Morse family (r∗N⊥, pN , φ), the fiber critical set of φ is
given by Σφ = p−1

N (N) = N⊥ and the map λφ : N⊥ → T∗M is the inclusion. Thus the
conormal bundle of N is a Lagrangian submanifold of T∗M that admits a global generating
function, and therefore both the Liouville and the Maslov classes of N⊥ are trivial. In
particular, this implies that the conormal bundle of any submanifold of M satisfies the
Maslov quantization condition.

So far the quantization of general symbols was concerned with regular values of πL.
However, the above considerations are no longer valid at caustics, since the principle of
stationary phase (see [Hör90b, GS94]) no longer applies to∫

p−1
B (x)

e
i
~φ σx

when x is a caustic point, at which the phase function φ has a degenerate critical point.
However, for a compactly supported amplitude a we can define a distributional half-density
on M according to

〈I~(φ, a), u〉 = (2π~)−b/2 e−
i
4
πb

∫
B

e
i
~φ a⊗ p∗Bu,

where b = dimB and u ∈ |Λ0|1/2M . As above the local constructions can be glued together
to give a well-defined quantization prescription. Then, the statement analogous to the one
of Theorem 2.1.11 is given by

Theorem 2.1.13. Suppose that two Morse families (B, pB, φ) and (B̃, pB̃, φ̃) generate the
same Lagrangian embedding (L, i) and let a and ã be amplitudes on B and B̃, respectively.
If ψ : M → R is a smooth function whose differential intersects i(L) at exactly one point
i(p) transversally, then sa(p) = sã(p) if and only if∣∣∣〈I~(φ, a), e−

i
~ψ u〉 − 〈I~(φ̃, ã), e−

i
~ψ u〉

∣∣∣ = O(~).

The above considerations show in principle how to quantize immersed Lagrangian sub-
manifolds of cotangent bundles. In order to verify that this quantization fulfills the funda-
mental properties of Section 2.1 we now verify its composition properties.

9The definition of a tubular neighbourhood is as follows: Consider the normal bundle N(N) =
i∗TM/i∗TN . Then N is naturally identified with the zero section in N(N). In this case there is a
neighbourhood U ⊂M of i(N) in M and a diffeomorphism ψ : N(N)→ U satisfying ψ(m) = i(m) for all
m ∈ N .
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2.1.4 Composition of semiclassical states

Let L1 and L2 be immersed Lagrangian submanifolds of T∗M and T∗N , respectively. Then
their product L2 ×L1 gives a Lagrangian submanifold of T∗(M ×N) under the Schwartz-
transform defined in Lemma 2.1.2, SM,N : T∗M ×T∗N → T∗(M ×N). The phase bundle
(2.1.3) ΦL2×L1,~ is canonically isomorphic to the tensor product ΦL2,~⊗Φ−1

L1,~. Furthermore,

we have an isomorphism of the density bundle |Ω|1/2(L2 × L1) → |Ω|1/2L2 ⊗ |Ω|1/2L1 and
thus a natural isomorphism of the symbol spaces

SL2 ⊗SL1 → SL2×L1 , (s2, s1) 7→ s2 ⊗ s∗1, (2.1.5)

and it makes sense to set up

Definition 2.1.14. The product of semiclassical states (L1, s1) and (L2, s2) in T∗M and
T∗N , respectively is the semi-classical state (L2 × L1, s2 ⊗ s∗1) in T∗(M ×N).

Turning to compositions, we recall that the Schwartz-transform identifies a canonical
relation in Mor(T∗M,T∗V ) with an immersed Lagrangian submanifold in T∗(M × V ).
Consider the diagram

T∗V × T∗N × T∗N × T∗M T∗(M ×N ×N × V )

T∗V × T∗M T∗(M × V )

//
SV×N,N×M◦(SV,N×SN,M )

�� ��

//

SV,M

where the left vertical arrow denotes the reduction defined by the coisotropic submanifold
C = T∗V ×∆T∗N×T∗N and the right vertical arrow the reduction defined by the image of C
under the Schwartz-transform. Now let L and L′ be Lagrangian immersions in T∗(M ×N)
and T∗(N × V ) respectively. Then L′ ◦ L ∈ Mor(T∗M,T∗V ) is the reduction of L2 × L1

by C. And the Schwartz transform of L2×L1 reduced by the image CV,N,M of C gives the
image of L2 ◦ L1 under the Schwartz transform.

Definition 2.1.15. A reducible pair (C,L) in a symplectic manifold P is called properly
reducible, if the quotient of I = L×P C by its characteristic foliation is a smooth Hausdorff
manifold and the map I → LC = (L ∩ C)/(L ∩ C⊥) is proper.

We refer to Appendix A for a definition and an outline of the reduction procedure used
here. Since our aim in this section is of a mainly conceptional nature, the reader who is
not familiar with these notions may proceed with Definition 2.1.19 without asking for the
technical conditions which allow semiclassical states to be composed.

Lemma 2.1.16. If (C,L) is a properly reducible pair in a symplectic manifold P , there
exists a natural linear map

|Ω|1/2L⊗ |Ω|1/2C → |Ω|1/2LC .
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Now let M be a smooth manifold and consider a submanifold N ⊂M equipped with a
foliation F such that the leaf space NF is a smooth Hausdorff manifold. Then

CN = {(x, p) ∈ T∗M ; x ∈ N, Fx ⊂ ker p}

is a coisotropic submanifold of T∗M whose reduced space is the cotangent bundle T∗NF of
the leaf space. If L is an immersed Lagrangian submanifold of T∗M such that (CN , L) form
a reducible pair, we denote by I the fiber product L×T∗M CN and consider the diagram

L T∗M

I CN

LC T∗N

//

OO� � � � � � � � �

rL

//
rCN

��
� �
� �
� �
� �
�

π

OO� � � � � � � � �
i

��
� �
� �
� �
� �
�

pC

//

j

.

Then we have

Lemma 2.1.17. In the notation of the diagram above, there is a natural isomorphism

r∗LΦL,~ → π∗ΦLC ,~.

Together with the map for the density bundles we therefore obtain a natural map for
the symbol spaces,

SL → SLC
.

In the following we will employ

Definition 2.1.18. Semiclassical states (L1, s1) in T∗(M ×N) and (L2, s2) in T∗(N × V )
are called composable if the conormal submanifold CV,N,M and the immersed Lagrangian
submanifold L2 × L1 form a properly reducible pair.

We obtain for any properly reducible pair a natural linear map of symbol spaces

SL2 ⊗SL1 → SL2◦L1 (2.1.6)

given by the composition of the product map (2.1.5) and the reduction map (2.1.6). We
denote the image of s2 ⊗ s1 under this map by s2 ◦ s1.

Definition 2.1.19. If a semi-classical state (L1, s1) in T∗(M × N) is composable with
another semiclassical state (L2, s2) in T∗(N ×V ), their composition is defined as the semi-
classical state (L2 ◦ L1, s2 ◦ s1) in T∗(M × V ).
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We have used the Schwartz transform to give a meaning to the composed symbols
on the image of L2 ◦ L1. On the quantum level, the analogous correspondence is given
by the Schwartz kernel theorem: Let M be a smooth manifold and consider distribu-
tional half-densities on M as continuous C-linear functionals on the compactly supported
half-densities |Λ|1/20 M , which is given the topology of C∞-convergence. The space of distri-

butional half-densities is denoted by |Λ|1/2−∞M , which is supposed to be equipped with the

weak ∗ topology10. If N is any other manifold, a kernel is any element of |Λ|1/2−∞(M ×N).

This then defines a linear map K : |Λ|1/20 M → |Λ|1/2−∞N by duality:

〈K(u), v〉 := 〈K, u⊗ v〉. (2.1.7)

We have (see e.g. [Köt69, Trè67])

Theorem 2.1.20 (Schwartz kernel theorem). Every K ∈ |Ω|1/2−∞(M × N) defines a

linear map K : |Ω|1/20 M → |Ω|1/2−∞N by (2.1.7), which is continuous in the sense that

K(φj)→ 0 in |Ω|1/2−∞N if φj → 0 in |Ω|1/20 M . Conversely, to any such linear map, there is
exactly one distribution K such that (2.1.7) holds.

Therefore, in the same way as the Schwartz transform provides an identification between
Mor(T∗M,T∗N) with Lagrangian submanifolds in T∗(M×N) the Schwartz kernel theorem
gives a correspondence

|Ω|1/2−∞(M ×N)←→ Mor(HM ,HN).

We summarize the basic quantum-classical correspondence in

Object Classical version Quantum version

basic spaces symplectic manifold (X,ω) Hermitian vector space HX

product X × Y tensor product HX ⊗HY

dual X dual H ∗
X

morphisms X × Y morphisms Mor(HX ,HY )
point C

states Lagrangian submanifolds L ⊂ X elements in HX

space of observables Poisson algebra C∞(X) symmetric operators on HX

2.1.5 Pseudodifferential and Fourier integral operators

A special case of the Lagrangian quantization procedure described in the previous section
is given by pseudodifferential and Fourier integral operators. In this section we will con-
centrate on these objects and give a schematic presentation, while we postpone a more
technical treatment of pseudodifferential operators to Section 2.2.

10That is the weakest topology such that all the maps |Λ|1/2−∞M → C, λ 7→ λ(x), x ∈ |Λ|1/20 M are
continuous, see [RS72, Rud91, Wer97].
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As a motivation consider T∗
R
d = {(x, ξ); x, ξ ∈ R

d} together with the canonical
quantization, where

ξj 7→
~
i

∂

∂xj
=: Dj

and xj quantizes to the corresponding multiplication operator. Then an ~-differential
operator is defined to be

B~ =
N∑
m=0

Bm~k+m, k ∈ Z, (2.1.8)

where each Bm is a polynomial in Dj. An application to a compactly supported oscillatory

test function e−
i
~ψ u gives(
B e−

i
~ψ u

)
(x) = (2π~)−d

∫∫
R2d

e
i
~ ((x−y)ξ−ψ(y))B~(x, ξ)u(y) dy dξ,

where B~ = symb[B~] is the symbol of the differential operator, which is obtained from
(2.1.8) by formally replacing Dj with ξj. For fixed x the function (y, ξ) 7→ (x− y)ξ − ψ(y)
has a non-degenerate critical point when y = x and ξ = dψ(x). Therefore, the principle
of stationary phase gives

(B e−
i
~ψ u)(x) = e−

i
~ψ(x) u(x)B0(x, dψ(x))~k +O(~k+1).

To make the connection with the Lagrangian quantization, outlined in the previous Section,
we note that the phase function φ(x, y, ξ) = (x − y)ξ on B = R

d × Rd × (Rd)∗ together
with V = R

d × Rd and the projection p : B → V defines a Morse family (B, p, φ) which
generates the conormal bundle L∆ to the diagonal ∆ ⊂ Rn × Rn. The symbol B0 can be
written, by using the canonical global densities, as

a = B0(x, ξ)| dx|1/2| dy|1/2| dξ|.

This gives an amplitude on B whose restriction to the fiber critical set Σφ = {(x, x, ξ); x ·
ξ = 0} induces a well-defined symbol sB = B0(x, x, ξ) on L∆. Now we have

e−
i
~ψ u = I~(L, s),

where L is the projectable Lagrangian submanifold of T∗
R
d defined as the image of dψ,

and s is obtained by pulling back u to L. Then (L, s) = (L∆ ◦ L, sB ◦ s), which means
that under a composition with (L∆, sB) the symbol s is multiplied by the values of B0 on
L ' Σφ, and we obtain(

B~ e−
i
~ψ u

)
(x) = I~(L∆ ◦ L, sB ◦ s)~k +O(~k+1).

The Schwartz kernel for the operator B~ is given by I~(L∆, sB), such that the application of
a ~-differential operator to a semiclassical state gives a semiclassical state whose underlying
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Lagrangian manifold is the composition of the original one with L∆, and the amplitude is
given as a product of the amplitudes of the state and of the operator.

In particular, this shows that if the symbol B0 vanishes on L, then

B~I~(L, s) = O(~k+1),

i.e. I~(L, s) is a first-order approximate solution to the equation Bu = 0. In general, the
zero set of the principal symbol B0 is called the characteristic variety of B~. If 0 is a regular
value of the principal symbol, B−1

0 (0) is a coisotropic submanifold of T∗M and semiclassical
states contained in B−1

0 (0) represent asymptotic solutions to the equation Bu = 0. In this
sense, the coisotropic submanifold B−1

0 (0)11 corresponds to the kernel of B~ in HM and
the reduction projection quantizes to the orthogonal projection onto this subspace.

A generalization of the above constructions is given by the notion of pseudodifferential
operators, whose local version reads

(Bu)(x) = (2π~)−d
∫∫

e
i
~ (x−y)ξ B~(x, ξ)u(y) dy dξ, (2.1.9)

where B~(x, ξ) is no longer restricted to be a polynomial in ξ. As in the case of a differential
operator, the invariance of the principal symbol of a pseudodifferential operator under
coordinate transformations (see e.g. [Rob87, DS99, Shu01, Tay81]) can be used to extend
the above definition to a well-defined notion on manifolds, see [Hör90b, Hör85a, GS94]. In
this case, the principal symbol of a pseudodifferential operator is a well-defined function
on the cotangent bundle of the manifold.

A further generalization of pseudodifferential operators is given by the quantization
of Lagrangian submanifolds that are no longer conormal bundles to the diagonal, i.e. the
phase function has to be replaced by a generating function φ of the Lagrangian submanifold.
Therefore, we replace the function (x, y, ξ) 7→ (x−y)·ξ by a phase function φ that generates
L,

(Bu)(x) = (2π~)−d
∫∫

e
i
~φ(x,y,ξ) a(x, y, ξ)u(y) dy dξ.

Since we won’t need the general framework of Fourier integral operators, we will be
concerned with only a few special cases and refer to [Dui96, GS90, Hör71, DH72, Trè80a,
Trè80b] for a detailed description.

The simplest generalizations of a pseudodifferential operator are semiclassical states
whose underlying Lagrangian submanifold is a conormal bundle12. Let M be a smooth
manifold with smooth submanifold N . The conormal bundle LN ⊂ T∗M is generated by
a single Morse family (B, V, pV , φ), where V is a tubular neighbourhood of N in M and B
is a vector bundle over V with fiber-dimension equal to the codimension of N in M , see
Example 2.1.12. As in the case of a pseudodifferential operator, an amplitude a on B gives
rise to a well-defined family of distributional half-densities I~(L, s) onM . Now suppose that

11more precisely, the reduced manifold
12but not necessarily of the diagonal!
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the amplitude a has an asymptotic expansion in terms that are positively homogeneous
with respect to the natural R+-action on the fibers of pV : B → V . Then the fiber critical
set is invariant under the R+-action and the identification λφ : Σφ

∼→ LN is equivariant
with respect to the natural R+-action on LN . Therefore, positively homogeneous symbols
on LN induce positively homogeneous amplitudes on B of the same order and we can define
I~(L, s) as before by requiring that s be homogeneous.

Let M = X × Y be a product manifold. Then the distributions I~(L, s) represent

Schwartz kernels for continuous linear operators |Λ|1/20 X → |Λ|1/2∞ Y . Under certain ad-
ditional assumptions, which are in particular fulfilled if N is the graph of a canonical
transformation, these operators map |Λ|1/20 X to |Λ|1/20 Y and therefore extend continuously

to |Λ|1/2−∞X → |Λ|
1/2
−∞Y . From the semiclassical point of view the above considerations yield

the following correspondence: The quantization of a (classical) observable results in a pseu-
dodifferential operator, while canonical transformations find their quantum counterparts
in Fourier integral operators.

2.2 Semi-quantum-classical analysis

After the fairly general and schematic considerations above we now turn to the question
of how to incorporate internal degrees of freedom. In this Section we will focus on pseudo-
differential calculus which is considered to model operators on the product Hilbert space
HM⊗Hint, where HM is the Hilbert space associated to the cotangent bundle of a manifold
M and Hint is a finite-dimensional Hilbert space corresponding to the internal degrees
of freedom. For the moment, however, we do not specify the character of the internal
degrees of freedom further and therefore have to consider Hilbert bundles, which in the
finite-dimensional case are hermitian vector bundles, over the symplectic manifolds on
which the translational degrees of freedom are modeled. A suitable modification of the
Lagrangian quantization procedure is given by allowing the amplitudes to take values in the
homomorphisms of these vector bundles. This is equivalent to only describing the degrees
of freedom corresponding to the cotangent bundle on a semiclassical level and retaining the
quantum nature of the internal degrees of freedom. The states are given by distributional
sections of the corresponding vector bundles, see [Hör85a, Hör85b]. These objects are very
rich in structure and have appeared in various fields of physics and mathematics during
the last years, see [RVW96]. In particular, symbols with values in the homomorphisms of a
vector bundle over a symplectic manifold provide an accessible example for a Lie algebroid,
see also [Con94, Wei01, CW99, Wei91a, Wei91b] and also [Mac87, Ren80]. Therefore we
are led to consider a new (pseudo-)category whose objects are hermitian vector bundles
over symplectic manifolds, and the morphisms are the canonical relations taking values in
the endomorphisms of the vector bundles. Here the minimal object is the zero-dimensional
symplectic manifold together with a rank-one projection. The connection between our type
of problem and some areas of noncommutative geometry becomes even more apparent, if
we interpret the internal degrees of freedom as manifestation of a gauge bundle structure,
see Section B.4, which then naturally leads to the notion of a gauge groupoid [Lan93,
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Lan92, CW99, Ati57].
We start by considering a hermitian vector bundle with typical fiber Cn over T∗

R
d '

R
d × Rd, which of course corresponds to the local construction on manifolds if we ignore

global topological effects and their influence on the bundle structure. In this case, the base
is contractible and the bundle is trivial13. So we have to consider quantization of conormal
bundles to the diagonal where the amplitudes take values in the matrices.

2.2.1 Matrix-valued pseudodifferential calculus

In this section, we give an outline of the matrix-valued pseudodifferential calculus which
will be used in the sequel. The corresponding results for scalar objects are well-known,
cf. [Rob87, DS99, Hör]. Most of the results carry over to the matrix-valued case, if one
takes into account some mild modifications; this program has been performed in [Gla00],
see also [BG00, Cor95, BK85, Teu03, MF81]. Here we will closely follow [BG04a].

The quantities we are primarily concerned with are linear and continuous operators
B : S (Rd) ⊗ Cn → S ′(Rd) ⊗ Cn with Schwartz kernels KB taking values in the n × n
matrices Mn(C). Instead of using a kernel KB ∈ S ′(Rd×Rd)⊗Mn(C) an operator B can
alternatively be represented by its (Weyl) symbol B ∈ S ′(T∗

R
d)⊗Mn(C) that is related

to the Schwartz kernel through14

KB(x, y) =
1

(2π~)d

∫
Rd

e
i
~ (x−y)ξ B

(x+ y

2
, ξ
)

dξ. (2.2.1)

Here ~ ∈ (0, ~0], with ~0 > 0, serves as a semiclassical parameter and T∗
R
d := R

d × Rd

denotes the cotangent bundle of the configuration space Rd, i.e., T∗
R
d is the phase space

of the translational degrees of freedom. Below (see Chapters 4, 5 and 6) T∗
R
d will provide

one component of a certain combined phase space, which also represents the degrees of
freedom described by the matrix character of the symbol in terms of points on a suitable
symplectic manifold.

According to the Schwartz kernel theorem every continuous linear map B : S (Rd) ⊗
C
n → S ′(Rd)⊗Cn can be viewed as an operator with kernel of the above form. However,

operators with kernels in S ′(T∗
R
d)⊗Mn(C) are too general for many purposes; e.g., they

can in general not be composed with each other. One therefore has to restrict to smaller
sets of kernels and hence to smaller classes of symbols. To achieve this we make use of
order functions m : T∗

R
d → [1,∞), which have to fulfill a certain growth property in the

sense that there are positive constants C, N such that

m(x, ξ) ≤ C
(
1 + (x− y)2 + (ξ − η)2

)N/2
m(y, η) (2.2.2)

for all (x, ξ), (y, η) ∈ T∗
R
d. A typical example for such an order function is given by

m(x, ξ) =
(
1 + x2 + ξ2

)M
, M ≥ 0.

13Of course, in the case of a manifold that is not euclidean one has to deal with the problem of gluing
together the (local) constructions on euclidean space.

14Note that this prescription differs (in an unessential way) from the one given in equation (2.1.9), where
pseudodifferential operators according to [KN65] are used.
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This notion allows us to define the symbol classes which we will employ in the subsequent
discussions (see [DS99]).

Definition 2.2.1. Let m : T∗
R
d → [1,∞) be an order function. Then define the symbol

class S(m) ⊂ C∞(T∗
R
d)⊗Mn(C) to be the set of B ∈ C∞(T∗

R
d)⊗Mn(C) such that for

every (x, ξ) ∈ T∗
R
d and all α, β ∈ Nd

0 there exist constants Cα,β > 0 with

‖∂αξ ∂βxB(x, ξ)‖n×n ≤ Cα,βm(x, ξ). (2.2.3)

Here ‖ · ‖n×n denotes an arbitrary (matrix) norm on Mn(C). If in addition the symbol
B(x, ξ; ~) depends on the parameter ~ ∈ (0, ~0], we say that B ∈ S(m) if B(·, ·; ~) is
uniformly bounded in S(m) when ~ varies in (0, ~0]. In particular, for q ∈ R let Sq(m)
consist of B : T∗

R
d × (0, ~0]→ Mn(C) belonging to ~−q S(m), i.e.,

‖∂αξ ∂βxB(x, ξ; ~)‖n×n ≤ Cα,β~−qm(x, ξ)

for all α, β ∈ Nd
0, (x, ξ) ∈ T∗

R
d, and ~ ∈ (0, ~0].

An asymptotic expansion of B ∈ Sq0(m) is defined by a sequence {Bj ∈ Sqj(m)}j∈N0 of
symbols, where qj decreases monotonically to −∞ and

B −
N∑
j=0

Bj ∈ SqN+1 (m)

for all N ∈ N0. In this case we write

B ∼
∞∑
j=0

Bj.

In the following we will often use the class Sqcl(m) of classical symbols, whose elements have
asymptotic expansions in integer powers of ~,

B ∼
∞∑
j=0

~−q+jBj,

where Bj ∈ S(m) is independent of ~. We also use the notation

S∞(m) :=
⋃
q∈R

Sq(m) and S−∞(m) :=
⋂
q∈R

Sq(m).

An operator with a kernel of the form (2.2.1) and symbol B ∈ S(m) clearly maps both
S (Rd) ⊗ Cn and S ′(Rd) ⊗ Cn into themselves, whereby according to (2.2.1) it acts on
C
n-valued functions ψ ∈ S (Rd)⊗ Cn as

(Bψ)(x) =
(
opW [B]ψ

)
(x) =

1

(2π~)d

∫∫
T∗Rd

e
i
~ (x−y)ξ B

(x+ y

2
, ξ
)
ψ(y) dy dξ.
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Operators B = opW [B] of this type are called Weyl operators, and symbW [B] = B de-
notes the Weyl symbol of B. Furthermore, we will sometimes use OPS(m) to denote Weyl
operators with symbols in S(m). If the Weyl symbol of an operator is a classical symbol
with asymptotic expansion B ∼

∑
j∈N0

~−q+jBj, we also call opW [B] a semiclassical pseu-

dodifferential operator. The leading order term symbWP [B] = B0 is then referred to as the
principal symbol of B, and the subsequent term B1 as the subprincipal symbol.

The set of Weyl operators with symbols from the classes S(m) is stable under operator
multiplication, in the sense that the operator product is again a Weyl operator with symbol
in a certain class:

Lemma 2.2.2. Let m1,m2 be order functions. Then for Bj ∈ S(mj), j = 1, 2, the product
of the corresponding operators Bj = opW [Bj] is again a Weyl operator that can be expressed
in terms of the symbols B1, B2 as

B1B2 = opW [B1] op
W [B2] = opW [B1#B2],

where the symbol product (B1, B2) 7→ B1#B2 is continuous from S(m1)×S(m2) to S(m1m2)
in the topology generated by the seminorms associated with the estimate (2.2.3). In explicit
terms the symbol product reads

(B1#B2)(x, ξ) = e
i ~
2
ω(∂x,∂ξ;∂y ,∂η)B1(x, ξ)B2(y, η)

∣∣∣y=x
η=ξ

,

where ω(vx, vξ;wx, wξ) = vx · wξ − vξ · wx denotes the symplectic two-form on T∗
R
d. Fur-

thermore, Bj ∈ S0
cl(mj) are mapped to B1#B2 ∈ S0

cl(m1m2) with (classical) asymptotic
expansion

(B1#B2)(x, ξ) ∼
∑

k,j1,j2∈N0

~k+j1+j2

k!

(
i

2
ω(∂x, ∂ξ; ∂y, ∂η)

)k
B1,j1(x, ξ)B2,j2(y, η)

∣∣∣∣∣y=x
η=ξ

.

The following result, which in its original version is due to Beals [Bea77], is useful in
situations where one wishes to identify a given operator as a pseudodifferential operator.

Lemma 2.2.3. Let B(~) : S (Rd)⊗Cn → S ′(Rd)⊗Cn be a linear and continuous operator
depending on the semiclassical parameter ~ ∈ (0, ~0]. The following statements are then
equivalent:

(i) B(~) = opW [B] is a Weyl operator with symbol B ∈ S0(1).

(ii) For every sequence l1(x, ξ), . . . , lN(x, ξ), N ∈ N, of linear forms on T∗
R
d the op-

erator given by the multiple commutator [opW [lN ], [opW [lN−1], · · · , [opW [l1],B] · · · ] is
bounded as an operator on L2(Rd)⊗ Cn and its norm is of the order ~N .

The direction (i)⇒(ii) is a simple consequence of the symbolic calculus outlined above.
For the reverse direction see [Gla00, HS88, DS99].
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In the discussions below we will basically encounter two types of (Weyl) operators:
quantum Hamiltonians H = opW [H] with symbols H ∈ S0

cl(m) generating the quantum
mechanical time evolution, and observables B = opW [B]. In typical cases a Hamiltonian
H is given and one is interested in a suitable algebra of observables that allows us to study
dynamical properties of the quantum system. For this purpose it is often convenient to
consider bounded operators. In the scalar case it is sufficient to know the boundedness
of the symbols in order to obtain a bounded Weyl operator. This result, originally going
back to Calderón and Vaillancourt [CV71], generalises to the context of pseudodifferential
operators with matrix valued symbols without changes.

Proposition 2.2.4. Let B(~) ∈ S(1), then the Weyl quantisation opW [B(~)] of this symbol
is continuous on L2(Rd)⊗Cn. Furthermore, for ~ ∈ (0, ~0] there exists an upper bound for
the operator norm of opW [B(~)].

For a proof of this result in the context of semiclassical pseudodifferential operators
(depending on a parameter ~) see [Rob87, HS88, DS99].

A quantum Hamiltonian is required to be (essentially) selfadjoint. Thus, in the case of
a Weyl operator H = opW [H] one requires the symbol H to take values in the hermitian
n × n matrices. In order to trace back spectral properties of H to properties of the
principal symbol H0 we will have to construct (asymptotic) inverses of H − z and relate
them to (H0− z)−1. In this context an operator B = opW [B] is called elliptic, if its symbol
B ∈ S(m) is invertible, i.e., if the matrix inverse B−1 exists in S(m−1). In such a case one
can construct a parametrix Q ∈ S(m−1) which is an asymptotic inverse of B in the sense
of symbol products,

B#Q ∼ Q#B ∼ 1.

To see that such an inverse exists for elliptic operators, consider

opW [B] opW [B−1] = 1− ~ opW [R],

with R ∈ S(m). For sufficiently small ~ the operator 1 − ~ opW [R] possesses a bounded
inverse and one can define a (left and right) inverse opW [B−1](1−~ opW [R])−1 for opW [B].
Furthermore, the Beals characterisation of pseudodifferential operators (Lemma 2.2.3) im-
plies that this inverse is again a bounded pseudodifferential operator, see also [DS99].
To obtain an asymptotic expansion for the parametrix Q one next defines the opera-
tor QN := opW [B−1](1 + ~R + · · · + ~NRN), with R = opW [R], which is equivalent to
Q = opW [Q] modulo terms of order ~N+1. One can hence write

Q ∼ B−1 + ~(B−1#R) + ~2(B−1#R#R) + · · · , (2.2.4)

and finally observes:

Lemma 2.2.5. Let B ∈ S(m) be elliptic in the sense that B−1(x, ξ) exists for all (x, ξ) ∈
T∗
R
d and is in the class S(m−1). Then there exists a parametrix Q ∈ S(m−1) with an

asymptotic expansion of the form (2.2.4) such that

B#Q ∼ Q#B ∼ 1.
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From (2.2.4) one moreover observes that an elliptic operator with classical symbol has
a parametrix that is a classical symbol.

Frequently it is very convenient to have a functional calculus of pseudodifferential oper-
ators available. In some places, e.g., we would like to apply the Helffer-Sjöstrand formula,
which shows that a smooth and compactly supported function f ∈ C∞

0 (R) of an essentially
selfadjoint operator B with symbol in B ∈ S(m) yields a pseudodifferential operator

f(B) = − 1

π

∫
C

∂zf̃(z)(B − z)−1 dz,

whose symbol is in S(m−N) for every N ∈ N. Here f̃ ∈ C∞
0 (C) is an almost-analytic

extension of f , i.e., f̃(z) = f(z) for z ∈ R and |∂f̃(z)| ≤ CN |Im z|N for all N ∈ N0.
In the scalar case these results were shown in [HS89] (see also [DS99]) and have been
extended to the matrix valued situation in [Dim93, Dim98]. A criterion that guarantees
the essential selfadjointness of B is that first its symbol B ∈ S(m) is hermitian and, second,
that B+i ∈ S(m) is elliptic in the sense described above. If B ∈ S0

cl(m) one can even write
down a classical asymptotic expansion for the symbol of the operator f(B) whose principal
symbol reads f(B0), where B0 denotes the principal symbol of B, see [Rob87, DS99].

2.3 Time evolution and semiclassical restriction to

eigenspaces

2.3.1 Semiclassical projections

We motivate the following construction of semiclassical projection operators by considering
the time evolution generated by a quantum Hamiltonian H, i.e., the Cauchy problem

i ~
∂

∂t
ψ(t) = Hψ(t) (2.3.1)

for an essentially selfadjoint operator H defined on a dense domain D(H) in the Hilbert
space L2(Rd) ⊗ Cn. If one introduces the strongly continuous one-parameter group of
unitary operators U(t) := exp(− i

~Ht), t ∈ R, a solution of (2.3.1) can be obtained by
defining ψ(t) := U(t)ψ0 for ψ0 ∈ D(H). Therefore the time evolution B(t) := U(t)∗BU(t)
of a bounded operator B ∈ B(L2(Rd) ⊗ Cn) in the Heisenberg picture has to fulfill the
(Heisenberg) equation of motion

∂

∂t
B(t) =

i

~
[H,B(t)]. (2.3.2)

If one assumes B and H to be semiclassical pseudodifferential operators with symbols in
the classes Sqcl(1) and S0

cl(m), respectively, equation (2.3.2) yields in leading semiclassical
order an equation for the principal symbols:

∂

∂t
B0(t) =

i

~
[H0, B0(t)] +O(~0), ~→ 0.



44 CHAPTER 2. Matrix-valued microlocal analysis

If one now requires the time evolution to respect the filtration of the algebra S∞cl (1) :=⋃
q∈Z Sqcl(1) then, in particular, the principal symbol B0(t) should stay in its class which

derives from the associated grading Sqcl(1)/ Sq−1
cl (1), q ∈ Z. One thus has to restrict to

operators whose principal parts B0 commute with the principal symbol H0 of the operator
H. This condition is equivalent to a block-diagonal form of B0,

B0(x, ξ) =
l∑

µ=1

Pµ,0(x, ξ)B0(x, ξ)Pµ,0(x, ξ), (2.3.3)

with respect to the projection matrices Pµ,0 : T∗
R
d → Mn(C), µ = 1, . . . , l, that project

onto the eigenspaces corresponding to the eigenvalue functions λµ : T∗
R
d → R of the

hermitian principal symbol matrix H0 : T∗
R
d → Mn(C). Since (2.3.3) is the semiclassical

limit of the symbol of the operator ~q
∑l

µ=1 opW [Pµ,0]B opW [Pµ,0], when B is a semiclassical
Weyl operator with symbol B ∈ Sqcl(1), one can ask how the symbols Pµ,0, which are pro-
jectors onto the eigenspaces of H0 in Cn, are related to projection operators onto (almost)
invariant subspaces of L2(Rd)⊗Cn with respect to H = opW [H]. We are hence looking for
quantisations P̃µ of symbols Pµ ∈ S0

cl(1), with principal symbols Pµ,0, which are (almost)
orthogonal projections, i.e.,

P̃µP̃µ = P̃µ = P̃∗µ mod O(~∞) (2.3.4)

in the operator norm. Moreover, in order that these operators map to almost invariant
subspaces of L2(Rd)⊗Cn with respect to the time evolution U(t) = exp(− i

~Ht) generated
by H, we require them to fulfill

‖[H, P̃µ]‖L2(Rd)⊗Cn = 0 mod O(~∞). (2.3.5)

As it will turn out, it is even possible to modify the operators P̃µ in such a way that they
satisfy the relation (2.3.4) exactly, i.e., not only mod O(~∞).

The above requirements lead us to consider (formal) asymptotic expansions for the
symbols Pµ,

Pµ(x, ξ) ∼
∞∑
j=0

~jPµ,j(x, ξ),

which satisfy (2.3.4) and (2.3.5) on a (formal) symbol level:

Pµ#Pµ ∼ Pµ ∼ P ∗
µ , (2.3.6)

and
[Pµ, H]# := Pµ#H −H#Pµ ∼ 0. (2.3.7)

The solutions of the above equations will be called semiclassical projections and can be
constructed by two different methods. The first one is based on solving the recursive
problem arising from (2.3.6) and (2.3.7) by employing asymptotic expansions of Pµ and
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H in S0
cl(1) and S0

cl(m), respectively, using the symbolic calculus outlined in section 2.2.1
and finally equating equal powers of the semiclassical parameter ~. For this procedure cf.
[EW96, BN99]. The second method employs the Riesz projection formula in the context
of pseudodifferential calculus [HS88, NS01, Nen93, Nen02]. In the following we will pursue
the latter method.

To this end we consider the matrix valued hermitian principal symbol H0 ∈ S(m) of
the operator H, and in the following we assume:

(H0) The (real) eigenvalues λµ, µ = 1, . . . , l, of H0 have constant multiplicities k1, . . . , kl
and fulfill the hyperbolicity condition

|λν(x, ξ)− λµ(x, ξ)| ≥ Cm(x, ξ) for ν 6= µ and |x|+ |ξ| ≥ c.

This requirement is analogous to a condition imposed in [Cor82] on the eigenvalues of the
symbol of an operator in a strictly hyperbolic system, i.e., where the eigenvalues are non-
degenerate. In particular, the problem of mode conversion that arises from points where
multiplicities of eigenvalues change is avoided. Since the eigenvalues are solutions of the
algebraic equation

det
(
H0(x, ξ)− λ

)
=

n∑
ν=0

ην(x, ξ)λ
ν = 0, (2.3.8)

they are smooth functions on T∗
R
d. Moreover, since H0 is supposed to be hermitian,

the eigenvalues are bounded by the matrix norm of H0. Using the smoothness of the
eigenvalues and the hyperbolicity condition (H0), one obtains:

Proposition 2.3.1. Let H ∈ S0
cl(m) be hermitian and let the hyperbolicity condition (H0)

be fulfilled. Then there exist symbols Pµ ∈ S0
cl(1) with asymptotic expansions

Pµ ∼
∞∑
j=0

~jPµ,j, µ = 1, . . . , l, (2.3.9)

that fulfill the conditions (2.3.6) and (2.3.7). In particular, the coefficients Pµ,j, j ∈ N0,
are unique, i.e., the symbols Pµ are uniquely determined modulo S−∞(1).

Furthermore, the corresponding almost projection operators P̃µ = opW [Pµ] provide a
semiclassical resolution of the identity on L2(Rd)⊗ Cd,

P̃1 + · · ·+ P̃l = idL2(Rd)⊗Cn mod O(~∞).

Proof. We use the technique of [HS88, NS01] and consider the Riesz projections

Pµ(x, ξ) :=
1

2π i

∫
Γµ(x,ξ)

Q(x, ξ, z) dz, (2.3.10)

where Γµ(x, ξ) is a simply closed and positively oriented regular curve in the complex
plane enclosing the, and only the, eigenvalue λµ(x, ξ) ∈ R of H0(x, ξ). Moreover, Q(x, ξ, z)
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denotes a parametrix for H−z, i.e., (H−z)#Q ∼ Q#(H−z) ∼ 1 that will be constructed
below. For technical considerations one may choose the contour as Γµ(x, ξ) = {λµ(x, ξ) +
ρµ(x, ξ) eiϕ, 0 ≤ ϕ ≤ 2π} with 0 < c ≤ ρµ <

1
2
minν 6=µ{|λµ − λν |}. Since H0 is hermitian

with eigenvalues λν , ν = 1, . . . , l, one can estimate the matrix norm of (H0 − z)−1 for
z ∈ Γµ(x, ξ) as

‖(H0(x, ξ)− z)−1‖n×n ≤
C

ρµ(x, ξ)
.

The condition (H0) then allows us to choose ρµ(x, ξ) ≥ cm(x, ξ), so that H0 − z is elliptic
for z ∈ Γµ. If then ~ is sufficiently small, also H − z = H0 − z + O(~) is elliptic and the
relation (

H − z
)
#
(
H0 − z

)−1
= 1− ~R

enables one to construct a parametrix Q(x, ξ, z) ∈ S0
cl(m

−1) for H − z with asymptotic
expansion

Q(x, ξ, z) ∼
∞∑
j=0

~jQj(x, ξ, z)

in the same manner as in (2.2.4), see also [Rob87, DS99]. Plugging this expansion into
(2.3.10) one obtains

Pµ(x, ξ) =
1

2π i

∫
Γµ(x,ξ)

Q(x, ξ, z) dz

∼
∞∑
j=0

~j
1

2π i

∫
Γµ(x,ξ)

Qj(x, ξ, z) dz =:
∞∑
j=0

~jPµ,j(x, ξ)
(2.3.11)

by using the Borel construction, see e.g. [Fol89], to sum asymptotic series of symbols.
According to the properties of the Riesz integral, the symbols Pµ therefore fulfill (2.3.6) and
(2.3.7). Since these equations have unique solutions modulo O(~∞) [EW96], the coefficients
Pµ,j are unique.

We now consider more general z ∈ C, and by inspecting the above construction notice
that the parametrix Q(z) is well-defined as long as z has a sufficiently large distance from
the eigenvalues of H0. According to equation (2.2.4) its asymptotic expansion then reads

Q(z) ∼ (H0 − z)−1 + ~(H0 − z)−1#R(z)#(idCn + ~R(z) + ~2R(z)#R(z) + · · · ).

Since

R(z) =
1

~
(
1− (H − z)#(H0 − z)−1

)
,

it follows according to the composition formula of Lemma 2.2.2 that R(z) contains a factor
(H0 − z)−1, and therefore the only singularities of Q(z) are caused by the eigenvalues of
H0. Thus, according to the Cauchy formula the expression

P1 + · · ·+ Pl =
1

2π i

∫
Sl

µ=1 Γµ

Q(z) dz
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can be replaced by
1

2π i

∫
Γ(r)

Q(z) dz,

where Γ(r) is a contour with minimal distance r from the origin in C that encloses all
eigenvalues of H0 while keeping a sufficient distance from them. The value of the above
integral does not depend on the particular choice of Γ(r) so that one can take the limit
r →∞ and hence obtains

lim
r→∞

1

2π i

∫
Γ(r)

Q(z) dz = lim
r→∞

1

2π i

∫
Γ(r)

(H0 − z)−1 dz = idCn mod O(~∞).

The so constructed symbols Pµ yield semiclassical almost projection operators

P̃µ := opW [Pµ]

which according to Proposition 2.2.4 are bounded and obviously satisfy the relations (2.3.4)
and (2.3.5). Following [Nen02] one can even construct pseudodifferential operators Pµ that
are semiclassically equivalent to P̃µ in the sense that ‖P̃µ−Pµ‖ = O(~∞), and which fulfill
(2.3.4) exactly, see also [WO93, MT02]. To see this, consider the operator

Pµ :=
1

2π i

∫
|z−1|= 1

2

(P̃µ − z)−1 dz, (2.3.12)

which is well-defined since the spectrum of P̃µ is concentrated near 0 and 1. Thus Pµ is an
orthogonal projector acting on L2(Rd)⊗Cn, with ‖[Pµ,H]‖ ≤ c‖[P̃µ,H]‖ = O(~∞)15 Since
Pµ is close to P̃µ in operator norm, Beals’ characterisation of pseudodifferential operators
(see Lemma 2.2.3) yields that Pµ is again a pseudodifferential operator with symbol in
the class S0(1). This has already been noticed in [NS01] and follows from the fact that
(P̃µ − z)−1 for |z − 1| = 1/2 is a pseudodifferential operator according to the parametrix
construction of Lemma 2.2.5. Having projectors available, one can also construct (pseudo-
differential) unitary transformations of L2(Rd) ⊗ Cn which convert H by conjugation in
an almost block-diagonal form, see [Cor83b, LF91, BR99, NS01, PST03]. Such unitary
transformations are obviously not unique, and since for most purposes it suffices to work
with the projectors we hence refrain from using the unitary operators here.

In view of the fact that Pµ is an orthogonal projector on the Hilbert space L2(Rd)⊗Cn,
one can ask if it is possible to satisfy also the relation (2.3.5) exactly. In other words, to
what extent can Pµ be related to a spectral projection of H? (See [HS88, Cor00, Cor01]
for examples.) We want to illustrate this question in the case where the principal symbol
H0 of H possesses two well-separated eigenvalues λν < λν+1 with constant multiplicities
kν and kν+1, respectively, among the eigenvalues λ1, . . . , λl. For l = 2 this is exactly the

15That the commutator is bounded in the operator norm follows from the observation that Ṗµ(t) =
[Pµ(t),H] and the Egorov Theorem 2.3.4.
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situation that occurs in the case of a Dirac-Hamiltonian that we discuss in some detail in
[BG04c, BG03] and in Chapter 7. We also assume that there exists λ ∈ R separated from
the spectrum spec(H) of H such that

λ− λν(x, ξ) > Cm(x, ξ) and λν+1(x, ξ)− λ > C ′m(x, ξ) (2.3.13)

for all (x, ξ) ∈ T∗
R
d. It follows from these assumptions that one can replace the contour

Γ< :=
⋃ν
µ=1 Γµ in

P<(x, ξ) :=
ν∑

µ=1

Pµ(x, ξ) =
1

2π i

∫
Γ<

Q(x, ξ, z) dz, (2.3.14)

see (2.3.10), by a straight line Γ+ := {z ∈ C; z = λ+i t, t ∈ R} that avoids the eigenvalues
of the principal symbolH0 as well as the spectrum ofH. Correspondingly, Γ> :=

⋃l
µ=ν+1 Γµ

is deformed into Γ− given by Γ+ with reversed orientation. Thus,

P<
>
(x, ξ) =

1

2π i

∫
Γ±

Q(x, ξ, z) dz.

and P̃< = opW [P<] is semiclassically equivalent to the spectral projection of H onto the
interval (−∞, λ) given by

1(−∞,λ)(H) =
1

2π i

∫
Γ+

(H− z)−1 dz,

whereas P̃> corresponds to 1(λ,∞)(H). Therefore we have

Proposition 2.3.2. If the eigenvalues λ1, . . . , λl of the principal symbol H0 are separated
according to (H0) and the condition (2.3.13) is fulfilled, the almost projection operators
P̃<

>
:= opW [P<

>
], whose symbols are defined in (2.3.14), can be semiclassically identified

with the spectral projections 1(−∞,λ)(H) and 1(λ,∞)(H) of the operator H to the intervals
(−∞, λ) and (λ,∞), respectively. This means

‖P̃< − 1(−∞,λ)(H)‖ = O(~∞) and ‖P̃> − 1(λ,∞)(H)‖ = O(~∞).

A corresponding statement holds for the related orthogonal projectors P<
>
,

‖P< − 1(−∞,λ)(H)‖ = O(~∞) and ‖P> − 1(λ,∞)(H)‖ = O(~∞).

2.3.2 Time evolution and Egorov Theorem

In this section our aim is to identify a suitable class of operators that is left invariant
by the time evolution. Recalling the reasoning from the beginning of Section 2.3.1, we
are interested in a subalgebra of S∞cl (1) whose filtration is respected by the time evolution
generated by the one-parameter group U(t) = exp

(
− i

~Ht
)
, where H is an essentially

selfadjoint pseudodifferential operator with symbol H in the class S0
cl(m). The following

assumptions on the symbol H guarantee the essential selfadjointness of H on S (Rd)⊗Cn
(see [DS99]):
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(H1) H ∈ S0
cl(m) is hermitian,

(H2) H0 + i is elliptic in the sense that ‖(H0(x, ξ) + i)−1‖n×n ≤ cm(x, ξ)−1.

Under the assumptions (H1) and (H2), U(t) therefore defines a strongly-continuous unitary
one-parameter group.

We now consider the time evolution of an operator B ∈ B(L2(Rd)⊗ Cn) given by

B(t) := U(t)∗BU(t), (2.3.15)

which is, of course, a bounded operator on L2(Rd) ⊗ Cn. According to Proposition 2.2.4
the boundedness of B is guaranteed by choosing B ∈ Sqcl(1). Moreover, a conjugation of

(2.3.15) with
∑l

µ=1 Pµ = idL2(Rd)⊗Cn +O(~∞) results in a bounded operator so that

B(t) =
l∑

ν,µ=1

Pµ e
i
~HPµt B e−

i
~HPνtPν =

l∑
ν,µ=1

e
i
~HPµtPµBPν e−

i
~HPνt mod O(~∞)

(2.3.16)

in the operator norm. Here we have used the property e−
i
~HtPν = e−

i
~HPνtPν modulo

O(~∞) that follows from the Duhamel principle. Now, the principal symbol16 of HPµ
is a scalar multiple of the identity in the eigenspace Pµ,0C

n of H0 corresponding to λµ,
i.e., H0Pµ,0 = λµPµ,0. Thus, for µ = ν the operator exp

(
i
~HPµt

)
B exp

(
− i

~HPνt
)

is a
pseudodifferential operator with symbol in the class S0(1), see [Ivr98, BG00]. But when
µ 6= ν the corresponding expressions are semiclassical Fourier integral operators. In that
case the semiclassical limit at time t 6= 0 is different in nature from that at time zero. For
a Dirac-Hamiltonian this phenomenon is related to the so-called “Zitterbewegung” which
we discuss in more detail in Chapter 7. Therefore, we are here interested in operators B
with symbols in B ∈ Sqcl(1) for which U∗(t)BU(t) is again a semiclassical pseudodifferential
operator with symbol B(t) ∈ Sqcl(1). We hence introduce the following notion:

Definition 2.3.3. A symbol B ∈ Sqcl(1) is in the invariant subalgebra S∞inv(1) of the algebra
S∞cl (1), if and only if for all finite t the (bounded) operator B(t) = U∗(t)BU(t), B = opW [B],
is a semiclassical pseudodifferential operator with symbol B(t) ∈ Sqcl(1), i.e.,

S∞inv(1) :=
{
B ∈ Sqcl(1) ; symbW [U∗(t)BU(t)] ∈ Sqcl(1) for t ∈ [0, T ], q ∈ Z

}
.

This means that the invariant algebra S∞inv(1) has a filtration, induced by the filtration
of S∞cl (1), which is invariant under conjugation of the corresponding operators with U(t).
Due to the results of [BG00] we expect that operators which are block-diagonal with respect
to the projections Pµ are in the associated invariant operator algebra. This statement is
made precise in Theorem 2.3.4 which is a variant of the Egorov theorem [Ego69] for general
hyperbolic systems.

16We remark that before transferring operators to symbol level one can replace Pµ by P̃µ and employ
the classical asymptotic expansion of the symbol Pµ. This will only amount to an error of order ~∞.
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Let us first consider an operator B with symbol B ∈ Sqcl(1) that is block-diagonal with
respect to the semiclassical projections, i.e.,

B ∼
l∑

µ=1

Pµ#B#Pµ in Sqcl(1).

According to the Heisenberg equation of motion (2.3.2) its time evolution B(t) is governed
by

∂

∂t
B(t) ∼ i

~
[H,B(t)]#. (2.3.17)

Suppose now that B(t) has a (formal) asymptotic expansion

B(t) ∼
∞∑
j=0

~−q+jB(t)j

and use the composition formula of Lemma 2.2.2 together with the fact that the block-
diagonal form of an operator B is preserved under the time evolution, see (2.3.16). On the
symbol level the diagonal blocks PνB(t)Pν then obey the following equation:

∂

∂t

∞∑
j=0

~−q+jB(t)νν,j ∼

∞∑
l,j=0

∑
|α|+|β|≥0

γ(α, β)~−q+l+j+|α|+|β|−1
(
B(t)νν,l

(β)
(α) Hν,j

(α)
(β) − (−1)|α|−|β|Hν,j

(α)
(β)B(t)νν,l

(β)
(α)

)
.

Here we introduced the notation F
(α)
(β) := ∂αξ ∂

β
xF for F ∈ C∞(T∗

R
d)⊗Mn(C), as well as

γ(α, β) :=
i|α|−|β|−1

2|α|+|β||α|!|β|!
,

Hν := Pν#H#Pν ∼ H#Pν ∼
∞∑
j=0

~jHν,j,

B(t)νν := Pν#B(t)#Pν ∼
∞∑
j=0

~−q+jB(t)νν,j.

One hence has to solve, by taking [Hν,0, B(t)νν,0] = 0 into account,

[Hν,0,B(t)νν,n+1] =

− ∂

∂t
B(t)νν,n −

1

2

(
{B(t)νν,n, Hν,0} − {Hν,0, B(t)νν,n}

)
− i[B(t)νν,n, Hν,1]

+
∑

0≤l≤n−1
j+|α|+|β|=n−l+1

γ(α, β)
(
B(t)νν,l

(β)
(α)Hν,j

(α)
(β) − (−1)|α|−|β|Hν,j

(α)
(β)B(t)νν,l

(β)
(α)

)
.

(2.3.18)
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Upon multiplying this commutator equation with the projection matrices Pµ,0 from both
sides one first realises that it is only solvable, if the diagonal blocks of the right-hand side,
that we denote by Rn,ν(t), vanish. The off-diagonal blocks on both sides of the relation
(2.3.18) then yield the general structure of the solution, which reads

B(t)νν,n+1 =
l∑

µ=1

Pµ,0B(t)νν,n+1Pµ,0 +
∑
µ 6=η

Pµ,0Rn,ν(t)Pη,0
λµ − λη

, (2.3.19)

see also [Cor95]. This demonstrates that one obtains the off-diagonal parts of B(t)νν,n+1

with respect to the projection matrices Pµ,0 from the preceding coefficients of the asymp-
totic expansion of B(t)νν . The diagonal parts then have to be determined by the condition
that the commutator equation (2.3.18) must possess a (non-trivial) solution with initial
value B(t)νν,n+1|t=0 = Bνν,n+1. Starting with n = 0, where the sum in (2.3.18) is empty,
one has to solve

Pµ,0

(
∂

∂t
B(t)νν,0 +

1

2

(
{B(t)νν,0, Hν,0} − {Hν,0, B(t)νν,0}

)
+ i[B(t)νν,0, Hν,1]

)
Pµ,0 = 0.

Expressions of this type have already been considered in [Spo00], where it was shown that
the above equation is equivalent to

∂

∂t
(Pµ,0B(t)νν,0Pµ,0)− δνµ{λν , Pµ,0B(t)νν,0Pµ,0} − i[H̃νµ,1, Pµ,0B(t)νν,0Pµ,0] = 0, (2.3.20)

see also appendix D. Here we have defined the hermitian n× n matrix

H̃νµ,1 := i(−1)δνµ
λν
2
Pµ,0{Pν,0, Pν,0}Pµ,0 − i δνµ[Pν,0, {λν , Pν,0}] + Pµ,0Hν,1Pµ,0 (2.3.21)

according to (D.4) and (D.5) of appendix D. Now, equation (2.3.20) is trivially fulfilled for
ν 6= µ, and the case ν = µ has already been considered in [Ivr98, BN99, BG00], where it
was shown that the solution reads

B(t)νν,0(ξ, x) = d−1
νν (x, ξ, t)Bνν,0

(
Φt
ν(x, ξ)

)
dνν(x, ξ, t).

In this expression Φt
ν : T∗

R
d → T∗

R
d denotes the Hamiltonian flow generated by the

eigenvalue λν of H0, and the transport matrix dνν is determined by the equation

ḋνν(x, ξ, t) + i H̃νν,1

(
Φt
ν(x, ξ)

)
dνν(x, ξ, t) = 0, dνν(x, ξ, 0) = idCn . (2.3.22)

One has thus fixed the coefficients B(t)νν,0 = Pν,0B(t)0Pν,0, i.e., the principal symbol
of B(t), since the off-diagonal terms B(t)νµ,0 = Pν,0B(t)0Pµ,0 vanish and therefore triv-
ially fulfill (2.3.18). According to (2.3.19) we hence have also determined the off-diagonal
parts of the sub-principal term B(t)νν,1, which vanish as well. The diagonal contributions
Pµ,0B(t)νν,1Pµ,0 with respect to the projection matrices obey [Pη,0, Pµ,0B(t)νν,1Pµ,0] = 0 and
thus can be determined from the relation (2.3.18). As in [Ivr98, BG00], we hence obtain a
recursive Cauchy problem for the coefficients B(t)νν,n and are now in a position to state:
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Theorem 2.3.4. Let H ∈ S0
cl(m) be hermitian with the property

‖Hj
(α)
(β)(x, ξ)‖n×n ≤ Cα,β for all (x, ξ) ∈ T∗

R
d and |α|+ |β|+ j ≥ 2− δj0, (2.3.23)

and such that the conditions (H0) and (H2) are fulfilled. Furthermore, suppose that B ∈
Sqcl(1) is block-diagonal with respect to the semiclassical projections defined in (2.3.9),

B ∼
l∑

µ=1

Pµ#B#Pµ.

Then B is in the invariant algebra S∞inv(1) introduced in Definition 2.3.3, i.e., B(t) is again
a semiclassical pseudodifferential operator with symbol B(t) ∈ Sqcl(1). Furthermore, the
principal symbol of B(t) is given by

B(t)0(x, ξ) =
l∑

ν=1

d∗νν(x, ξ, t)Bνν,0

(
Φt
ν(x, ξ)

)
dνν(x, ξ, t), (2.3.24)

where Φt
ν is the Hamiltonian flow generated by the eigenvalue λν of H0, and dνν is a unitary

n× n matrix which is determined by the transport equation (2.3.22).

Proof. As in [Ivr98, BG00] we start by rewriting (2.3.18) for the diagonal block of B(t)νν,n
with respect to Pµ,0 in the form

d

dt

[
d−1
νµ (x, ξ,−t)(Pµ,0B(t)νν,nPµ,0) ◦ Φ−tδνµ

ν (x, ξ)dνµ(x, ξ,−t)
]

=
∑

0≤l≤n−1
j+|α|+|β|=n−l+1

γ(α, β)Pµ,0

(
B(t)νν,l

(β)
(α)Hν,j

(α)
(β) − (−1)|α|−|β|Hν,j

(α)
(β)B(t)νν,l

(β)
(α)

)
Pµ,0,

(2.3.25)

where dνµ is determined by the transport equation

ḋνµ(x, ξ, t) + i H̃νµ,1(Φ
tδνµ
ν (x, ξ))dνµ(x, ξ, t), dνµ(x, ξ, 0) = idCn ,

that generalises (2.3.22) also to the off-diagonal transport. And since H̃νµ,1 is hermitian,
the solution dνµ is a unitary n× n matrix, which in the case ν 6= µ is obviously given by

dνµ(x, ξ, t) = e− i H̃νµ,1(x,ξ)t .

In order to obtain estimates on the derivatives of the symbols Pµ,0B(t)νν,n(t)Pµ,0 one has
to control the behaviour of the flow Φt

ν generated by the eigenvalue λν of H0. To this end
we first notice that H0 ∈ S(m) implies the bound |λν(x, ξ)| ≤ cm(x, ξ) on its eigenval-
ues. Furthermore, due to the hyperbolicity condition (H0) the projections Pν,0 onto the
eigenspaces of H0 are in S(1). We then consider the first order derivatives (|α| + |β| = 1)
of the relation

H0(x, ξ)Pν,0(x, ξ) = λν(x, ξ)Pν,0(x, ξ),
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which exist since the eigenvalues λν are smooth functions on the phase space T∗
R
d, see

equation (2.3.8). One thus obtains

λν
(α)
(β)(x, ξ)Pν,0(x, ξ) =

(
H0(x, ξ)Pν,0(x, ξ)

)(α)

(β)
− λν(x, ξ)Pν,0 (α)

(β)(x, ξ).

Now, since Pν,0(x, ξ)Pν,0
(α)
(β)(x, ξ)Pν,0(x, ξ) = 0, a multiplication of the above equation with

Pν,0(x, ξ) from both sides yields

λν
(α)
(β)(x, ξ)Pν,0(x, ξ) = Pν,0(x, ξ)H0(x, ξ)

(α)
(β)Pν,0(x, ξ), (2.3.26)

and hence ∣∣λν (α)
(β)

∣∣ = c
∥∥λν (α)

(β)Pν,0
∥∥
n×n = c

∥∥Pν,0H0
(α)
(β)Pν,0

∥∥
n×n ≤ c̃

∥∥H0
(α)
(β)

∥∥
n×n.

H0 ∈ S(m) therefore implies that the first order derivatives of λν are bounded by the
order function m. One can continue this argument by successively differentiating equation
(2.3.26), concluding that λν idCn ∈ S(m) for all ν = 1, . . . , l. In particular, the property∥∥H0

(α)
(β)(x, ξ)

∥∥
n×n ≤ Cα,β for |α|+ |β| ≥ 1,

which follows from (2.3.23), transfers to a corresponding growth property of the eigenvalues
of H0: ∣∣λν (α)

(β)(x, ξ)
∣∣ ≤ Cα,β for |α|+ |β| ≥ 1.

Therefore, the Hamiltonian flows Φt
ν exist globally on T∗

R
d such that |Φt

ν
(α)
(β)(x, ξ)| ≤ Cα,β

for all α, β ∈ Nd
0 and for all finite times t ∈ [0, T ], see [Rob87]. This property guarantees

that B ◦ Φt
ν ∈ S(1) for all B ∈ S(1). Concerning the unitary matrices dνµ the following is

true:

Lemma 2.3.5. If the subprincipal symbol H1 of H satisfies ‖H1
(α)
(β)‖n×n ≤ Cα,β for all

|α| + |β| ≥ 1, then ‖dνµ (α)
(β)(x, ξ, t)‖n×n ≤ C ′

α,β for all t ∈ [0, T ], |α| + |β| ≥ 1 and ν, µ =
1, . . . , l.

For the proof of this Lemma see [Ivr98] and [Gla00]. With these properties at hand
one can integrate equation (2.3.25) and solve for Pµ,0B(t)νν,nPµ,0 by conjugating with

dνµ(x, ξ,−t) and shifting the arguments by Φ
δνµt
ν (which only amounts to an actual shift

in the case ν = µ). For the principal symbol of B(t) one thus obtains

B(t)νν,0(x, ξ) = dνν(Φ
t
ν(x, ξ),−t)Bνν,0(Φ

t
ν(x, ξ))d

−1
νν (Φt

ν(x, ξ),−t),

which is the only block of B(t)νν,0 with respect to Pµ,0, µ = 1, . . . , l, that is different from
zero. Using

dνµ(Φ
tδνµ
ν (x, ξ),−t) = d−1

νµ (x, ξ, t) = d∗νµ(x, ξ, t), (2.3.27)

see [BN99], one finally obtains (2.3.24). For the higher coefficients B(t)νν,n, n ≥ 1, one
employs the Duhamel principle and uses that fact that the sum in (2.3.25) is taken over
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indices with |α| + |β| + j ≥ 2, and thus involves terms in S(1), in order to conclude that
B(t)νν,n ∈ S(1). This shows that one has found an asymptotic expansion in Sqcl(1) for the
symbol of U∗(t)BU(t) that can be summed with the Borel method to yield a complete
symbol.

This theorem shows that, for finite times t, one can associate to a (semiclassically)
block-diagonal symbol B ∈ Sqcl(1) a symbol B(t) ∈ Sqcl(1) whose quantisation opW [B(t)] is
semiclassically close to B(t) = U∗(t)BU(t), i.e.,

‖B(t)− opW [B(t)]‖ = O(~∞) for all t ∈ [0, T ].

This is a semiclassical version of the Egorov theorem [Ego69], which was originally formu-
lated for the case of scalar symbols. A weaker version that is also sometimes referred to
as an Egorov theorem (see, e.g., [PST03]) would only assert that one can evolve the prin-
cipal symbol B0 of B into a symbol B(t)0, as given in (2.3.24), such that its quantisation
opW [B(t)0] is ~-close to the time-evolved operator B(t), i.e.,

‖B(t)− opW [B(t)0]‖ = O(~).

This statement is clearly covered by Theorem 2.3.4, since the quantisation of the difference
B(t) − B(t)0 ∈ Sq−1

cl (1) yields a bounded operator with norm of order ~, see Proposi-
tion 2.2.4.

We will now show (generalising results of Cordes [Cor83a, Cor00, Cor01]) that the
semiclassical block-diagonal operators exhaust all operators with symbols in the invariant
algebra S∞inv(1).

Proposition 2.3.6. The invariant subalgebra S∞inv(1) of S∞cl (1) consists of precisely those
B ∈ Sqcl(1) which are semiclassically block-diagonal with respect to the projections Pµ, µ =
1, . . . , l, defined in (2.3.11) of Proposition 2.3.1, i.e.,

B ∈ S∞inv ⊂ S∞cl (1) ⇔ B ∼
l∑

µ=1

Pµ#B#Pµ.

Proof. Consider an operator B with symbol B ∈ S∞cl (1), whose equation of motion is given
by (2.3.17). For the symbol of the time-evolved operator we now assume an asymptotic
expansion

B(t) ∼
∞∑
j=0

~−q+jB(t)j

in Sqcl(1). Furthermore, one can use (2.3.7) to separate (2.3.17) into blocks with respect to
Pµ, µ = 1, . . . , l. For the off-diagonal blocks (ν 6= µ) one therefore obtains

∂

∂t
B(t)νµ ∼

i

~
[H,B(t)νµ]#, (2.3.28)
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where B(t)νµ := Pν#B(t)#Pµ ∼
∑∞

j=0 ~−q+jB(t)νµ,j. In leading semiclassical order the

factor ~−1 on the right-hand side of equation (2.3.28) enforces the condition

[H0, B(t)νµ,0] = (λν − λµ)B(t)νµ,0 = 0.

Since λµ 6= λν for µ 6= ν, this immediately yields B(t)νµ,0 = 0. Furthermore,

∂

∂t

∞∑
j=1

~−q+jB(t)νµ,j ∼ i
[
H,

∞∑
j=1

~−q+j−1B(t)νµ,j

]
#
.

Again the leading order on the right-hand side has to vanish, i.e.,

[H0, B(t)νµ,1] = 0.

This means that the symbol B(t)νµ,1 must be block-diagonal with respect to the projection
matrices Pµ,0 ∈ S(1). But

Pλ,0B(t)νµ,1Pλ,0 = symbWP
[
~−1 (Pλ#(B(t)νµ −B(t)νµ,0)#Pλ)

]
= 0,

since B(t)νµ,0 = 0 for ν 6= µ. Iterating the above procedure we see that if B ∈ Sinv(1),
then it has to be block-diagonal with respect to Pµ, µ = 1, . . . , l. This proves one direction
asserted in the proposition. The other direction, that the block-diagonal operators form a
subset of the invariant algebra, is contained in the Egorov theorem 2.3.4.

At this point it is instructive to include a comment on the transport equation (2.3.22)
that not only occurs in connection with an Egorov theorem, but also in a WKB-type
framework. In this context Littlejohn and Flynn [LF91] introduced a splitting of the
analogue to H̃νν,1 (defined in equation (2.3.21)) into two contributions, one of which is
related to a Berry connection [Ber84]. Subsequently Emmrich and Weinstein [EW96]
generalised the approach of [LF91] and gave a geometrical interpretation for the second
contribution, which they related to a Poisson curvature. We now want to identify the
two contributions in the present situation, i.e., in H̃νν,1. To this end we calculate Hν,1 =
Pν,1H0 + Pν,0H1 + i

2
{Pν,0, H0} using

−Pν,0Pν,1Pν,0 + (1− Pν,0)Pν,1(1− Pν,0) =
i

2
{Pν,0, Pν,0},

which follows from the condition Pν#Pν ∼ Pν and the composition formula in Lemma
2.2.2. Thus

Pν,0Hν,1Pν,0 = Pν,0H1Pν,0 + i
λν
2
Pν,0{Pν,0, Pν,0}Pν,0 +

i

2

l∑
η=1

ληPν,0{Pν,0, Pη,0}Pν,0.

The relation Pν,0{Pν,0, Pη,0}Pν,0 = −Pν,0{Pη,0, Pη,0}Pν,0 and the spectral representation
H0 =

∑
µ λµPµ,0 now allow us to rewrite the expression (2.3.21) for H̃νν,1 as

H̃νν,1 = Hν,Berry +Hν,Poisson + Pν,0H1Pν,0
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with

Hν,Berry := − i[Pν,0, {λν , Pν,0}],

Hν,curvature :=
i

2

(
λνPν,0{Pν,0, Pν,0}Pν,0 + Pν,0{Pν,0, H0 − λνPν,0}Pν,0

)
.

(2.3.29)

This corresponds exactly to the splitting discussed in [EW96], see also [Spo00], whose
geometrical significance will be discussed in the next Section.

2.3.3 Dynamics in the eigenspaces

According to the Egorov theorem 2.3.4, the semiclassical calculus outlined above results
not only in a transport of the principal symbols of observables by the Hamiltonian flows
Φt
ν , but also in a conjugation by the (unitary n × n) transport matrices dνν . The latter

define the dynamics of those degrees of freedom that on the quantum mechanical level
are described by the factor Cn of the total Hilbert space L2(Rd) ⊗ Cn. Our intention in
this section now is to develop combined classical dynamics of both types of degrees of
freedom, i.e., those described by the Hamiltonian flows and those that are represented by
the conjugations. In this context the fact that the conjugations enter along integral curves
of the Hamiltonian flows introduces a hierarchy among the two types of degrees of freedom.

In a first step we confirm that the dynamics represented by the transport matrices dνν
take place in the eigenspaces of the principal symbol H0 in Cn. To this end we notice that
since at every point (x, ξ) ∈ T∗

R
d the projection matrices Pν,0(x, ξ) yield an orthogonal

splitting of Cn and have constant rank kν , they define kν-dimensional subbundles πν : Eν →
T∗
R
d of the trivial vector bundle T∗

R
d×Cn over phase space. The fibre Eν

(x,ξ) = π−1
ν (x, ξ)

over (x, ξ) ∈ T∗
R
d is given by the range of the projection, i.e., Eν

(x,ξ) = Pν,0(x, ξ)C
n.

Furthermore, the canonical hermitian structure of Cn induces a hermitian structure on the
fibres. We now intend to interpret the conjugation by dνν as a dynamics in the eigenvector
bundle Eν , and for this purpose notice:

Lemma 2.3.7. The restricted transport matrices dνν(x, ξ, t)Pν,0(x, ξ) provide unitary maps
between the fibres Eν

(x,ξ) and Eν
Φt

ν(x,ξ).

Proof. In order to see that dνν(x, ξ, t)Pν,0(x, ξ) maps Eν
(x,ξ) into Eν

Φt
ν(x,ξ) we show

Pν,0(Φ
t
ν(x, ξ))dνν(x, ξ, t)Pν,0(x, ξ) = dνν(x, ξ, t)Pν,0(x, ξ). (2.3.30)

This relation is certainly true for t = 0 where both sides yield Pν,0. Moreover, the derivative
with respect to t of the left-hand side reads

{λν , Pν,0}(Φt
ν(x, ξ))dνν(x, ξ, t)Pν,0(x, ξ)− iPν,0(Φ

t
ν(x, ξ))H̃νν,1(Φ

t
ν(x, ξ))dνν(x, ξ, t)Pν,0(x, ξ),

which equals

− i H̃νν,1(Φ
t
ν(x, ξ))Pν,0(Φ

t
ν(x, ξ))dνν(x, ξ, t)Pν,0(x, ξ),



2.3. Time evolution and semiclassical restriction to eigenspaces 57

since the commutator [Pν,0, H̃νν,1] can be calculated as (see equation (2.3.21))

− i[Pν,0, [Pν,0, {λν , Pν,0}]] = − i (Pν,0{λν , Pν,0}+ {λν , Pν,0}Pν,0) = − i{λν , Pν,0};

here we have used (D.2) and P 2
ν,0 = Pν,0. Thus, Pν,0(Φ

t
ν(x, ξ))dνν(x, ξ, t)Pν,0(x, ξ) fulfills

the same differential equation with respect to t as dνν(x, ξ, t)Pν,0, and this finally implies
the validity of equation (2.3.30).

In order to see the unitarity, one has to show that dνν(x, ξ, t)Pν,0(x, ξ) is an isometry
whose range is the complete fibre Eν

Φt
ν(x,ξ). The first point is clear since dνν is unitary on Cn

and the fibres inherit their hermitian structures from C
n. The second point follows from

the observation that the transport provided by dνν can be reversed: Given v(Φt
ν(x, ξ)) ∈

EΦt
ν(x,ξ), the vector Pν,0(x, ξ)dνν(Φ

t
ν(x, ξ),−t)v(Φt

ν(x, ξ)) lies in Eν
(x,ξ) and is mapped to

v(Φt
ν(x, ξ)) by dνν(x, ξ, t)Pν,0(x, ξ), see (2.3.27).

It is possible to recover the splitting of H̃νν,1 given in (2.3.29) in geometrical terms
closely related to parallel transport in the eigenbundles. Let us introduce a connection in
the eigenbundles in terms of the covariant derivative ∇ν := Pν,0 d. This is the covariant
derivative on Eν that is naturally associated with the trivial connection on the trivial
C
n-bundle over phase space, having d as its covariant derivative, and the projection Pν,0

from the trivial bundle to the eigenbundle. It was observed by Simon [Sim83a] that such
projected connections are those whose holonomy in certain physical situations is called
Berry’s phase [Ber84]. Therefore, the corresponding terms in [LF91] are called Berry terms.
In order to see how Hν,Berry is connected with the covariant derivative we consider the
parallel displacement induced by∇ν . We claim that parallel transport with respect to∇ν in
Eν along an integral curve Φt

ν is given by Eν
(x,ξ) 3 ϕν 7→ ϕν(t)(x, ξ) = d̃ν(x, ξ, t)ϕ(Φt

ν(x, ξ)),
where we define

d

dt
d̃ν(t)− [Pν,0, {λν , Pν,0}]d̃ν = 0.

Thus
d

dt
ϕν(t) = [Pν,0, {λν , Pν,0}]ϕν(t) + {λν , ϕν(t)}

which according to Pν,0{λν , Pν,0}Pν,0 = 0 and {λν , ϕν} = {λν , Pν,0ϕν} = Pν,0{λν , ϕν} +
{λν , Pν,0}ϕν equals

d

dt
ϕν(t)

∣∣∣∣
t=0

= Pν,0{λν , ϕν},

such that Hν,Berry indeed generates the parallel transport corresponding to ∇ν .
In order to obtain a geometrical interpretation for Hν,curvature we consider the curvature

of ∇ν which is given by a two-form Fν with values in the endomorphisms of Eν according
to

∇2
νϕ = Fνϕ

for any section ϕ of Eν . As in [EW96] we find that Fν = Pν,0 dPν,0∧( dPν,0)Pν,0. Therefore,
the first term of Hν,curvature is just λνFν(Π), where Π denotes the cosymplectic structure17.

17or Poisson tensor, see [MR94, AMR88]
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To describe the second term, we define the one-form with values in the vector bundle
morphisms from Eν to the kernel of Pν,0, i.e. to the image of 1−Pν,0, by Sϕ = (1−Pν,0) dϕ,
which equals

S = (1− Pν,0) dPν,0.

This quantity measures to what extent the trivial parallel transport corresponding to d
moves a vector out of the Eν eigenbundle into its complement. Similarly, we can define a
one-form from the kernel of Pν,0 to Eν by

S∗ϕ = −Pν,0 dϕ = −Pν,0 d(1− Pν,0)ϕ

for any section of the complement of Eν . Using S and S∗ define

S∗ ∧ ((H0 − λνPν,0)S),

where H0−λνPν,0 is considered as an endomorphism of kerPν,0, on which it equals H0. As
shown in [EW96] the contraction of this two-form with the cosymplectic structure gives
the second term of Hν,curvature.

According to the above, the action of dνν(x, ξ, t) on a section in Eν can be viewed
as a parallel transport along the integral curves of the flow Φt

ν . If one now introduces
sections of Eν that yield orthonormal bases {e1(x, ξ), . . . , ekν (x, ξ)} of the fibres Eν

(x,ξ), the

representations of dνν(x, ξ, t) in these bases are unitary kν × kν matrices Dν(x, ξ, t). Since
the principal symbol H0 of the operator H is hermitian (on Cn), a preferred choice for the
sections {e1, . . . , ekν} would consist of orthonormal eigenvectors ofH0. However, this choice
is obviously not unique because it amounts to fixing an isometry Vν(x, ξ) : Ckν → Eν

(x,ξ),

such that Vν(x, ξ)V
∗
ν (x, ξ) = Pν,0(x, ξ) and V ∗

ν (x, ξ)Vν(x, ξ) = idCkν . Here one still has a
freedom to change the isometry by an arbitrary unitary automorphism of Ckν . Having
chosen an isometry Vν(x, ξ) for every fibre Eν

(x,ξ) in a smooth way, the n × n transport

matrices dνν(x, ξ, t) are mapped to unitary kν × kν matrices

Dν(x, ξ, t) := V ∗
ν

(
Φt
ν(x, ξ)

)
dνν(x, ξ, t)Vν(x, ξ). (2.3.31)

Their dynamics follows from the transport equation (2.3.22) as

Ḋν(x, ξ, t) + i H̃ν

(
Φt
ν(x, ξ)

)
Dν(x, ξ, t) = 0 with Dν(x, ξ, 0) = idCkν , (2.3.32)

where the hermitian kν × kν matrix H̃ν is derived from (2.3.21) for µ = ν,

H̃ν = − i
λν
2
V ∗
ν {Pν,0, Pν,0}Vν + i{λν , V ∗

ν }Vν + V ∗
ν Hν,1Vν .

What is of more importance for later purposes than the non-uniqueness of this rep-
resentation, however, is the fact that the above construction allows us to introduce a
skew-product flow over the Hamiltonian flow Φt

ν , thus reflecting the hierarchy of the two
types of degrees of freedom. See [CFS82] for a definition of skew-product flows and cf.
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[BK99b] where these occur in the context of a semiclassical trace formula for matrix val-
ued operators. At this stage provisionally consider

Ŷ t
ν : T∗

R
d × U(kν)→ T∗

R
d × U(kν),

defined by Ŷ t
ν (x, ξ, g) := (Φt

ν(x, ξ), Dν(x, ξ, t)g), which yields a flow on the product space
T∗
R
d×U(kν) due to the cocycle relation Dν(x, ξ, t+ t′) = Dν(Φ

t
ν(x, ξ), t

′)Dν(x, ξ, t). Later
we are interested in ergodic properties of such skew-product flows, and these are indepen-
dent of the particular choice of the sections {e1, . . . , ekν}. Here we remark that in some
cases the point of view advertised above might turn out too general. It can indeed happen
that the fibre part of the skew-product flow does not require the complete group U(kν).
E.g., in [BGK01] a situation was considered where kν = 2j + 1, j ∈ 1

2
N, and the trans-

port matrices Dν were operators in a 2j+1-dimensional unitary irreducible representation
of SU(2). This fact could be identified by the observation that when (x, ξ) ranges over
T∗
R
d, the skew-hermitian matrices i H̃ν(x, ξ) generate a Lie subalgebra of u(2j + 1) which

is isomorphic to su(2).
In the general case one therefore should not necessarily expect that the transport ma-

trices Dν generate all of U(kν), but only a certain Lie subgroup. In order to identify this
group we consider the Lie subalgebra〈

i H̃ν(x, ξ); (x, ξ) ∈ T∗
R
d
〉
⊂ u(kν) (2.3.33)

generated by the skew-hermitian matrices i H̃ν(x, ξ). Via exponentiation of this subalgebra
one hence obtains a Lie subgroup G ⊂ U(kν) that is compact and connected. To be
more precise, the result of the exponentiation is a kν-dimensional unitary representation
ρ of G. Its Lie algebra g then is embedded in (2.3.33) via the derived representation
dρ. In this setting the transport matrices Dν are operators in the representation ρ, i.e.,
Dν(x, ξ, t) = ρ(gν(x, ξ, t)). Hence we are now in a position to define the skew-product flows

Ỹ t
ν : T∗

R
d ×G→ T∗

R
d ×G (2.3.34)

through
Ỹ t
ν (x, ξ, g) =

(
Φt
ν(x, ξ), gν(x, ξ, t)g

)
. (2.3.35)

These flows leave the product measure dx dξ dg on T∗
R
d×G invariant, which consists of

Lebesgue measure dx dξ on T∗
R
d and the normalised Haar measure dg on G. Moreover, if

one restricts the Hamiltonian flows Φt
ν to compact level surfaces of the eigenvalue functions

λν at non-critical values E,

Ων,E := λ−1
ν (E) =

{
(x, ξ) ∈ T∗

R
d; λν(x, ξ) = E

}
,

the restrictions of the skew-product flows Ỹ t
ν to Ων,E × G leave the measures d`(x, ξ) dg

invariant, where d`(x, ξ) denotes the normalised Liouville measure on Ων,E.
In Chapter 6 we are interested in the question under which conditions imposed on

suitable classical dynamics quantum ergodicity holds. In analogy to [BG00] one ap-
proach to this problem would be to consider the restriction of the skew-product flow Ŷ t

ν to
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Ων,E ×U(kν): Its ergodicity with respect to the product measure that consists of Liouville
measure on Ων,E and Haar measure on U(kν) implies quantum ergodicity. Since, however,
the dynamics in the eigenspaces is completely fixed by a restriction to the group G, the dy-
namical behaviour of the flow Ŷ t

ν is determined by that of Ỹ t
ν . One hence concludes that in

order to prove quantum ergodicity one requires the following condition (see Remark 6.2.3):

(Irrν) The representation ρ : G→ U(kν) is irreducible.

In the sequel we always assume this to be the case.

2.4 Semiclassical asymptotics of eigenfunctions

2.4.1 A Szegö-type limit formula

A fundamental ingredient in the asymptotics of eigenvectors that will be discussed in
Chapter 6 is a semiclassical limit formula for the expectation values of bounded operators
B on L2(Rd)⊗Cn. Below we will obtain a Szegö-type formula which connects semiclassically
averaged expectation values with objects that can be calculated from the principal symbol
B0 of the operator B and therefore allow for a classical interpretation. On the so defined
classical side we fix a value E for all eigenvalue functions λν , ν = 1, . . . , l, of the principal
symbol H0 with the following properties:

(H3ν) There exists some ε > 0 such that all λ−1
ν ([E − ε, E + ε]) ⊂ T∗

R
d are compact.

(H4ν) The functions λν shall possess no critical values in [E − ε, E + ε].

(H5ν) Among the level surfaces Ων,E = λ−1
ν (E), ν = 1, . . . , l, at least one is non-empty.

In addition to (H1) and (H2), which imply the essential selfadjointness of the operator
H, these conditions guarantee as in the scalar case [DS99] that for sufficiently small ~ the
spectrum of H is discrete in any open interval contained in [E − ε, E + ε]. This setting
now allows us to generalise the constructions made in [BG00] to Hamiltonians with non-
scalar principal symbols: The expectation values of an operator B will be considered in
normalised eigenvectors ψj of H with corresponding eigenvalues Ej in an interval I(E, ~) =
[E − ~ω,E + ~ω], ω > 0, such that I(E, ~) ⊂ [E − ε, E + ε] if ~ is small enough. Let us
denote by NI := card{Ej ∈ I(E, ~)} the number of eigenvalues in I(E, ~). On the classical
side the Hamiltonian flows Φt

ν generated by the eigenvalue functions λν will enter on the
level surfaces Ων,E. Regarding these we assume:

(H6ν) The periodic points of Φt
ν with non-trivial periods form a set of Liouville measure

zero in Ων,E.

The quantities appearing on the classical side of the limit formula turn out to be averages
of smooth matrix valued functions B ∈ C∞(T∗

R
d) ⊗ Mn(C) over Ων,E with respect to

Liouville measure, for which we introduce the notation

`ν,E(B) :=

∫
Ων,E

B(x, ξ) d`(x, ξ).
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The main result of this section is now summarised in the following Szegö-type limit formula:

Proposition 2.4.1. Let H be a semiclassical pseudodifferential operator with symbol H ∈
S0

cl(m), such that the principal symbol H0 satisfies the assumptions (H0)–(H2) and (H3ν)–
(H6ν) for all ν = 1, . . . , l. Furthermore, let B be an operator with symbol B ∈ S0

cl(1) and
principal symbol B0. Then the limit formula

lim
~→0

1

NI

∑
Ej∈I(E,~)

〈ψj,Bψj〉 =

∑l
ν=1 vol Ων,E tr `ν,E(Pν,0B0Pν,0)∑l

ν=1 kν vol Ων,E

(2.4.1)

holds.

Proof. Adapted to the spectral localisation mentioned above we choose a smooth and
compactly supported function g ∈ C∞

0 (R) such that g(λ) = λ on a neighbourhood of
[E − ε, E + ε]. Furthermore, we apply the semiclassical splitting of the Hilbert space
L2(Rd)⊗ Cn given by the projection operators Pν ,

L2(Rd)⊗ Cn = ranP1 ⊕ · · · ⊕ ranPl mod ~∞, (2.4.2)

and the corresponding decomposition H =
∑l

ν=1HPν (mod O(~∞)) of the Hamiltonian.
By employing the generalisation of the Helffer-Sjöstrand formula to matrix valued operators
developed in [Dim93, Dim98], we represent g(H) =

∑l
ν=1 g(HPν)Pν (mod O(~∞)) with

g(HPν)Pν = − 1

π

∫
C

∂zg̃(z)(H− z)−1Pν dz,

where g̃ is an almost-analytic extension of g. Since the principal symbol H0Pν,0 of HPν is
scalar, H0Pν,0 = λνPν,0, when considered to act on sections in the eigenvector bundle Eν ,
one can use the methods of [DS99] to show that on λ−1

ν ([E − ε, E + ε]) the asymptotic
expansions of symbW [g(HPν)] and of symbW [HPν ] coincide. Below we will always employ
the spectral localisation to the interval I(E, ~), and since symbW [g(HPν)] ∈ S0

cl(1), one can
therefore now assume that H ∈ S0

cl(1). Furthermore, the decomposition (2.4.2) allows us
to employ the techniques of [DS99] in the same manner as in [BG00]. Hence, if χ ∈ C∞

0 (R)
with χ ≡ 1 on I(E, ~) and suppχ ⊂ [E − ε, E + ε], the operator

Uχ(t) := e−
i
~Ht χ(H)

l∑
ν=1

Pν =
l∑

ν=1

e−
i
~HPνt χ(HPν)Pν mod O(~∞),

has a pure point spectrum. Moreover, each of the operators e−
i
~HPνt χ(HPν) can be approx-

imated in trace norm up to an error of O(~∞) by a semiclassical Fourier integral operator
with a kernel of the form

Kν(x, y, t) =
1

(2π~)d

∫
Rd

aν(x, y, t, ξ) e
i
~ (Sν(x,ξ,t)−ξy) dξ. (2.4.3)
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Here, as in [BK99a], the phases Sν have to fulfill the Hamilton-Jacobi equations

λν
(
x, ∂xSν(x, ξ, t)

)
+ ∂tSν(x, ξ, t) = 0, Sν(x, ξ, 0) = xξ.

The amplitudes aν ∈ S0
cl(1) with asymptotic expansions aν ∼

∑∞
j=0 ~jaν,j are determined as

solutions of certain transport equations [BK99a] with initial conditions aν |t=0 = χ(λν)Pν,0+
O(~). Following [BG00] further, we choose test functions ρ ∈ C∞(R) with compactly
supported Fourier transforms ρ̂ ∈ C∞

0 (R) such that

Tr
1

2π

∫
R

ρ̂(t) e
i
~Et BUχ(t) dt =

∑
j

χ(Ej)〈ψj,Bψj〉ρ
(
Ej − E

~

)
,

where Tr denotes the operator trace on the Hilbert space L2(Rd) ⊗ Cn. Using the semi-
classical approximation (2.4.3) one now has to calculate

1

2π(2π~)d

∫
R

∫
Rd

∫
Rd

ρ̂(t)
l∑

ν=1

tr
(
B0(x, ∂xSν)aν,0(x, x, t, ξ)

)
e

i
~ (Sν(x,ξ,t)−xξ+Et) dξ dx dt

(2.4.4)
in leading semiclassical order. This can be done with the method of stationary phase,
where the stationary points (xν,st, ξν,st, tν,st) of the phase Sν(x, ξ, t) − xξ + Et determine
periodic points (xν,st, ξν,st) ∈ Ων,E of the Hamiltonian flow Φt

ν with periods tν,st. Since the
eigenvalue function λν is supposed to be non-critical at E, the periods tν,st of the flow Φt

ν

cannot accumulate at zero, see [Rob87]. One can hence split ρ̂ = ρ̂1 + ρ̂2 in such a way that
ρ̂1 is supported only in a small neighbourhood of zero and ρ̂2 = 0 in the vicinity of zero, so
that the only period in supp ρ̂1 is the trivial one, tν,st = 0. The contribution coming from
ρ̂1 to (2.4.4) is therefore determined by the periodic points with tν,st = 0. These build up
the entire level surface Ων,E which, according to assumption (H3ν), is compact. The result
then reads (see [DS99, BG00])

∑
j

χ(Ej)〈ψj,Bψj〉ρ1

(
Ej − E

~

)
= χ(E)

ρ̂1(0)

2π

l∑
ν=1

vol Ων,E

(2π~)d−1

(
tr `ν,E(Pν,0B0Pν,0) +O(~)

)
.

(2.4.5)
Coming to the contribution of the term with ρ̂2 to the expression (2.4.4), we recall that ρ̂2

has been chosen to vanish in a neighbourhood of zero. The relevant stationary points are
hence related to periodic orbits of the flow Φt

ν with non-vanishing periods. The condition
(H6ν) now allows us to employ the methods of [DS99], leading to the estimate

∑
j

χ(Ej)〈ψj,Bψj〉ρ2

(
Ej − E

~

)
= o(~1−d). (2.4.6)

The relations (2.4.5) and (2.4.6) together therefore imply that for every test function
ρ ∈ C∞(R) with Fourier transform ρ̂ ∈ C∞

0 (R) the estimate (2.4.5) holds with ρ1 replaced
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by ρ. Hence, the Tauberian argument developed in [BPU95] can be applied to yield

∑
Ej∈I(E,~)

〈ψj,Bψj〉 =
ω

π

l∑
ν=1

vol Ων,E

(2π~)d−1
tr `ν,E(Pν,0B0Pν,0) + o(~1−d). (2.4.7)

In this relation one can set the operator B equal to the identity and thus obtains a semi-
classical expression for the number NI of eigenvalues of H in I(E, ~),

NI := #{Ej ∈ I(E, ~)} =
ω

π

l∑
ν=1

kν
vol Ων,E

(2π~)d−1
+ o(~1−d), (2.4.8)

where kν = trPν,0 denotes the dimension of the fibre ranPν,0 = Eν corresponding to the
eigenvalue λν of H0. The proof is now finished by combining the expressions (2.4.7) and
(2.4.8).

Let us remark that the operators B considered in the limit formula (2.4.1) have not been
restricted to those with symbols in the invariant subalgebra S0

inv(1) ⊂ S0
cl(1). Neverthe-

less, only the diagonal blocks of their principal symbols B0 with respect to the projection
matrices Pν,0 enter on the right-hand side of (2.4.1). In particular, this implies that for
an operator B with a purely off-diagonal principal symbol, i.e., Pµ,0B0Pµ,0 = 0 for all
µ = 1, . . . , l, the semiclassical average vanishes. Thus one can replace an operator B with
symbol B ∈ S0

cl(1) by its diagonal part
∑

µ P̃µBP̃µ, whose symbol is in the invariant algebra

S0
inv(1), without changing the value of the limit on the right-hand side of (2.4.1).

So far we have considered expectation values in normalised eigenvectors of H. Our
intention now is to discuss the projections Pνψj of the eigenvectors of H to a fixed almost
invariant subspace of L2(Rd)⊗Cn. One thus expresses averaged expectation values in the
projected eigenvectors in terms of classical quantities related to the single Hamiltonian
flow Φt

ν . In order to achieve this one applies Proposition 2.4.1 to operators PνBPν and
exploits the selfadjointness of Pν . This results in

Corollary 2.4.2. Under the assumptions stated in Proposition 2.4.1, for each 1 ≤ ν ≤ l
the restricted limit formula

lim
~→0

1

NI

∑
Ej∈I(E,~)

〈Pνψj,BPνψj〉 =
vol Ων,E tr `ν,E(Pν,0B0Pν,0)∑l

µ=1 kµ vol Ωµ,E

. (2.4.9)

holds.

Thus the semiclassical average of the projected eigenvectors Pνψj, with Ej ∈ I(E, ~),
localises on the corresponding level surface Ων,E ⊂ T∗

R
d. If one considers (2.4.9) for

different ν, the relative weights of the corresponding projections are determined by the
relative volumes of the associated level surfaces and the dimensions of the eigenspaces Eν ,
which equal the volumes of the coadjoint orbits Oλ.
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In general, however, the projected eigenvectors Pνψj are neither normalised, nor are
they genuine eigenvectors of H. We therefore now introduce the normalised vectors

φj,ν :=
Pνψj
‖Pνψj‖

. (2.4.10)

Since the projectors Pν only commute with H up to a term of O(~∞), the pairs (Ej, φj,ν)
are quasimodes [Arn72] with discrepancies rj,ν , i.e.,

(
H− Ej

)
φj,ν =

[H,Pν ]ψj
‖Pνψj‖

and rj,ν =
‖[H,Pν ]ψj‖
‖Pνψj‖

.

This observation only ensures the existence of an eigenvalue of H in the interval [Ej −
rj,ν , Ej + rj,ν ], which is a trivial statement; it does not imply that φj,ν is close to an
eigenvector of H, see [Laz93]. It therefore is of somewhat more interest to consider the
operator HPν , whose spectrum inside the interval [E − ε, E + ε] ⊃ I(E, ~) is also purely
discrete. Following the above reasoning, one then concludes that (Ej, φj,ν) is a quasimode
with discrepancy rj,ν also for this operator. Thus, if ‖Pνψj‖ ≥ c~N for some N ≥ 0 and
hence rj,ν = O(~∞), the operator HPν has an eigenvalue with distance O(~∞) away from
Ej. Since there are NI eigenvalues Ej ∈ I(E, ~) one finds as many quasimodes for HPν .
But this operator has only

N ν
I =

kνω

π

vol Ων,E

(2π~)d−1
+ o(~1−d)

eigenvalues in I(E, ~), compare (2.4.8). This observation might suggest that only approx-
imately N ν

I of the NI projected eigenvectors Pνψj are of considerable size, such that the
discrepancies of the associated quasimodes are smaller than the distance of Ej to neigh-
bouring eigenvalues of H. This expectation can be strengthened by an application of the
limit formula (2.4.9) with the choice B = id,

lim
~→0

1

NI

∑
Ej∈I(E,~)

‖Pνψj‖2 =
kν vol Ων,E∑l
µ=1 kµ vol Ωµ,E

, (2.4.11)

which implies that

N ν
I =

∑
Ej∈I(E,~)

‖Pνψj‖2 + o(1), ~→ 0. (2.4.12)

One could thus expect that roughly N ν
I of the projected eigenvectors Pνψj are close to ψj,

and the rest is such that ‖Pνψj‖ is semiclassically small. However, (2.4.12) does not rule
out the other extreme situation, provided by projected eigenvectors Pνψj, ν = 1, . . . , l,
equidistributing in the sense that their squared norms are asymptotic to N ν

I /NI as ~→ 0.
In that case the discrepancies of the associated quasimodes for the operators HPν can
be estimated as rj,ν = O(~∞). In order that these quasimodes do not produce more
than N ν

I eigenvalues of HPν in I(E, ~) a finite fraction of the eigenvalues Ej of H must
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possess spacings to their nearest neighbours of the order ~∞. Since in general there exist no
sufficient lower bounds on eigenvalue spacings none of the two extreme situations discussed
above can be excluded so far.

What is possible, however, is to derive from (2.4.11) an upper bound for the fraction
of the projected eigenvectors Pνψj that are close in norm to ψj,

lim
~→0

1

NI

#
{
Ej ∈ I(E, ~); ‖Pνψj − ψj‖ = o(1)

}
≤ kν vol Ων,E∑l

µ=1 kµ vol Ωµ,E

,

see also [Sch01]. To obtain lower bounds is more difficult. The limit formula (2.4.11) only
allows for an estimate of the fraction of projected eigenvectors with norms that tend to a
finite limit as ~→ 0. One conveniently measures this fraction in units of the value that is
expected for equidistributed projections. Therefore, with δ := δ̃

kν volΩν,EPl
µ=1 kµ volΩµ,E

, we consider

N δ
ν,I := #

{
Ej ∈ I(E, ~); ‖Pνψj‖2 ≥ δ

}
.

Since

1

NI

∑
Ej∈I(E,~)

‖Pνψj‖2 ≤
1

NI

∑
Ej∈I(E,~)

‖Pνψj‖2≥δ

1 +
1

NI

∑
Ej∈I(E,~)

‖Pνψj‖2<δ

‖Pνψj‖2

≤
N δ
ν,I

NI

+
δ

NI

(NI −N δ
ν,I),

the relative fraction of projected eigenvectors with finite semiclassical limit can be esti-
mated from below as

lim
~→0

N δ
ν,I

NI

≥ (1− δ̃)kν vol Ων,E∑l
µ=1 kµ vol Ωµ,E

. (2.4.13)

A refinement of the above considerations is given by the study of individual eigenfunc-
tions ψj. As we already have seen above, a quasimode (or a projected eigenfunction) can
only be close to a genuine eigenfunction if it localizes on one and only one energy shell in
the semiclassical limit; this behaviour then certainly transfers to the eigenfunction which
the quasimode approximates. In order to ask the question if a certain quasimode is close
to an eigenfunction, we can employ the following statement (see [Sch01]):

Proposition 2.4.3. Let (E, φ) be a quasimode of H with discrepancy r and assume that
the spectrum of H is discrete in a neighbourhood of [E − r, E + r]. Denote the distance of
[E − r, E + r] to the part of the spectrum outside of [E − r, E + r] by ε and let π be the
spectral projection corresponding to the complement of [E − r, E + r] in spec(H). Then

‖πφ‖ ≤ r

ε
.
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Of course, this Proposition only becomes useful if the discrepancy r is smaller than the
distance of [E − r, E + r] from spec(H).

Thus, if the eigenvalues of H were separated by a minimal distance greater than the dis-
crepancy, the above statement would imply that the quasimode is close to an eigenfunction.
In general, however, no such minimal distance is known; there are a lot of examples where
eigenvalues are quasidegenerate18which allows us to construct quasimodes as superposition
of eigenvectors whose eigenvalues are quasidegenerate, see e.g. the Schrödinger operator in
a double well potential [HS84, Sim84b, Sim84a, Sim83b, Pet97, Dav82, Dav84]. In these
cases, the quasidegeneracies are due the symmetry of the underlying system. However,
this effect immediately breaks down if the symmetry is destroyed, see e.g. [Sim85]. This
suggests that even if a quasimode is not close to an eigenfunction it might be close if one
perturbes the system. Therefore, let H + ~pA be a perturbation with A ∈ OPS(1) and
A ∈ S(1) hermitian, such that the system’s classical limit remains unchanged. First of all,
we have to ensure that under this perturbation a quasimode (E, φ) is taken to a quasimode
with (almost) the same discrepancy. That this, we assume that (E, φ) can be extended to
a family of quasimodes A 7→ (E(A), φ(A)) whose discrepancies r = r(A) are all of order
~N with N independent of A. Furthermore, we assume that the quasimode doesn’t change
too much under small variations of the perturbation, i.e.

‖φ(A)− φ(A′)‖ ≤ C~p‖A −A′‖. (2.4.14)

If these conditions are fulfilled, we call (E, φ) a stable quasimode. From [Sch01] we quote

Conjecture 2.4.4. Let the Hamiltonian H fulfill the conditions stated in Proposition 2.4.1
and let (E, φ) be a stable quasimode with discrepancy of order ~d+δ for some δ > 0. Then
the set of perturbations for which φ(A) converges to an eigenfunction is of second Baire
category in OPS(1).

We remark that a set in a complete metrizable space is said to be of second Baire
category if it can be represented as a countable intersection of open dense subsets, see
[Mun00]. We say that a property is generically true, if it is true on a set of second Baire
category. Therefore, the above conjecture means that in a generic situation quasimodes
with sufficiently small discrepancies should be close to genuine eigenfunctions.

There are a few indications towards the correctness of this Conjecture. In [Uhl72,
Uhl76, Alb78] it is shown for example that eigenvalues are generically simple, or in [MO04]
that the eigenfunctions for special systems localize on classically invariant sets.

18 with a distance e−c/~, c > 0



Chapter 3

Geometric quantization

The purpose of this chapter is to provide the mathematical tools needed to give a classical
interpretation to the intrinsic degrees of freedom, still remanescent in its quantum nature
in the analysis performed in Chapter 2 . Before we give an outline of the underlying
mathematical principles, following [Śni80, SW76, Sou70], we want to state an observation
that is very striking when one enters the realm of geometric quantization:

We have found that when the notion of what physicists mean by quantizing a
function is suitably generalized and made rigorous, one may develop a theory
which goes a long way towards constructing all the irreducible unitary repre-
sentations of a connected Lie group. In the compact case it encompasses the
Borel-Weil theorem. [Kos70]

3.1 Line bundles and connections

Quantization in general assigns a Hilbert space to a symplectic manifold X. In Chapter
2 we were concerned with symplectic manifolds that were given as cotangent bundles of
manifolds. In the present context we will not restrict to this class of symplectic manifolds.
This fact will be important in the quantization procedure for the internal degrees of freedom
since, as we will see, the phase space for these will in general not be given as cotangent
bundles.

Now let C× be the multiplicative group of complex numbers, whose Lie algebra is
identified with C by associating to each c ∈ C the one-parameter group e2π i ct ⊂ C×. Let
L → X be a complex line bundle over X, and L× the line bundle obtained from L by
removing the zero section. In fact L× is the C×-principal fibre bundle associated with
L. As usual, the space of sections Γ(X,L) is isomorphic to the space of complex valued
functions λ̃ : L× → C which are equivariant with respect to the C× action, i.e.

λ̃(cz) = c−1λ̃(z) (3.1.1)

for each c ∈ C× and z ∈ L×, see e.g. [BGV92, Lan98a, Kob87]. Explicitly, the isomorphism

67
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λ̃
∼7→ λ is given by

λ(π(z)) = λ̃(z)z,

where π : L→ X is the bundle projection. Associated with each c ∈ C is the fundamental
vector field1 ηc on L× defined by

(ηcf)(z) =
d

dt
f(e2π i ct z)

∣∣∣∣
t=0

.

For equivariant functions (3.1.1) we get

ηcλ̃ = −2π i cλ̃.

For each function f on X we can define a vector field ηf on L× by

ηf (z) = ηf(π(z))(z)

such that
ηf λ̃ = −2π i(f ◦ π)λ̃. (3.1.2)

Let α be a connection form on L×, i.e. a C× valued one-form on L× such that

α(ηc) = c

for each c ∈ C. A connection, in this case defined by the connection one-form α, is
equivalent to a splitting of the exact sequence

0→ verL× → TL× → π∗TX → 0,

where verL× ⊂ TL× is the subbundle generated by the vector fields ηc. This is accom-
plished by defining

horL× := {u ∈ TL×;α(u) = 0},

and we have
TL× = horL× ⊕ verL×.

So for any vector field ζ on L× we obtain the horizontal and vertical components, hor ζ
and ver ζ, such that

ζ(z) = hor ζ(z) + ver ζ(z)

for each z ∈ L×. Furthermore, there is a unique horizontal lift ξ̃ of a vector field ξ on X,
i.e. a vector field ξ̃ on L× which projects down to ξ and fulfills α(ξ̃) = 0. This also allows
for2 the definition of a covariant derivative ∇ acting on sections of L according to

∇ξλ(π(z)) = (ξ̃λ̃)(z)z, (3.1.3)

1 This is the general construction for principal G-bundles: An element of the corresponding Lie algebra
g generates the so-called fundamental vector field on the principal bundle, see [KN63, KN69].

2And in fact is equivalent to
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which can easily be shown to be a derivation. In many cases it is useful that the covariant
derivative can be directly related to the connection one-form by the following construction:
Let λ be a non-vanishing section of L, i.e. a map X → L×. Then λ∗ξ(x) is a vector in
Tλ(x)L

× and can be decomposed in its vertical and horizontal components,

λ∗(ξ(x)) = horλ∗ξ(x) + verλ∗ξ(x) = ξ̃(x) + ηα(λ∗ξ(x))λ(x),

since πλ = idX . Therefore,

(ξ̃λ̃)(λ(x)) = dλ̃(ξ̃(x)) = dλ̃(λ∗ξ(x))− dλ̃(ηα(λ∗ξ(x))(λ(x))).

But dλ̃(λ∗ξ(x)) = (ξ(λ̃ ◦ λ))(x) vanishes since λ(x) = λ̃(λ(x))λ(x), i.e. λ̃ ◦ λ = id. In
addition,

dλ̃(ηα(λ∗ξ(x))(λ(x))) = −2π iα(λ∗ξ(x))λ̃(λ(x)) = −2π iλ∗α(ξ(x)).

Summarizing we have
(ξ̃λ̃)(λ(x)) = 2π i(λ∗α)(ξ(x)).

and thus
∇ξλ = 2π i(λ∗α)(ξ)λ.

The curvature form of the connection α is given by dα and we have

(∇ξ∇ξ′ −∇ξ′∇ξ −∇[ξ,ξ′])λ = 2π i(λ∗ dα)(ξ, ξ′)λ. (3.1.4)

3.1.1 The pre-quantum line bundle

A pre-quantum line bundle of a symplectic manifold (X,ω) is a complex line bundle L→ X
with a connection ∇ such that the connection form satisfies the pre-quantum condition

dα = −π∗ω. (3.1.5)

Such a line bundle exists iff ω defines an integral de Rham cohomology class, see Appendix
E and [Kos70, Woo97, EMRV98]. If this condition is fulfilled the set of equivalence classes
of such line bundles with connection can be parameterized by the group of all unitary
characters of the fundamental group of X. Furthermore, we assume that there exists a
hermitian structure 〈·, ·〉 on L that is invariant with respect to ∇, i.e.

ξ〈λ, λ′〉 = 〈∇ξλ, λ
′〉+ 〈λ,∇ξλ

′〉

for each pair λ and λ′ of sections and each vector field ξ on X. Such an invariant hermitian
structure exists if and only if the one-form

2π i(α− α)

is exact. It is then determined by α up to a multiplicative positive constant.



70 CHAPTER 3. Geometric quantization

Now let ζ be a real vector field on L× preserving α,

Lζα = ıζ dα+ dıζα = 0. (3.1.6)

By evaluating this on ηc and taking into account that ıηc dα = 03 we get

ηc(α(ζ)) = 0,

which means that α(ζ) is constant along the fibers of L× → X. Consequently there exists
a function f on X such that

α(ζ) = −f ◦ π.

So f determines the vertical part of ζ by

ver ζ = −ηf

and according to (3.1.6) we have

ıhor ζπ
∗ω = − d(f ◦ π).

Therefore, f is real valued and hor ζ is the horizontal lift of the Hamiltonian vector field
Xf of f

hor ζ = X̃f .

We denote by ζf the vector field
ζf = X̃f − ηf . (3.1.7)

Indeed, this is the first step in the quantization procedure: The association f 7→ ζf is a
linear isomorphism of the Poisson algebra (X,ω) onto the Lie algebra of real connection-
preserving vector fields on L×. Each vector field ζf is C×-invariant and we can define its
action on the space of functions satisfying (3.1.1), and consequently on the sections of L.
According to equations (3.1.2) and (3.1.3) we get

ζf λ̃ =
(
∇ξfλ+ i fλ

)∼
. (3.1.8)

3.1.2 The pre-quantization map

Let f be a function on X such that its Hamiltonian vector field Xf is complete. Then f
generates a one-parameter group Φt

f of canonical transformations of (X,ω) and induces a

one-parameter group Φ̃t
f of connection preserving diffeomorphisms of L× such that for all

t ∈ R
π ◦ Φ̃t

f = Φt
f ◦ π.

The group Φ̃t
f is the flow corresponding to the connection preserving vector field (3.1.7).

Since each Φ̃t
f preserves the connection form α it commutes with the action of C× on L×.

3Since ıηc
α = c.
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Hence for each t ∈ R and each section λ of L the function λ̃ ◦ Φ̃−t
f defines a section of L

which we denote by Φt
fλ:

(Φt
fλ)∼ = λ̃ ◦ Φ̃−t

f .

The mapping λ 7→ Φt
fλ defines a one-parameter group of linear transformations on the

space of sections of L and enables us to define the pre-quantized operator op[f ]pre corre-
sponding to f according to

op[f ]preλ := i
d

dt
(Φt

fλ)

∣∣∣∣
t=0

.

Since
d

dt
(Φt

fλ)∼ = −ζf (Φt
fλ)∼,

we explicitly have

(op[f ]preλ)∼ = − i ζf λ̃. (3.1.9)

Furthermore, according to (3.1.8)

op[f ]preλ = (− i∇ξf + f)λ. (3.1.10)

Following this prescription, constant functions are mapped to a multiplication by that
constant function. Therefore the map f 7→ op[f ]pre is a linear monomorphism of the
Poisson algebra of (X,ω) into the algebra of differential operators on the space of sections
of L. Using the commutation relations for the covariant derivative in equation (3.1.4) and
the properties of the Poisson bracket we get that the pre-quantization map indeed is a
morphism

[op[f ]pre, op[g]pre] = op[{f, g}]pre.

However, this morphism still lacks the typical quantum mechanical factor ~ missing, which
we also expect to show up in the last equation. To incorporate this factor in the above
description, we can replace the pre-quantum condition (3.1.5) by

dα = −1

~
π∗ω,

and the pre-quantizing assignment (3.1.9) by

(op[f ]preλ)∼ = − i ~ζf λ̃,

which results in

op[f ]preλ = (− i ~∇ξf + f)λ.
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3.2 The representation space

In general the operators obtained by the pre-quantization map do not provide an irreducible
representation of classical observables. We characterize the reducibility more explicitly in
terms of

Definition 3.2.1. Let (X,ω) be a symplectic manifold. A set of smooth functions {fj}
is said to be a complete set of classical observables iff every other smooth function g that
fulfills

{fj, g} = 0 for all fj

is constant.

This is the classical notion of a complete set of observables as opposed to its quantum
version

Definition 3.2.2. Let H be a Hilbert space. A set of selfadjoint operators {Aj} on H
is said to be a complete set of operators iff every other selfadjoint operator B commuting
with all of the Aj is a multiple of the identity.

By Schur’s lemma, the quantum notion of a complete set of operators is equivalent to
the fact that H is irreducible under the action of the Aj, see also [EMRV98, Woo97].

The general property a quantization has to fulfill is formulated by

Irreducibility Postulate. If {fj} is a complete set of classical observables of a physical
system then the associated quantum operators should form a complete set of operators
(which implies that the Hilbert space is irreducible under the action of {op[fj]}).

It is precisely this postulate which prevents the pre-quantization being a quantization
in general. This defect can be removed by the construction that we now introduce.

Definition 3.2.3. A polarization F of a symplectic manifold (X,ω) is a complex involutive
Lagrangian distribution on X such that dim(Fx ∩ Fx) is constant.

The complex distributions F ∩ F and F + F are complexifications of certain real distri-
butions

DC = F ∩ F, EC = F + F. (3.2.1)

For each x ∈ X the we have the relation

Ex = D⊥,

where D⊥ denotes the characteristic distribution corresponding to D. Since F is involutive
also D is involutive, so that D defines a foliation of X. We denote by X/D the space of
all integral manifolds and by πD : X → X/D the canonical projection.

Definition 3.2.4. A polarization F is called strongly admissible if E is an involutive dis-
tribution, the spaces X/D and X/E of the integral manifolds of D and E are quotient
manifolds of X and the canonical projection πED : X/D→ X/E is a submersion.
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Strongly admissible polarizations are particular interesting, since

Theorem 3.2.5. Let F be a strongly admissible polarization. Then for each integral man-
ifold D of D the tangent bundle TD is globally spanned by commuting vector fields. This
defines a global parallelism in D in which the parallel vector fields are the restrictions of
the Hamiltonian vector field in D to D.

Furthermore, each fiber M of πED has a Kähler structure such that F|π−1
D (M) projects

onto the distribution of anti-holomorphic vectors on M .

Proof. Let f be a function on X such that Xf = 0 for any X ∈ E. Then ıXf
ω = 0 and

therefore Xf ∈ Dx. This means that the Hamiltonian vector fields of functions constant
along E are in D. Furthermore, these vector fields commute since {f, g} = −Xfg for
Xf ∈ Dx ⊂ Ex. Conversely, it is clear that if Xf ∈ Dx then f is constant along E.

Let D be an integral manifold of D and let x be any point on D and (V, q1, . . . , qd),
with d = dim D = codim E, a chart on X/E at πE(x). Then the Hamiltonian vector fields
Xπ∗Eq1

, . . . ,Xπ∗Eqd
commute and span D|π−1

E (V ). The tangent bundle is globally spanned by
Xπ∗Eqj

.
Now let M be a fiber of πED. The projection onto M of F|π−1

D (M) is an involutive

complex distribution FM on M such that FM + FM = TCM and each vector w ∈ TM can
be expressed as πD∗(w + w) for some w ∈ F. Define

JM : TM → TM, JM(πD∗(w + w)) = −πD∗(iw + iw), (3.2.2)

and
hM : TM × TM → C, hM(πD∗(w + w), πD∗(w

′ + w′)) = 2 iω(w,w′).

Then JM is an integrable almost complex structure such that FM is the distribution of anti-
holomorphic vectors and hM is a hermitian form on M with associated Kähler two-form
given by ω.

3.2.1 The half-form bundle

Given a polarization F on (X,ω) the first attempt in constructing an appropriate Hilbert
space would be to take those sections of the pre-quantum line bundle L → X that are
covariantly constant along F. If λ1 and λ2 are two such sections their product

〈λ1, λ2〉

is constant along D and therefore the integral∫
X

〈λ1, λ2〉ωn

diverges unless the leaves of D are compact. However, since 〈λ1, λ2〉 defines a function on
X/D we could define a product on X/D if there was a suitable measure. Unfortunately,
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there is no canonically defined measure on X/D. If 〈λ1, λ2〉 was defined as a density rather
than a function onX/D, we could integrate this density overX/D. This can be achieved by
using covariantly constant functions of the tensor product of L with the half-form bundle√

ΛdF, which we now define.
Let F be a polarization of (X,ω). Then a linear frame w = (w1, . . . , wn) of F at x

is an ordered basis of Fx. The collection of all linear frames of F forms a right GL(n,C)
bundle B(F) over X, called the bundle of linear frames of F. Associated to this principal
bundle is the complex line bundle ΛnF over X, the n-th exterior product of F∗. The space
of sections of ΛnF is isomorphic to the space of complex valued functions µ̃ on B(F) such
that

µ̃(wC) = det(C−1)µ̃(w)

for each w ∈ Bx(F) and C ∈ GL(n,C). Explicitly, this isomorphism is given by

µ(x) = µ̃(w1, . . . , wd)w1 ∧ · · · ∧ wd.

Let ML(n,C) be the double covering group of GL(n,C), see Section 3.3, and let the covering
homomorphism be ρ : ML(n,C)→ GL(n,C). Then the bundle of metalinear frames of F is
a right principal ML(n,C) bundle MB(F) over X together with a map τ : MB(F)→ B(F)
such that

MB(F)×ML(n,C) MB(F)

B(F)×GL(n,C) B(F)

//

��
� �
� �
� �
�

τ×ρ

��
� �
� �
� �
�

τ

//

(3.2.3)

commutes. We will examine the existence and structure of metalinear and also metaplectic
bundles more closely in the next section. For the moment we only exploit that there is a
well-defined character

χ : ML(n,C)→ C,

whose square equals det ◦ρ : ML(n,C) → C. The bundle
√

ΛnF is the line bundle over
X associated to MB(F) with standard fiber C on which ML(n,C) acts by multiplication
with χ(C̃), C̃ ∈ ML(n,C). The space of sections of

√
ΛnF is isomorphic to the space of

complex valued functions ν̃ on MB(F) which are covariant with respect to the ML(n,C)
action, i.e.

ν̃(w̃C̃) = χ(C̃−1)ν̃(w̃),

for each w̃ ∈ MB(F) and C̃ ∈ ML(n,C).
Now a strongly admissible polarization F can be spanned by complex Hamiltonian

vector fields ξ1, . . . , ξn locally on W ⊆ X. Let ξ : W → B(F) be the frame field defined by
ξ(x) = (ξ1(x), . . . , ξn(x)) and suppose that W is contractible, then there exists a lift (see
e.g. [GH81]) of ξ to a metalinear frame field ξ̃. Let νξ̃ be the unique section of

√
ΛnF over

W such that

ν̃ξ̃(ξ̃) = 1, (3.2.4)
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then any section ν of
√

ΛnF can be represented on W as

ν|W = (ν̃ ◦ ξ̃)νξ̃. (3.2.5)

We can define a covariant derivative in the direction of F acting on sections of
√

ΛnF

as follows: A local section ν of
√

ΛnF is said to covariantly constant along F if ν̃ ◦ ξ̃ is
constant along F, where ξ̃ is a any metalinear frame field that projects down to complex
Hamiltonian vector fields spanning F|W . Since there exist nonvanishing sections of

√
ΛnF

that are covariantly constant, see (3.2.4), and since every section can be represented as in
(3.2.5) we define ∇uν as

(∇uν)|W = u(ν̃ ◦ ξ̃)νξ̃

for each u ∈ F|W . It can be shown that this definition is independent of the choice of ξ̃
projecting to ξ̃. It satisfies the properties of a covariant derivative if one restricts to vectors
in F, see [Śni80].

3.2.2 Square integrable sections

The connection on the pre-quantum bundle L and the covariant derivative of sections of the
half-form bundle together induce a partial covariant derivative of sections of L ⊗

√
ΛnF.

By definition the quantum states are given as sections σ : X → L ⊗
√

ΛnF that are
covariantly constant along F. Now for each complex valued function ψ on X/D, such that
the restrictions of ψ to the fibers of πED : X/D → X/E are holomorphic with respect to
the complex structure defined on the fibers, see (3.2.2). The section (π∗Dψ)σ of L⊗

√
ΛnF

is also covariantly constant along F. Therefore, quantum states are given by sections σ of
L⊗
√

ΛnF which are covariantly constant along F and holomorphic along the fibers of πED.
Now assume that F is a positive polarization, i.e.

iω(ξ, ξ) ≥ 0

for any ξ ∈ F. To each pair σ1 and σ2 of L⊗
√

ΛnF we now associate a (complex) density
〈σ1, σ2〉X/D on X/D: To any point x ∈ X we have a neighbourhood V 3 x in which the
sections can be represented as

σi|V = λi ⊗ νi, i = 1, 2,

where λi are covariantly constant sections of L|V and νi are covariantly constant sections
of
√

ΛnF|V . Given a point x ∈ V , consider a basis

(v1, . . . , vm, u1, . . . , un−m, u1, . . . , un−m, w1, . . . , wm)

of TCX such that (v1, . . . , vm) is basis of Dx and b = (v1, . . . , vm, u1, . . . , un−m) is a basis
of Fx. Moreover, we require that

ω(vi, wj) = δij, iω(uk, ur) = δkr, ω(uk, wj) = ω(wi, wj) = 0.
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This basis projects down to a basis

(πD∗u1, . . . πD∗un−m, πD∗u1, . . . , πD∗un−m, πD∗w1, . . . , πD∗wm)

of TCX/D. The value of the density 〈σ1, σ2〉X/D on the above basis is defined to be

〈λ1(x), λ2(x)〉ν̃1(b̃)ν̃2(b̃),

where b̃ is a metalinear frame of F at x projecting down to b ∈ B(F). This density only
depends on the sections σ1 and σ2 and the basis of TCX/D. It furthermore defines a
hermitian inner product

〈σ1, σ2〉 :=

∫
X/D

〈σ1, σ2〉X/D

on the space of covariantly constant sections. Let us denote by H0 the completion of the
pre-Hilbert space of those covariantly constant sections for which 〈σ, σ〉 is finite. In the case
of a real polarization, H0 can be represented as the space of square integrable functions
on X/D, see [Śni80], which for X = T∗

R
d leads to L2(Rd).

3.2.3 Distributional sections and Bohr-Sommerfeld conditions

The complement of H0 in the representation Hilbert space H is spanned by distribu-
tional sections of L⊗

√
ΛnF that are covariantly constant along F. However, the (singular)

supports of these sections are restricted by the Bohr-Sommerfeld conditions. We won’t be
much concerned with distributional sections and the strongly involved and technical consid-
erations connected with these, since we will apply the technique of geometric quantization
only in the case where X is compact and F ∩ F = {0}, which is called a totally complex
or Kähler polarization. But for the sake of completeness we shortly discuss distributional
sections.

Let D be an integral manifold of D. The covariant derivative induces a flat connection
on the restriction to L⊗

√
ΛnF. The holonomy group GD of this connection is a subgroup

of C×, whose elements can be obtained by multiplication of the elements of the holonomy
groups of L|D and

√
ΛnF|D corresponding to the same loop in D. Let σ be a covariantly

constant section of L ⊗
√

ΛnF that contains D in its domain of definition, then parallel
transport along a loop in D results in the multiplication of σ by elements of GD. However,
since σ is covariantly constant, it does not change under parallel transport and therefore
either σ|D is the zero section or the holonomy group of GD is trivial. The union of all
integral manifolds of D such that the corresponding holonomy group is trivial is called the
Bohr-Sommerfeld variety S. For each x ∈ X let Dx be the integral manifold of D passing
through x. Then we have

S = {x ∈ X; GDx = {1}},

and the covariantly constant sections of L⊗
√

ΛnF vanish in the complement of S.
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Now consider a contractible open set U ⊂ X such that L|U admits a trivializing section
λ0. Then

∇λ0 = − i

~
θ ⊗ λ0,

where θ is a local symplectic potential, i.e. dθ = ω on U . Then, for each loop γ in U the
element of the holonomy group is given by

e
i
~

R
γ θ .

If γ is contained in the integral manifold D we denote by e−2π i dγ the element of the
holonomy group of the flat connection in

√
ΛnF|D corresponding to γ. Then the condition

that GD is trivial is equivalent to ∫
γ

θ = (nγ + dγ)~ (3.2.6)

for any loop γ in D. Here nγ is an integer, and (3.2.6) is called Bohr -Sommerfeld quanti-
zation condition.

3.3 Metalinear manifolds and half-forms

In this section we give a systematic definition of half-forms and the corresponding structure
on manifolds. As a motivation consider an s-density on an n-dimensional manifold X that
to each v ∈ TxX assigns a number σx(v) and transforms as

σ(vA) = | detA|sσ(v)

for any A ∈ GL(n,R). We would now like to define a half-form to be an object which
transforms according to

σ(vA) =
√

detAσ(v). (3.3.1)

The trouble with this definition is that the square root is not well-defined on GL(n,R).
In order to remedy this we will have to pass to the double covering of GL(n,R) as well as
of the tangent bundle TX. Note that any A ∈ GL(n,C) can be decomposed as A = PU ,
where U = ei θ U1, U1 ∈ SU(n) is unitary and P = P ∗ is positive definite4. Since SU(n) is
simply connected the fundamental group is given by

π1GL(n,R) = π1(S
1) = Z.

Therefore a double covering of GL(n,C) exists5. We let Z act on C× SL(n,C) by

(k, (u,A)) 7−→
(
u+

2π i k

n
, e−2π i k/nA

)
.

4This is known as the polar decomposition. AA∗ is positive definite and therefore has a positive definite
square root P . Write A = PP−1A and observe that (P−1A)(P−1A)∗ = P−1P 2P−1 = 1, so U = P−1A is
unitary. See also [RS72]

5 See e.g. [Hu59, GH81].
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Then the map
C× SL(n,C)

π−→ GL(n,C), (u,A) 7−→ euA,

is invariant under the action of Z and provides an isomorphism

(C× SL(n,C))/Z ' GL(n,C).

This isomorphism can be used to pull back det defined on GL(n,C) to give π∗ det = det ◦π
which has a well-defined holomorphic square root:

π∗ det(u,A) = enu,
√
π∗ det(u,A) = enu/2 .

The holomorphic function
u 7−→ enu/2

is already defined on
(C× SL(n,C))/2Z =: ML(n,C),

which we call the metalinear group. This is a double cover of GL(n,C). Denote by χ the
holomorphic square root on ML(n,C), i.e.

χ2(C) = det(ρ(C)),

where ρ : ML(n,C) → GL(n,C) is the covering map. We can consider GL(n,R) as a
subgroup of GL(n,C) and define

ML(n,R) := ρ−1GL(n,R), (3.3.2)

which gives a subgroup of ML(n,C) and a double covering of GL(n,R). Since χ|ML(n,R)

can take values in the four half lines R±, iR±, ML(n,R) has four components.
Now let V be an n-dimensional vector space, and denote by B(V ) the set of bases of V .

A metalinear structure MB(V) is by definition a covering MB(V )→ B(V ) together with an
action MB(V )×ML(n,R)→ MB(V ) consistent with the covering ML(n,R)→ GL(n,R),
i.e. such that the diagram

MB(V )×ML(n,R) MB(V )

B(V )×GL(n,R) B(V )
��
� �
� �
� �
�

ρ̃×ρ

//

��
� �
� �
� �
�

ρ̃

//

commutes, compare diagram (3.2.3). Given a metalinear structure we define a half-form
to be a map σ : MB(V )→ C such that

σ(fB) = χ(B)σ(f). (3.3.3)

For two half-forms it clearly follows

σ1(fB)σ2(fB) = det(ρ(B))σ1(f)σ2(f),
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and σ1σ2 gives an n-form on B(V ). If we denote by Λ1/2V the space of half-forms we have
a bilinear pairing

Λ
1/2V × Λ

1/2V −→ ΛnV.

The following will be important when we consider cotangent bundles:

Proposition 3.3.1. A metalinear structure on V induces a metalinear structure on its
dual space V ∗

Λ
1/2V ' Λ

1/2V ∗.

Now let E → X be a real vector bundle over some manifold X. We let B(E) denote
the bundle of bases of E, thus B(E) is a GL(n,R)-principal bundle over X with typical
fiber isomorphic to Rn. We define a metalinear structure on E to be a lifting of the GL(n)
bundle to an ML(n) bundle MB(E) with a projection onto B(E) that is consistent with
the bundle structure

MB(E)×ML(n) MB(E)

B(E)×GL(n) B(E)

//

�� ��

//

.

Not every vector bundle admits a metalinear structure6; we give conditions for the existence
in Appendix E. Furthermore, to every metalinear bundle one can associate a bundle of half-
forms. In particular, ifX is a differentiable manifold and TX carries a metalinear structure,
we say that X is a metalinear manifold. Let Λ1/2X be the space of smooth sections of the
half-form bundle Λ1/2TX. Then, if σ1 and σ2 are half-forms, σ1σ2

7 is a density on X.
Thus if Λ

1/2
0 X denotes the space of of smooth half-forms of compact support we can make

Λ
1/2
0 X into a pre-Hilbert space under the scalar product

(σ1, σ2) =

∫
X

ρ1ρ2.

Let X and X ′ be two metalinear manifolds. Given a bundle morphism Λ1/2X → Λ1/2X ′,
this can be used to define the pull back map on half-forms8.

3.3.1 Metaplectic manifolds

During the procedure of geometric quantization we will have to choose a metalinear struc-
ture on each Lagrangian subspace of TX, where X is a symplectic manifold. We will have
to lift the bundle of symplectic frames to a double covering as it was done for the case of a
metalinear structure. To this end we use the symplectic group Sp(n,R) which possesses a

6However, it clearly does if it is orientable.
7We define the conjugate half-forms by using the character χ in equation (3.3.3)
8For the definition of bundle morphisms see e.g. [GVF01, Ste51, Hus75].
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double covering Mp(n,R) called the metaplectic group. Now we have a natural embedding
GL(n,R) ↪→ Sp(n,R) given by

A 7−→
(
A 0
0 A∗−1

)
.

Thus GL(n,R) can be viewed as subgroup in Sp(n,R). Denote by G the inverse image of
this subgroup in Mp(n,R), the double covering of Sp(n,R). Then

Proposition 3.3.2. The group G defined above is isomorphic to ML(n,R) such that the
diagram

ML(n,R) Mp(n,R)

GL(n,R) Sp(n,R)

//

�� ��

//

commutes.

Let X be a symplectic manifold and let Bp(X) denote the bundle of symplectic frames
of TX, thus Bp(X) is a right principal Sp(n) bundle. A lifting of Bp(X) to a right principal
Mp(n) bundle is called a metaplectic structure on X and the corresponding bundle is called
the bundle of metaplectic frames Mp(X).

Now a metaplectic structure on X gives rise to a metalinear structure on each La-
grangian subspace Px ⊂ TxX. More precisely let Lag(X) be the bundle of all Lagrangian
subspaces of TX and let E a section Let B(E) be the bundle of bases of E. It is a (right)
GL(n,R) bundle. Each basis of Ex extends to a symplectic basis of TxX. Conversely, any
symplectic basis {e1, . . . , en, f1, . . . , fn} determines a Lagrangian subspace, namely the one
spanned by {e1, . . . , en}. Thus the map

λ : Bp(X) −→ B(E), (e1, . . . , en, f1, . . . , fn) 7−→ (e1, . . . , en)

is a surjective smooth bundle map. Furthermore, any two elements in λ−1(e1, . . . , en) differ
by the action of a matrix of the form (

1 S
0 1

)
where S is a symmetric matrix. Let N be the group of all these matrices, then Bp(X)

λ→
B(E) is a principal N bundle. In addition GL(n,R) ⊂ Sp(n,R) normalizes N and λ is
equivariant with respect to the action of N . Since N is simply connected it lifts isomor-
phically to a subgroup of Mp(n). We have

Mp(X) Mp(X)/N = MB(E)

Bp(X) B(E)

//
λ̃

��
� �
� �
� �
�

s

��
� �
� �
� �
�

r

//

λ

.
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Since Mp(X) is a double covering of Bp(X) and ML(n,R) normalizes N in Mp(n,R)9, we
can conclude that r provides a double covering of B(E), giving E a metalinear structure.

Now let Y ↪→ X be a submanifold and E1 a bundle of Lagrangian subspaces over Y
then E1 carries a metalinear structure. If E1 and E2 are two transverse Lagrangian bundles
then each carries a metalinear structure. Now the symplectic structure on X allows us to
identify the linear structure on E1 with the dual of the linear structure on E2

10.

Proposition 3.3.3. In the situation described above, the metaplectic structure on X deter-
mines an isomorphism between the metalinear structure on E1 and the complex conjugate
dual metalinear structure on E2. In particular, there is a natural sesquilinear pairing be-
tween Λ1/2E1 and Λ1/2E2 induced by the metalinear structure on X.

For a proof of this statement we refer to [GS90]. We will meet more general situations
and constructions in the subsequent discussion.

3.3.2 Positive Lagrangian frames

In Section 3.3.1 the metaplectic structure on a symplectic manifold was used to assign a
metalinear structure to each Lagrangian submanifold and to introduce a pairing between
the half-forms defined on transverse Lagrangian submanifolds. In this section we will
give an analogous construction for positive polarizations, closely following [Śni80, Woo97,
SW76, Tuy87a]. In particular, we will show we can eliminate the ambiguity in choosing
the metalinear structure by using the metaplectic structure.

We consider the bundle of positive Lagrangian frames Lag+X, which is a fiber bundle
over X with typical fiber

P =

{(
U
V

)
∈ C2n×n; UTV = V TU, rank

(
U
V

)
= n, i(V ∗U − U∗V ) pos. semidefinite

}
,

(3.3.4)
see [Śni80]. The structure group Sp(n,R) acts on P according to(

T1 T2

T3 T4

)(
U
V

)
=

(
T1U + T2V
T3U + T4V

)
, (3.3.5)

where

(
T1 T2

T3 T4

)
∈ Sp(n,R). This bundle is associated to the bundle of symplectic frames

Bp(X). The elements of Lag+X are complex linear n-frames. Consequently, there is a
right GL(n,C) action, which induces an action on P given by((

U
V

)
, C

)
7−→

(
UC
V C

)
9We continue to denote the subgroup in Mp(n) covering N by N .

10The fibers E1,x and E2,x are non-singularly paired under the symplectic form ωx.
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for any C ∈ GL(n,C). Now the conditions (3.3.4) and (3.3.5) imply that

C := U − iV

is non-singular and
W := (U + iV )(U − iV )−1

is symmetric and satisfies ‖W‖ ≤ 1. If we denote

B := {W ∈ Mn(C); WT = W, ‖W‖ ≤ 1},

the map (U, V ) 7→ (W,C) defined above gives a bijection between P and B × GL(n,C),
where the inverse is given by

U =
1

2
(1+W )C, V =

i

2
(1−W )C.

Hence the GL(n,C)-action on P induces an action on B ×GL(n,C) according to

(W,C)C ′ = (W,CC ′),

such that P ' B × GL(n,C) becomes a GL(n,C) principal bundle over B. Furthermore,
the left Sp(n) action transfers to B ×GL(n,C),

g(W,C) = (gW, α(g,W )C),

where

gW = ((T1 + iT3)(1+W )− (T4 − iT2)(1−W ))

× ((T1 − iT3)(1+W ) + (T4 + iT2)(1−W ))−1

and

α(g,W ) =
1

2
((T1 − iT3)(1+W ) + (T4 + iT2)(1−W )) ∈ GL(n,C),

for any g =

(
T1 T2

T3 T4

)
∈ Sp(n,R). We note that α : Sp(n,R)×B → GL(n,C) satisfies

α(g1g2,W ) = α(g1, g2W )α(g2,W ).

It is possible to imbed U(n) ↪→ Sp(n,R) as follows,

U(n) 3 S + iT −→
(
S T
−T S

)
∈ Sp(n,R),

where S, T ∈ Mn(R) such that STS+TTT = 1 and STT = TTS. Thus if g ∈ Sp(n) is the
image of S + iT under this embedding, we obtain

α(g,W ) = S + iT.
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This gives rise to a unique lift α̃ : Mp(n,R)×B → ML(n,C) of α such that

Mp(n,R)×B ML(n,C)

Sp(n,R)×B GL(n,C)

//
α̃

��

ρ×id

��

//
α

commutes. For each W ∈ B and for ẽ ∈ Mp(n,R) the identity in Mp(n,R), the quantity
α̃(ẽ,W ) is the identity in ML(n,C). Let P̃ := B×ML(n,C) be the trivial ML(n,C) bundle
over B. There is a left action of Mp(n,R) on P̃ defined by α̃,

g̃(W, C̃) = (ρ(g̃)W, α̃(g̃,W )C̃), (3.3.6)

for each g̃ ∈ Mp(n,R) and each (W, C̃) ∈ P̃ . P̃ is a double covering space of P with
covering map τ : P̃ → P , given by

τ(W, C̃) =

(
U
V

)
,

where U = 1
2
(1+W )ρ(C̃) and V = i

2
(1−W )ρ(C̃).

Definition 3.3.4. The bundle of metalinear positive Lagrangian frames L̃ag
+
(X) is the

fiber bundle over X with typical fiber P̃ on which Mp(n,R) acts by (3.3.6). It is associated

to the metaplectic frame bundle Mp(X) and yields a double covering τ : ˜Lag
+
(X) →

Lag+(X) of the bundle of positive Lagrangian frames.

The usual description of associated bundles, see e.g. [KN63, Hus75, Ste51, BGV92],

implies that a metalinear positive Lagrangian frame w̃ ∈ L̃ag
+
(X)x can be identified with

a function w̃# : Mp(X) → P̃ such that for each metaplectic frame (ũ, ṽ) ∈ Mpx(X) and
each g ∈ Mp(n,R)

w̃#((ũ, ṽ)g) = g̃−1w̃#(ũ, ṽ).

The double covering τ : ˜Lag
+
(X) → Lag+(X) is constructed as follows: for each w̃ ∈

˜Lag
+
(X), w = τ(w̃) is the unique element of Lag+(X) such that

Mp(X) P̃

Bp(X) P

��
� �
� �
� �
� �
�

τ

//
w̃#

��
� �
� �
� �
� �
�

τ

//

w#
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commutes. The right action of GL(n,C) and the left action of Sp(n,R) on P commute
with each other, which implies that also the right action of ML(n,C) on P̃ commutes with

the left action of Mp(n,R), and ˜Lag
+
(X) inherits a right action of ML(n,C) such that

L̃ag
+
(X)×ML(n,C) ˜Lag

+
(X)

Lag+(X)×GL(n,C) Lag+(X)

//

��
� �
� �
� �
�

τ×ρ

��
� �
� �
� �
� �

τ

//

,

where the horizontal arrows are given by the group actions, commutes.
Now let F be a positive polarization of the symplectic manifold (X,ω). The bundle B(F)

of linear frames of F is a subbundle of Lag+(X), invariant under the action of GL(n,C).

The inverse image of B(F) under the double covering τ : L̃ag
+
(X) → Lag+(X) is a

subbundle of MB(F) of ˜Lag
+
(X) invariant under the action of ML(n,C), and τ restricted

to MB(F) defines a double covering of B(F). Therefore, MB(F) is a ML(n,C)-principal
bundle and the diagram

MB(F)×ML(n,C) MB(F)

B(F)×GL(n,C) B(F)

//

��
� �
� �
� �
�

τ×ρ

��
� �
� �
� �
�

//

commutes, where again the horizontal arrows denote the group actions.
Let us assume that we have chosen a metaplectic structure on (X,ω), and, for each

positive polarization F we consider only the induced metalinear frame bundle. Let w1 =
{e1, . . . , en} and w2 = {f1, . . . , fn} be arbitrary positive Lagrangian frames on which we
impose the condition

iω(ej, fk) = δjk (3.3.7)

for all j, k ∈ {1, . . . , n}. Let (u, v) ∈ Bp(X) and

(
Ui
Vi

)
∈ P such that

wi = uUi + vVi

for i = 1, 2. Then (3.3.7) reads

V ∗
2 U1 − U2V1 = − i1.

We can use the isomorphism P ' B ×GL(n,C) to transfer this condition and obtain

1−W ∗
2W1 = 2(C∗

2)−1C−1
1 . (3.3.8)
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Now let B0 be given as the set of those S ∈ Mn(C) such that ‖S‖ ≤ 1 and 1 is not an
eigenvalue of S. Then consider the map

γ : B0 −→ GL(n,C), S 7−→ 1− S.

Since B0 is contractible, see [Mun00, GH81, Hu59, Bre93], there exists a unique map
γ̃ : B0 → GL(n,C) such that

ρ ◦ γ̃ = γ

and γ̃(0) = ĩd. We want to lift condition (3.3.7) to the bundle of metalinear Lagrangian
frames. Let w̃1 and w̃2 be two positive metalinear Lagrangian frames, (ũ, ṽ) is a metaplectic
frame and

(Wi, C̃i) = w̃#
i (ũ, ṽ).

Then we can lift (3.3.8) to obtain11

γ̃(W ∗
2W1) = 2(C̃∗

2)−1C̃−1
1 . (3.3.9)

This equation is invariant under the action of the kernel of ρ : Mp(n,R) → Sp(n,R).
Furthermore, projecting the last equation to GL(n,C) gives (3.3.8), which is invariant
under the action of Sp(n,R). Therefore, (3.3.9) is invariant under the action of Mp(n,R)

so that it defines a relation in ˜Lag
+
(X), independent of the metaplectic frame chosen.

Therefore we have indeed lifted condition (3.3.7) to the bundle of positive metalinear
frames

3.3.3 Induced metaplectic structures

Let F1 and F2 be a pair of strongly admissible polarizations. Set

D12 = D1 ∩D2, E12 = E1 + E2.

Then we have

Lemma 3.3.5. For strongly admissible positive polarizations we have

F1 ∩ F2 = DC
12, F1 + F2 = EC12.

Proof. If w ∈ F1 ∩ F2 then by positivity

iω(w,w) ≥ 0 and iω(w,w) ≥ 0,

so that ω(w,w) = 0 and w ∈ DC
i . Therefore w ∈ DC

12. The inclusion DC
12 ⊆ F1 ∩ F2 is

obvious.

11Note that conjugation and scalar multiplication lift from GL(n,C) to ML(n,C).
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Definition 3.3.6. The pair (F1,F2) of polarizations is said to be strongly admissible if E12

is an involutive distribution on X and the spaces X/D12 and X/E12, of integral manifolds
of D12 and E12 respectively, are quotient manifolds of X. We denote the corresponding
projections by

πD12 : X −→ X/D12, πE12 : X −→ X/E12.

Now for each integral manifold E of E12 its projection N := πD12(M) to X/D12 is a
submanifold of X/D12 endowed with a symplectic form ωN such that the pull-back of ωN
to E equals the restriction of ω to E. Then the metaplectic structure on X induces a
metaplectic structure on (N,ωN). We will briefly sketch how this works. At x ∈ X let
Bp12

x (X) the collection of symplectic frames in Bpx(X) of the form

(s,u; t,v) = (s1, . . . , sm, u1, . . . , un−m; t1, . . . , tm, v1, . . . , vn−m)

such that
s1, . . . , sm ∈ D12

and
s1, . . . , sm, u1, . . . , un−m, v1, . . . , vn−m ∈ E12.

The collection of all symplectic frames of this form is a subbundle

Bp12(X) =
⋃
x∈X

Bp12
x (X)

of the symplectic frame bundle Bp(X). It is a principal fiber bundle with structure group G
that is a subgroup of Sp(n,R). Furthermore G contains a normal subgroup G0 isomorphic
to Sp(n − m,R), and ρ−1(G0), where ρ : Mp(n,R) → Sp(n,R) denotes the covering
map, has two connected components; we denote by G̃0 the one containing the identity
element. This is a normal subgroup in G̃ = ρ−1G and the quotient G̃/G̃0 is isomorphic to
Mp(n−m,R).

Now let X be a Hamiltonian vector field in D12 with corresponding flow Φt inducing a
mapping Bp(X) → Bp(X) by its differential. Since X ∈ D12 it maps Bp12(X) to itself, a
property which transfers to the lift Φ̃t : Mp12(X)→ Mp12(X). By means of the group G0

we define an equivalence relation in Bp12(X) through

b ∼ b′ ⇔ b = Φt
∗(b

′)g, (3.3.10)

for some g ∈ G0. The quotient space Bp12(X)/ ∼ is a right principal Sp(n−m,R) bundle
over X/D12. And the relation (3.3.10) can be lifted to Mp12(X) according to

b̃ ∼ b̃
′ ⇔ b̃ = Φ̃t

∗(b̃
′
)g̃

for some g̃ ∈ G̃0. The quotient Mp12(X)/ ∼ is a right principal Mp(n − m,R) bundle
covering Bp12(X)/ ∼. For each integral manifold M of E12 the restriction of Bp12(X)/ ∼
to N = πD12(M) is isomorphic to Bp(N). The restriction of Mp12(X)/ ∼ to N defines a
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bundle Mp(N) of metaplectic frames for (N,ωN). Let L̃ag
+
(N) be a bundle of metalinear

positive Lagrangian frames of (N,ωN) covering L̃ag
+
(N); these bundles can be expressed

in terms of quotients of subbundles of ˜Lag
+
(X) and Lag+(X): Define Lag+

12(X) by

Lag+
12 := {(v,u) ∈ Lag+(X); v = (v1, . . . , vm), vi ∈ D12}

and L̃ag
+

12(X) by τ−1(Lag+
12(X)). Then we have a mapping Lag+

12(X)→ Lag+(N) defined
by

(v,u) 7→ (πD12)∗u,

which lifts to L̃ag
+

12(X) → L̃ag
+
(N), and the metaplectic structure on N is induced by

the one of X.

3.4 Blattner-Kostant-Sternberg kernels

The Fourier transform and the Bargmann transform [Bar61] are the most prominent ex-
amples of the pairing between Hilbert spaces corresponding to different polarizations. The
Fourier transform gives a pairing between sections (i.e. functions on Rd × Rd = {(x, ξ)})
that are constant in the x- and ξ-direction, respectively, see e.g. [GS90]. The Bargmann
transform provides a pairing between holomorphic functions on Cn and functions on Rn.

In general two polarizations F1 and F2 come together with two different representation
spaces H1 and H2 associated with them. For strongly admissible pairs of polarizations
(F1,F2) there is a canonically defined sesquilinear map

K12 : H1 ×H2 −→ C,

called the Blattner-Kostant-Sternberg kernel. This kernel induces a linear map

U12 : H2 −→H1

such that

〈σ1,U12σ2〉 = K12(σ1, σ2).

for each σi ∈ Hi. If U12 is unitary, the representation spaces H1 and H2 are said to be
unitarily related. By using this pairing, half-forms and metaplectic structures one can
achieve the same results as the ones based on half-densities and the Maslov index.

Let us first consider the case we already encountered in Section 3.3.

3.4.1 Transverse polarizations

We consider a pair of complete strongly admissible positive polarizations F1 and F2 such
that

F1 + F2 = TCX. (3.4.1)
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Then each pair (σ1, σ2) of sections of L⊗
√

ΛnF1 and L⊗
√

ΛnF2 gives rise to a function
(density) |σ1, σ2| on X. We will now show how to define this function. Because of the
transversality condition (3.4.1) we can find wi ∈ BxFi such that

iω(w1,w2) = 1. (3.4.2)

Let us factorize the sections σi in some neighbourhood of x in such a way that

σi = λi ⊗ νi.

Let MB(Fi) 3 w̃i, i = 1, 2, be metalinear frames projecting to wi. Then the expression

〈λ1(x), λ2(x)〉ν̃1(w̃1)ν̃2(w̃2)

is defined by σ1(x) and σ2(x) up to a factor of ±1. If we could restrict the arbitrariness in
the choice of the metalinear frames w̃i such that their projections satisfy (3.4.2), one could
define a function |σ1, σ2| : X → C by setting

|σ1, σ2|(s) := 〈λ1(s), λ2(s)〉ν#
1 (w̃1)ν

#
2 (w̃2).

This is indeed achieved by means of the metaplectic structure, that allows us to lift the
condition (3.4.2) to the bundle of metalinear frames, see Section 3.3.2. Thus |σ1, σ2| is
well-defined by the above expression, where w̃i ∈ MBxFi satisfy the condition (3.3.9).

Now let ζi be local linear frame fields for Fi, which consist of (complex) Hamiltonian
vector fields, and let ζ̃i be a lift of ζi to a metalinear frame field for Fi. Assume that the
factorizing sections νi are chosen such that

ν̃i ◦ ζ̃i = 1, i = 1, 2.

For j, k ∈ {1, . . . , n} set
djk := iω(ζ1,j, ζ2,k).

Then the frame fields ζ1 and

ζ ′2 :=

(∑
k

ζ2,kdk1, . . .
∑
k

ζ2,kdkn

)

satisfy (3.4.2) at each point of their common domain. Let ζ̃ ′2 be a lift of ζ ′2 to a metalinear
frame field. Then we have

(ν̃1 ◦ ζ̃1)(ν̃
◦
2 ζ̃

′
2) = det(djk)

−1/2,

where the ambiguity of the sign is absorbed into the choice of the branch of the square
root. Therefore, we have

|σ1, σ2| =
√

det(ω(ζ1, ζ2))〈λ1, λ2〉.
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For σi ∈Hi the kernel K12 is now defined by integrating the density

K(σ1, σ2) =

∫
X

|σ1, σ2||ωn|.

In general, in order to ensure the convergence of this integral one needs additional assump-
tions on the polarizations. We will not deal with this problem here since we will always be
concerned with special sections of Hi that are smooth and sufficiently regular, such that
the arising integrals exist. Let us remark that it is also possible to define the above pairing
for distributional sections, see [Śni80].

3.4.2 Strongly admissible pairs of polarizations

Let F1 and F2 be strongly admissible positive polarizations such that also the pair (F1,F2)
is strongly admissible, see Section 3.3.3.

Now let Hi be the representation spaces associated with the polarizations Fi. We
consider a pair of sections σi ∈ Hi and construct a density |σ1, σ2| on X/D12. Consider a
basis

(v,u1,u2,u1,u2, t)

of TCxX, where

• v is a basis of D12,

• wi = (v,ui) ∈ BxFi,

• iω(u1,j, u2,k) = δjk,

• ω(vr, ts) = δfs,

• ω(u1,j, ts) = ω(u1,j, ts) = ω(u2,j, ts) = ω(u2,j, ts) = 0,

for j, k ∈ {1, . . . , n−m}, r, s ∈ {1, . . . ,m} and m = dim D12. This gives a basis

b = πD12∗(u1,u2,u1,u2, t)

of TCz (X/D12), where z = πD12(x). Now let us choose a factorization of the sections

σi = λi ⊗ νi,

and metalinear frames w̃i for Fi that project down to wi. Then we define the density
according to

Proposition 3.4.1. The quantity

|σ1, σ2| := 〈λ1(x), λ2(x)〉ν̃1(w̃1)ν̃2(w̃2),

where w̃i are metalinear frames for Fi, defines a density on the quotient manifold X/D12.

For a complete proof of this statement we refer to [Śni80] since we won’t need the BKS
pairing in the general case of strongly admissible pairs of polarizations. Let us only remark
that this definition in the case m = 0 coincides with the one given in Section 3.4.1.
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3.5 Lifting the action of canonical transformations

Having available all the ingredients for the geometric quantization scheme, the metaplectic

frame bundle Mp(X), an associated bundle ˜Lag
+
(X) of positive metalinear Lagrangian

frames, a complete strongly admissible polarization F, and a pre-quantization line bundle
L with connection and invariant Hermitian form, we have to define the lift of canonical
transformations in order to obtain an explicit expression for the quantized operators. The
representation space consists of sections of L⊗

√
ΛnF covariantly constant along F where√

ΛnF is associated to MB(F).
Now consider a function f on X such that its Hamiltonian vector field Xf is com-

plete, and let Φt be the corresponding one-parameter group of canonical transformations
generated by Xf . For each t ∈ R the image of F under Φt

∗ is a complete strongly ad-
missible positive polarization Φt

∗F. The one-parameter group Φt lifts to a one-parameter
group (Φt)# of diffeomorphisms of Lag+(X) which preserves the structure of the bundle
of positive Lagrangian frames: For w = (w1, . . . , wn) ∈ Lag+(X) we define

(Φt)#(w) = (Φt
∗w1, . . . ,Φ

t
∗wn).

There exists a unique lift Φ̃t of (Φt)# to a one-parameter group of bundle morphisms of

L̃ag
+
(X,ω). For each t ∈ R the bundle ˜Lag

+
(X) induces a metalinear frame bundle of

Φt
∗F given by

MB(Φt
∗F) = τ−1(B(Φt

∗F)),

where τ is the covering of the bundle of positive Lagrangian frames introduced in Section
3.3.2. Furthermore, if w̃ ∈ MB(F) then Φ̃t(w̃) ∈ MB(Φt

∗(F)). Thus Φ̃t restricted to MB(F)
yields an isomorphism of the ML(n,C) principal fibre bundles MB(F) and MB(Φt

∗F). Now
let
√

ΛnΦt
∗F be the line bundle associated to MB(Φt

∗F) where ML(n,C) acts on C by
multiplication with χ(C), C ∈ ML(n,C). We denote by Ht the representation space
consisting of those sections of L⊗

√
ΛnΦt

∗F that are covariantly constant along Φt
∗F. If ν

is a local section of
√

ΛnF, for each t ∈ R we have a section Φtν of
√

ΛnF defined by

(̃Φtν)(w̃) = ν̃(Φ̃−tw̃)

for each w̃ ∈ MB(Φt
∗F). If ν is covariantly constant along F then Φtν is covariantly constant

along Φt
∗F.

For each σ ∈H , which can be locally factorized as

σ = λ⊗ ν,

we define Φtσ by
Φtσ = Φtλ⊗ Φtν,

where
(Φtλ)∼ = λ̃ ◦ (Φ̃−t),

with Φ̃t the pre-quantization lift defined in Section 3.1.2. This definition extends linearly
to all sections in H and the map Φt : H →Ht is a vector space isomorphism with inverse
defined in terms of Φ−t. In particular, this map is unitary.
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3.5.1 Polarization preserving functions

In this section we assume that
Φt
∗F = F

for all t ∈ R. This means that
[Xf , ξ] ∈ F

for any ξ ∈ F. Let ξ = (ξ1, . . . , ξn) be a local frame field for F, then

[Xf , ξi] =
∑
j

aij(x)ξj(x).

The function f generates a one-parameter group Φt : H →H of unitary transformations.
Then the quantum operator f̂ on H associated to f is then defined by

f̂(σ) := i ~
d

dt
(Φtσ)|t=0,

for every σ ∈H . It is a selfadjoint first order differential operator.
Let us give a local description of f̂ . We use a metalinear frame field ξ̃ corresponding

to ξ ∈ B(F) and a local section νξ̃ defined by

ν̃ξ̃ ◦ ξ̃ = 1. (3.5.1)

With the local factorization
σ = λ⊗ νξ̃,

for some covariantly constant section λ ∈ Γ(X,L), we obtain

f̂(λ⊗ νξ̃) =

(
i ~

d

dt
Φtλ

)
t=0

⊗ νξ̃ + λ⊗
(

i ~
d

dt
Φtνξ̃

)
t=0

.

The first term is given by the pre-quantization map

(− i ~∇ξf + f)λ,

and it remains to calculate the second term: Let Φ̃tξ̃ denote the local metalinear frame
field for F obtained by

Φ̃tξ̃(x) = Φ̃t
∗(ξ̃(Φ−t(x))).

The frames ξ̃ and Φ̃t
∗ξ̃ are related by an element C̃t(x) ∈ ML(n,C)

Φtξ̃(x) = ξ̃(x)C̃t(x),

and we have

(Φ̃tνξ̃)(ξ̃(x)) = ν̃ξ̃(Φ̃
−tξ̃(x))

= ν̃ξ̃(Φ̃
−tξ̃(Φt(x)))

= ν̃ξ̃(ξ̃(Φ−t(x))C̃−t(Φ
−t(x)))

= χ((C̃−t(Φ
−t(x)))−1)ν̃ξ̃(ξ̃(Φ−t(x)))

= χ((C̃−t(Φ
−t(x)))−1)ν̃ξ̃(ξ̃(x)),
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where the last equality follows from (3.2.4). Hence we get

d

dt
(Φtνξ̃(x))t=0 =

d

dt
χ(C̃−t(Φ

−t(x))−1)t=0νξ̃(x).

Since C̃0(Φ
t(x)) = 1̃ we obtain

d

dt
χ(C̃−t(Φ

−t(x))−1) =
d

dt
χ(C̃−t(x)

−1)t=0.

Let Ct be the projection of C̃t to GL(n,R),

Ct(x) = ρ(C̃t(x)),

then
Φt
∗ξ(x) = ξ(x)Ct(x), (3.5.2)

and
χ(C̃−t(x)

−1) = (detC−t(x))
1/2 .

This implies
d

dt
χ
(
C̃−t(x)

−1
)∣∣∣

t=0
=

1

2
tr

(
d

dt
Ct(x)

)
t=0

.

So we obtain
d

dt
(Φtνξ̃(x))|t=0 =

1

2
tr

(
d

dt
Ct(x)

)
t=0

νξ̃(x).

In order to evaluate the trace of the derivative of Ct, we differentiate (3.5.2) with respect
to t at t = 0,

ξ(x)
d

dt
Ct(x)|t=0 =

d

dt
(Φtξ1(x), . . . ,Φ

tξn(x))

= (−[ξf , ξ1], . . . ,−[ξf , ξn])

= −

(
n∑
j=1

a1j(x)ξj(x), . . . ,
n∑
j=1

anj(x)ξj(x)

)

and therefore

tr

(
d

dt
Ct(x)

)
t=0

= −
n∑
j=1

ajj(x).

So we have

f̂(λ⊗ νξ̃) =

(
− i ~∇ξf + f − 1

2
i ~

n∑
j=1

ajj

)
λ⊗ νξ̃. (3.5.3)

Suppose that f is constant along F so that the Hamiltonian vector field ξf is contained in
F. Since the Hamiltonian vector fields contained in a polarization commute, the matrix
(ajk)1≤j,k≤n vanishes identically. It is also possible to obtain an explicit expression for the
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lift of a symplectomorphism in the case of a Kähler polarization: If the canonical map is
generated by a real valued Hamiltonian function on X, then the transported polarization
and the original one are transversal such we can use the BKS-pairing as in the situation
described above, see [Tuy87a], and as a result we obtain the quantum operator also in
the form (3.5.3). The above statements will be particularly useful, when we discuss the
time evolution of coherent states for the Heisenberg group in Section 4.1. There we will be
concerned with a Kähler polarization that is determined by a complex symmetric matrix.
The explicit form of the quantum operator will be used as the infinitesimal version of the
quantum dynamics of the coherent states and thus allows for an explicit calculation of a
time evolved coherent state.

3.6 Coherent states, coadjoint orbits and representa-

tions

The most frequently encountered symplectic manifolds are cotangent bundles, Kähler man-
ifolds and coadjoint orbits. As we will see in the sequel, some coadjoint orbits also have a
natural Kähler structure.

Let G be a compact Lie group with Lie algebra g, whose complexification we denote
by gC. The complexified Lie algebra can be identified with the space of complex tangent
vectors at the identity of G. Furthermore, by translation each ξ ∈ gC determines a left
and a right invariant vector field lξ and rξ on G. Now let η ∈ g∗, the dual of g, and (M,ω)
the reduction of (G,ωη), where we define ωη(ξ, ζ) = η([ξ, ζ]), see also Appendix B. Then
we have M ' G/(Gη)0 ' Oη, the coadjoint orbit through η ∈ g∗, where (Gη)0 means the
identity component of the isotropy subgroup of η under the coadjoint action. Now suppose
that b is a subalgebra of gC such that

η([ξ, ζ]) = 0, for all ξ, ζ ∈ b, (3.6.1)

and
2 dimC b = dimG+ dimGη. (3.6.2)

Let F̃ be the complex distribution on G spanned by the vector fields rξ for ξ ∈ b and let C

be the characteristic distribution corresponding to ωη, which is spanned by rζ for ζ ∈ Gη.
The first of the above two conditions then implies that ωη(rξ, rζ) = 0 for all ξ, ζ ∈ b,
and therefore F̃ is isotropic. The second condition shows that F̃ has maximal possible
dimension. It follows therefore that F̃ contains the complexification of gη

12.
Now the projection of F̃ to M is isotropic, of dimension 1

2
dimM , and is integrable

because b was supposed to be a subalgebra. Since a polarization determines an almost
complex structure, which in this case is integrable, we have shown that a coadjoint orbit
has a natural Kähler structure.

If G is compact and connected and η ∈ g∗ it contains a maximal torus T , which is unique
up to conjugation, see [BtD85, Sim96, BR80]. Since the elements T of commute, we can

12otherwise F̃ + CC would be isotropic of higher dimension
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decompose gC into simultaneous eigenspaces of the generators of T . The corresponding
eigenvalues are imaginary and determine a collection of linear forms on t, the Lie algebra
of T also called the Cartan algebra, see Appendix C.

Definition 3.6.1. The roots of g are the non-zero linear forms α ∈ (tC)∗ such that

gα := {ξ ∈ gC; adτ ξ = α(τ)ξ ∀τ ∈ t}

is non-trivial. We denote the set of roots by ∆.

We collect some facts about roots, mainly from [BtD85, Sim96, Sam90, FH91, Tay86],
see also [Wal73, War72, HR79] and Appendix C. These results are obtained by elementary
manipulations and consist mainly of vocabulary:

The word ”root” (and also ”fundamental” and ”Weyl”!) is terribly overworked
in the theory of semisimple Lie algebras. There are roots, root vectors, root
spaces, root elements. Neither roots nor root vectors lie in root spaces, although
root elements do. [Sim96]

If α ∈ ∆ then also −α = α ∈ ∆ and g−α = gα. The eigenspaces gα corresponding to
the roots are one-dimensional and gC decomposes into the direct sum

gC = tC ⊕ gα ⊕ gβ ⊕ · · · .

If ξα ∈ gα and ξβ ∈ gβ then
[ξα, ξβ] ∈ gα+β

whenever α+ β ∈ ∆, otherwise [ξα, ξβ] = 0; moreover,

[ξα, ξβ] ∈ tC (3.6.3)

if α = −β. Let ξα ∈ gα be non-zero then ζα := i
2
[ξα, ξα] is also nonzero and lies in t, and

by a suitable rescaling we can arrange that α(ζα) = i. Then put ξα = xα + i yα for real xα
and yα so that

[xα, yα] = −ζα, [yα, ζα] = −xα, [ζα, xα] = −yα.

According to these relations xα, yα and ζα span a subalgebra in g which is isomorphic to
su(2), the Lie algebra of SU(2). Since t ⊂ gη

13 we clearly have η([ζ, ·]) = 0 for any ζ ∈ t,
and therefore

0 = η([ζ, ξ]) = α(ζ)η(ξ)

for any ξ ∈ gα and for all ζ ∈ t, which implies η(ξ) = 0. This means that η vanishes on
gα ⊕ gβ ⊕ · · · . If η(ζα) 6= 0 for any root α, then gη = t. In this case η is said to be regular.
In general, gη is the sum of t and the span{xα, yα, ζα} for which η(ζα) = 0.

13All maximal tori are conjugate. We can use this freedom to ensure that T ⊂ Gη, see also [BtD85,
Sim80].
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In both cases, whether η is regular or not, we can define an invariant polarization on
M = G/(Gη)0, i.e. an polarization that is invariant under the G action on M , which can
be identified with the coadjoint action on Oη: Define the positive and negative roots as

∆±
η := {α ∈ ∆; ±η(ζα) > 0}

and put

b := tC ⊕
⊕
α/∈∆+

η

gα.

Now since α and −α both are in ∆+
η only if η(ζα) = 0, this satisfies condition (3.6.1)

because of equation (3.6.3), and it also satisfies (3.6.2), see e.g. [Lan98b]. In the regular
case gα ⊂ b only if α ∈ ∆+

η .
Now consider the projection down to G/(Gη)0. The tangent space at any point is

g/gη and can be identified with the subspace of g spanned by the xα, yα corresponding to
positive roots α ∈ ∆+

η . The polarization at m ∈ M is the sum over gα; α ∈ ∆+
η , and if

α ∈ ∆+
η then

i η([xα − i yα, xα + i yα]) = 2η(ζα) > 0,

so that the polarization is always positive.
The subalgebra b ⊂ g generates a subgroup B ⊂ GC that is called a Borel subgroup, if

η is regular, and a parabolic subgroup otherwise.
We have thus constructed an invariant positive polarization on the symplectic manifold

M . In order to perform the geometric quantization procedure, we in addition have to
construct a pre-quantizing line bundle L → M with a connection whose curvature equals
ω. As a matter of fact, such a line bundle will not exist in general. We have to impose
additional assumptions on η: We say that η is integral if η|gη exponentiates to a character
of Gη, i.e. if there is a character χη of Gη such that its differential equals η. The set of
coadjoint orbits corresponding to integral characters is in one-to-one correspondence with
the unitary dual ofG, i.e. the set of equivalence classes of unitary irreducible representations
of G, see e.g. [Kir62, Kir76, Kir99] and also [Vog97, GV98, Vog00].

In the case of an integral coadjoint orbit Oη we can explicitly perform the construction
of a pre-quantum line bundle. Let us exploit the fact that G → G/Gη is naturally a Gη

principal bundle over Oη ' G/Gη. Using the character χη : Gη → S1, we can define the
action of Gη on G× C by

h(g, z) = (gh−1, χη(h)z)

and put
L := (G× C)/Gη.

Then

Theorem 3.6.2. L is a line bundle with connection over Oη ' G/Gη possessing a natural
hermitian structure, such that

i curv(L) = ω.
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For a proof see e.g. [Kos70].
Furthermore, as we have pointed out in above the discussion, the coadjoint orbits have

a natural Kähler structure and therefore a totally complex (invariant) polarization. Thus
the representation space is given as the space of holomorphic sections of the line bundle L.
The question of the existence of holomorphic sections of the above line bundle, in a first
step, is (asymptotically) answered by the following observation: Consider k-fold tensor
powers L⊗k of L, which can be defined by raising the transition functions for L to the k-th
power, such that

i curv(L⊗k) = kω.

This follows from the functorial properties of the Chern class [Hus75, KN69]. Therefore,
also L⊗k is a pre-quantum line bundle over Oη and the representation space (in the case
that Oη is compact) and is taken to be

Hk := L2
hol(Oη, L⊗k),

on which we have a natural inner product given by

〈λ1, λ2〉 =

∫
Oη

h(k)(λ1, λ2)
ωn

n!
,

where h(k) is the hermitian structure on L⊗k induced by the hermitian structure h on
L. The geometric quantization procedure gives a morphism from a (suitable) space of
functions on Oη to the space of operators on Hk. As a consequence of the Riemann-Roch-
Hirzebruch formula [Hir78, GH87] the dimension of Hk is a polynomial in k which can be
explicitly computed in terms of the Kähler structure on Oη. We only state the leading
order term here, which reads

dim Hk ∼
kn

n!
vol(Oη),

where n = 1
2
dimOη.

Since all the constructions employed here are G-equivariant G also acts on Hk. In the
case of SU(2) the coadjoint orbits are given as CP1 and Hk consists of the homogeneous
polynomials of degree k in two variables, see [Bor00]. This observation has a generalization
in a deep and famous result in representation theory, known as Borel-Weil theorem, which
states that the representations ofG on Hk are unitary and irreducible, and, in particular, all
representations arise in this way, see e.g. [Bot57, Tay86, War72, Ser54, BE89, Hel00, Hel01].
Apart from the method of geometric quantization one could use a technique known as
Berezin-Toeplitz quantization, which is defined as follows: Consider the orthogonal projec-
tion, the so-called generalized Szegö projector, see [BdMG81, Sch96, Sch98],

Πk : L2(X,L⊗k)→Hk = L2
hol(X,L

⊗k),

which is defined on any quantizable Kähler manifold analogously to the approach described
above for coadjoint orbits. Then for f ∈ C∞(X) and φ ∈Hk we can define the associated
Berezin-Toeplitz operator as

opBT[f ]φ = Πk(fφ).
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The relation between the Berezin-Toeplitz operators and the geometric quantization oper-
ators is not obvious, but they are closely related, see [Tuy87b, Sch96]. In particular, the
semiclassical properties14 of the Szegö projector and Toeplitz operators have been exten-
sively studied, see e.g. [BU03, BU00, BPU98, Bor98, Cha03b, Cha03a, Cha00] and also
[Zel03, SZ02, SZ03, Zel98, Zel97]. The importance for us is the close connection with co-
herent states, that we are now going to examine. To this end we first have to point out
that there is an alternative picture of looking at the quantizing line bundle: The associated
principal bundle. Let Z ⊂ L∗ be the unit circle bundle in the dual of L, which of course
inherits a hermitian structure from that on L. Thus, a point in Z is a pair (x, λ) where λ is
a complex linear functional on Lx which maps the unit circle in Lx

15 to the unit circle in C.
The circle action is λ ei θ(w) = ei θ λ(w). Then a section of the associated bundle Z ×k C16

can be represented by an equivariant function f : Z → C, i.e. a function satisfying

f(x, λ ei θ) = ei kθ f(x, λ).

Let C∞(Z)k be the set of these equivariant functions, then we have the natural identifica-
tion

C∞(Z)k ' C∞(X,L⊗k),

given by
f(x, λ) = λk(sx),

where λk denotes the element in the dual of L⊗k given by λ ⊗ · · · ⊗ λ and sx is a section
of L⊗k. On Z w the fundamental vector field ξθ, given as the generator of the S1-action,
generates the vertical bundle ver TZ. Suppose that we are given a connection α on Z, which
determines the horizontal distribution ver TZ, then this determines a covariant derivative
on L⊗k. Since α(ξθ) = 1 and ω is non-degenerate, we see immediately that

α

2π
∧ ωn

is a non-vanishing volume form on Z. Such a form is called contact form and can be
viewed as a substitute for the symplectic form in the case of odd-dimensional manifolds.
This form gives a natural Hilbert space isomorphism

L2(X,L⊗k) ' L2(Z)k,

and we can view each Hk as a subspace of L2(Z), see also [Zel97, Cha00]. This suggests
the following construction, see [BU00, BPU98, Raw77, RCG90].

Definition 3.6.3. Let Πk(x, y) be the Schwartz kernel of the Szegö projector

Πk : L2(Z)→Hk.

14In the case of compact Kähler quantization ”semiclassical”means the limit k →∞!
15determined by the hermitian structure
16Which is defined as L⊗k × C divided by the equivalence relation (p ei θ, z) ∼k (p, ei kθ z)
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Then a coherent state in Hk associated to p ∈ Z is given by

Πk(·, p) ∈Hk,

and the coherent state map is

Ψk : Z →Hk, p 7→ Πk(·, p). (3.6.4)

The relation of this definition of coherent states to Perelomov’s definition [Per72, Per86]
is not obvious. However, in the subsequent discussion we will show an equivalence between
the two.

Remark 3.6.4. Let us briefly note some properties of coherent states:

1. By their definition coherent states possess the reproducing property

∀f ∈Hk, p ∈ Z : f(p) = 〈Ψk(p), f〉,

since the coherent state map can be viewed as an application of the Szegö projector
to the delta function, see [Bor00].

2. The coherent state map induces a map

Ψ0
k : X → PHk, x 7→ [Ψk(px)],

where px ∈ Z is any point in Z projecting to x ∈ X, and [Ψk(x)] denotes the complex
line through Ψk(p) in Hk.

3. The coherent state map Z →Hk can be dualized to obtain a map Z → PH ∗
k , which

turns out to be a holomorphic embedding for sufficiently large k. This statement is
equivalent to

Theorem 3.6.5 (Kodaira embedding). Integral Kähler manifolds are projectively
algebraic.

See, e.g. [GH87] for a proof. The embedding F described above is not symplectic,
but approximately symplectic, see [Tia90, Zel98]:

Theorem 3.6.6 (Tian). For large k

1

k
F ∗ΩFS = ω +O(k−1),

where ΩFS is the Fubini-Study symplectic form on PHk and ω the symplectic form
on X.
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The Berezin-Toeplitz quantization described briefly above, is similar to a quantization
technique due to Berezin [Ber75b, Ber74, Ber75a]. To describe this procedure we give an
alternative way of looking at the coherent state map. Let s ∈Hk be a holomorphic section,
then the evaluation map

s 7→ s(π(p)) = p̂(s) · p

is a linear form
p̂ : Hk → C.

Because of the inner product and the Riesz theorem [RS72, Rud91, BB93] there exists a
unique holomorphic section of ep such that

〈ep, s〉 = p̂(s)

for all s ∈Hk, which is precisely the reproducing property for the definition of the coherent
states given above. Thus ep can be identified with Ψk(p).

If we consider the manifold X as the phase space of a physical system, we have an
anti-holomorphic embedding X ↪→ PHk. Also dynamical properties can be described in
this language, see [BBdM93, Ber97b, Ber97a, Ber99, BG92, Odz92, Odz88].

Let us consider the projection Pπ(p) onto the subspaces spanned by ep, which is well-
defined, see e.g. [Sch98, BS00]. We call these operators coherent projectors, see Appendix
C. Let us also define, following [Raw77],

ε(π(p)) = |p|2〈ep, ep〉

with |p|2 := h(π(p))(p, p). Let s1, s2 ∈Hk be two holomorphic sections and put x = π(p),
such that s1(x) = p̂(s1)p and s2(x) = p̂(s2)p. Therefore,

h(s1, s2)(x) = 〈s1, ep〉〈ep, s2〉|q|2 = 〈s1,Pxs2〉ε(x).

By integration we obtain

〈s1, s2〉 =

∫
X

〈s1,Pxs2〉ε(x)ωn(x),

a property which is called over-completeness of coherent states.

Definition 3.6.7. Let B be a linear operator on Hk. The lower or covariant (Berezin)
symbol σl(B) is defined by the map

X → C; x 7→ σl(B)(x) := Tr(BPx) =
〈ep,Bep〉
〈ep, ep〉

.

The upper or contravariant (Berezin) symbol σu(B) is defined through

B =

∫
X

σu(x)Pxε(x)ω
n(x). (3.6.5)
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Having these notions at hand, we can state some connections between the Berezin-
Toeplitz and Berezin quantization:

Proposition 3.6.8. The following relations hold:

(a) The upper symbol of a Toeplitz operator opBT[f ] is given by the function itself

σu(op
BT[f ]) = f.

(b) The Toeplitz quantization map f 7→ opBT[f ] and the covariant symbol map B 7→ σl(B)
are conjugate to each other, i.e.

Tr(B∗ opBT[f ]) =

∫
σl(B)fεωn. (3.6.6)

For a proof of these statements see [Sch98, Sch96, Cha00] and also Appendix C, where
some analytic properties of coherent projections are discussed.

The symbolic properties of Toeplitz and Berezin-Toeplitz operators have been exten-
sively discussed in literature, mainly in the context of deformation quantization, see e.g.
[Fed96, BMS94, RCG90, RCG93]. We will use the algebraic properties of the upper and
lower symbols later on, where we will briefly come back to the notion of Berezin symbols.

For the moment, however, we are more interested in a point of view that is in a sense
opposite to the one alluded to above: Suppose that we are given a compact Lie group
together with a unitary irreducible representation π : G→ End(V ) on a finite dimensional
Hilbert space V . This means we are given the (representation) operators and are interested
in their classical counterparts.

To start with consider the projectivized space PV , which is a natural Kähler (and
therefore symplectic) manifold: Let n+ 1 = dimV and denote by [z0, . . . , zn] the subspace
of V 17 generated by (z0, . . . , zn) ∈ V \ {0}. Then we have charts Uj := {zj 6= 0} and a
diffeomorphism

φj : (z0, . . . , 6zj, . . . , zn) 7→ [z0, . . . , zj−1, 1, zj+1, . . . , zn]

yielding an atlas of PCn. On the overlaps Uj ∩Uk the change of variables is given in terms
of multiplication by

zj

zk
and thus is holomorphic. Obviously we also have a natural line

bundle L′ → PC
n+1, called the canonical bundle defined by L′ = C

n+1 \ {0} and the pro-
jection (z0, . . . , zn) 7→ [z0, . . . , zn]. In each chart there is a natural non-vanishing section
sj : (z0, . . . , 6zj, . . . , zn) 7→ (z0, . . . , zj−1, 1, zj+1, . . . , zn). For these trivializations the tran-
sition functions are given by the corresponding change of variables

zj

zk
, and therefore the

canonical line bundle is holomorphic. Also, L′ → CP
n inherits a hermitian structure from

the standard hermitian structure on Cn+1 and the associated curvature is related to the
Fubini-Study form18. We already know from the above considerations that a coadjoint orbit

17We can always assume that V ' Cn+1.
18 This is not quite true! The hermitian structure induced from that one on Cn+1 has opposite sign.

This flaw can be repaired by dualizing the bundle, see [Bor00]
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can be holomorphically embedded in the projectivized representation space PV . However,
in general this embedding is not symplectic. We are therefore now going to investigate the
question under what circumstances a coadjoint orbit can be symplectically embedded. We
shall see that the only symplectic orbits are contained in those corresponding to projec-
tivized weight vectors. However, not all orbits induced by weight vectors are symplectic;
there is an additional restriction, [GS84, KS82].

Theorem 3.6.9. Let G be a compact semisimple Lie group with a unitary, irreducible
representation on V . Under the action of G on PV the orbit through a point [ψ] ∈ PV
is symplectic relative to the restriction of the Fubini-Study form ωFS on PV if and only if
ψ ∈ V is a weight vector of some maximal torus of G that satisfies

λ(gα) = 0 implies that dπ(gα)ψ = 0. (3.6.7)

Let us remark that condition (3.6.7) is equivalent to the condition that the stabilizer
group G[ψ] of [ψ] coincides with the stabilizer Gλ of λ, see [KS82]. This in particular is
fulfilled if λ is a regular weight or a maximal weight.

There is only one orbit that is Kähler, and that is the orbit through [ψ] where ψ is a
maximal weight vector.

This result shows the important consequences of the conditions stated in the following
definition of coherent states for compact Lie groups. [Per72, Per86, Gil72, Gil74].

Definition 3.6.10 (Gilmore-Perelomov). Let G be a compact Lie group and (π, V ) a
unitary irreducible representation on a finite dimensional Hilbert space V . Furthermore,
let ψλ be the (unique) normalized weight vector corresponding to the maximal weight λ.
A set of coherent states associated to ψλ is given by the image of

{π(g)ψλ; g ∈ G}

under the projection V → PV .

It is obvious that such coherent states can be labeled by points in G/Gλ, since π(h)ψλ =
eiλ(h) ψλ for h ∈ T . The following diagram commutes,

G Aut(V )

G/T AutPV

//
π

��
� �
� �
� �
� �
� �
�

��
� �
� �
� �
� �
� �
�

Π

//
ρ

,

and in these terms we have a coherent state map given by

G/Gλ → PV, gGλ 7→ [π(g)ψλ].
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According to the above theorem, if λ is a maximal weight the orbit [π(G)ψλ] is a Kähler
submanifold of the Kähler manifold PV . Explicitly, partly reviewing the discussion on
page 100 we identify V ' Cn+1 for some n ∈ N, and therefore PV with CPn. This gives an
equivalence of V \ {0} → PV with the canonical line bundle L′ → CP

n, described above.
This correspondence can be explicitly implemented by associating to a vector ψ ∈ V the
projection onto the one-dimensional subspace that it spans,

V 3 ψ 7→ 〈·, ψ〉
〈ψ, ψ〉

ψ =: P[ψ].

Then an analytic atlas of PV is given by

{(U[φ], u[φ]), [φ] ∈ PV },

where U[φ] = {[ψ] ∈ PV ; 〈φ, ψ〉 6= 0} is an open (dense) set in PV . Now

u[φ]([ψ]) :=
id−P[φ]

〈φ, ψ〉
ψ

with a fixed vector φ ∈ ranP[φ], is a diffeomorphism U[φ] → kerP[φ] = ran(id−P[φ]) ' Cn,
see [AAGM95, KS82]. Again, the canonical bundle over PV is a GL(1,C) principal bundle.
Elements of the associated (holomorphic) line bundle Lcan can be written as ([ψ], ψ) where
ψ ∈ ranP[ψ]. A local trivialization of this line bundle over U[φ] is given by the unit section

s([ψ]) =

(
[ψ],

ψ

〈φ, ψ〉

)
, φ ∈ ranP[φ], ‖φ‖ = 1.

The non-vanishing sections of the holomorphic line bundle can be related to elements of V
by the identification map

I : Lcan → V, I([ψ], ψ) = ψ. (3.6.8)

For any ψ ∈ V let lψ be its dual element in V ∗. The restriction of lψ to the fiber of [ψ′] in
Lcan then yields a section s∗[ψ′] of the (anti-holomorphic) dual line bundle L∗can, and the map

[ψ′] 7→ s∗[ψ′] is anti-linear between H and the sections of the dual bundle. Hence, we may
realize V as the space of anti-holomorphic sections. Now the complex structure of ranu[ψ]

endows the tangent space T[ψ]PV with an integrable complex structure J[ψ]
19, making

PV into a Kähler manifold, whose corresponding canonical two-form, the Fubini-Study
two-form, reads pointwise

ωFS(X[ψ], Y[ψ]) =
1

2 i
(〈ξ, ζ〉 − 〈ζ, ξ〉)

where ξ, ζ ∈ ranu[φ] correspond to X[ψ], Y[ψ] under the identification T[ψ]PV ' ranu[ψ]
20.

The associated Riemannian metric is given by

gFS(X[ψ], Y[ψ]) = ωFS(X[ψ], J[ψ]Y[ψ]) =
1

2
(〈ξ, ζ〉+ 〈ζ, ξ〉) ,

19For example, because of the Newlander-Nirenberg theorem, see [Hör90a].
20This identification can e.g. be obtained by differentiating curves through [ψ] in PV .
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and a hermitian structure HFS through

HFS(([ψ], ψ), ([ψ′], ψ′)) = 〈ψ, ψ′〉.

Furthermore, define

α(ψ) =
〈 dψ, ψ〉
‖ψ‖2

,

which is a one-form on V , and consider its pull-back under the identification map (3.6.8),

αFS = I∗α.

This defines a C×-invariant one-form on Lcan whose horizontal space at ([ψ], ψ) is given by
ranu[ψ]. For an arbitrary section s : U[φ] → L×can the pull-back

θFS = s∗αFS

defines a local one-form on PV yielding a covariant derivative ∇FS such that

ωFS = i curv(∇FS).

We thus have

Proposition 3.6.11. The data (Lcan,HFS,∇FS) define a pre-quantization of (PV, ωFS).

For the connection to coadjoint orbits we use the equivariant moment map, see e.g.
Appendix B,

J : PV → g∗, J([ψ])(X) = 〈ψ, dπ(X)ψ〉 (3.6.9)

where ψ ∈ V is an arbitrary lift of [ψ] ∈ PV . We use a result from [Lan98b]:

Proposition 3.6.12. The coadjoint orbit Oλ corresponding to a maximal weight λ ∈ t∗

contains the image of [ψλ] under the moment map (3.6.9), i.e.

J([ψλ]) ∈ Oλ ' G/Gλ.

In particular, the restriction of J to the orbit π(G)[ψλ] is a symplectomorphism when Oλ
is endowed with the negative Lie-Kirillov symplectic form

ωη(Xξ, Xζ) = −η([ξ, ζ]),

where Xξ, Xζ are the fundamental vector field corresponding to ξ, ζ ∈ g.

Proof. According to the properties of weight spaces, we have that

J([ψλ])(X) =

{
λ(X) X ∈ t

0 X ∈ t⊥
,
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hence J([ψλ]) defines a trivial extension of λ to all of g. This proves the first claim.
The stability group GJ([ψλ]) of J([ψλ]) consists of those g ∈ G for which

〈πλ(g)ψλ, dπλ(Y )πλ(g)ψλ〉 = 〈ψλ, dπλ(Y )ψλ〉

for all Y ∈ g. Since πλ is irreducible this implies that ψλ and πλ(g)ψλ define the same
element of PV , proving that GJ([ψλ]) ⊆ G[ψλ], and the inverse inclusion follows from the
covariance of the moment map.

This shows that the orbit [π(G)ψλ] ⊂ PV of the maximal weight vector may be iden-
tified (symplectically) with the coadjoint orbit G/Gλ ' Oλ, i.e.

J∗ωOλ
= ωFS.

As already seen above, the coherent state map explicitly implements an holomorphic em-
bedding of the coadjoint orbit Oλ into the projective space PV together with a holomorphic
line bundle over Oλ. This fact is usually expressed by saying that the quantization of coad-
joint orbits is projectively induced. We enlighten this situation by the following diagram

G π(G)V V

G/T [π(G)ψλ] PV

//

��
� �
� �
� �
� �
� �
� �

��
� �
� �
� �
� �
� �
�

Π

� � //

��
� �
� �
� �
� �
� �
� �

Π

// � � //

.

We also have an equivalence of the pre-quantum line bundles over Oλ and [π(G)ψλ] in the
sense that the connection forms αOλ

on the coadjoint orbit and the restriction of θFS to
[π(G)ψλ] coincide. Since the above date define a pre-quantum structure, this also implies
that ωOλ

is the same as the restriction of the Fubini-Study form ωFS on PV to the orbit
[π(G)ψλ].

Remark 3.6.13. Summarizing the above discussion, we have that coadjoint orbits cor-
responding to maximal weights can be symplectically embedded as Kähler submanifolds
into PV . Furthermore the coherent state map in (3.6.4) can be implemented by using the
Gilmore-Perelomov coherent states of Definition 3.6.10. Compared with Theorem 3.6.6,
this reveals a very particular case. As shown by Rawnsley [Raw77], the obstruction for the
two pre-quantum data of PV and the Kähler manifold X to coincide is given by a one-
form dε of type (1, 0), where ε is a real-valued function on X. In the homogeneous case,
i.e. when X is given as a homogeneous space, ε is invariant under holomorphic symplectic
diffeomorphisms and therefore has to be constant. Thus if we deal with coadjoint orbits
corresponding to maximal weights we are faced with the particular simple situation where
the obstruction dε vanishes, and the pre-quantum structures coincide.
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3.6.1 Time evolution of coherent states for compact Lie groups

We now consider the time evolution of coherent states generated by Hamiltonian functions
f : Oλ → R that leave the polarization invariant. The type of functions that we will con-
sider are precisely the lower symbols σl[ dπλ(c)] = f of (derived) representation operators
that arise from an irreducible representation πλ : G→ EndVλ. However, the lower symbol
of the representation operator σl[ dπλ(c)](η) = η(c) coincides with the (evaluation of the)
moment map of the coadjoint action, which is given simply by the embedding Oλ ↪→ g∗,
evaluated on c. The flow generated by f(η), viewed as Hamiltonian function on Oλ, can
be identified with the coadjoint action of G on Oλ; the Hamiltonian vector field generated
by f at η ∈ Oλ can be identified with the fundamental vector field ad∗c at η. Therefore
the integral curve η(t) starting at η is the same as Adg(t) η, where g(t) is a one-parameter
group in G such that

ġ(t) = i cg(t). (3.6.10)

Since the polarization on Oλ is invariant with respect to the coadjoint action, see Section
3.6, the lift of the flow Φt

f : Oλ → Oλ to a connection preserving diffeomorphism is in this
case given by

φη 7→ φη(t) exp

(
− i

∫ t

0

θOλ
(Xf )(η(t

′))− f(η(t′)) dt′
)
.

This is precisely the integral version of equation (3.5.3). Now we know that the pre-
quantum structures of Oλ and [π(G)ψλ] coincide. Therefore, the above lift of Φt

f , which
on [π(G)ψλ] is given by [π(g(t))φη], is equivalent to π(g(t))φη.

We now exploit the one-to-one correspondence between irreducible representations and
dominant weights, i.e. weights that lie in a (fixed) Weyl chamber, see Appendix C. In
particular, the correspondence is such that the representation associated to a dominant
weight λ has λ as maximal weight. Therefore we label the representation (πλ, Vλ) by the
(unique) maximal weight, to account for the correspondence between maximal weights
and representations. Since the weights form an integral lattice and the Weyl chambers
are convex cones, the set {kλ}k∈N is a sublattice of the lattice of weights and is contained
in the Weyl chamber of λ. In particular, each kλ is a maximal weight associated to an
irreducible unitary representation (πkλ, Vkλ) whose dimension may be determined by the
Weyl dimension formula,

dimVkλ = Πα∈∆+

〈α, kλ+ ρ〉
〈α, ρ〉

= Πα∈∆+

k〈α, λ〉+ 〈α, ρ〉
〈α, ρ〉

. (3.6.11)

Here ∆+ denotes the set of positive roots and ρ is the half sum of the positive roots

ρ :=
1

2

∑
α∈∆+

α.

This shows that multiplication of the maximal weight λ results in a higher dimensional
representation of the underlying compact Lie group G. Repeating the above discussion
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for the coadjoint orbit Okλ corresponding to the maximal weight kλ, we see that we must
consider the coadjoint orbit Okλ through the maximal weight kλ associated to (πkλ, Vkλ).
Then the pre-quantum line bundle LOkλ

→ Okλ inherits a connection whose curvature
equals i kωOλ

, where ωOλ
is the Lie-Kirillov symplectic structure on the coadjoint orbit Oλ.

Lemma 3.6.14. We can identify Okλ with G/Gλ which is symplectically embedded in PVkλ
as a Kählerian submanifold, where the pre-quantizing structure of Okλ can be identified with
the Fubini-Study structure of PVkλ. This implies an identification

Oλ ' G/T ' Okλ,

that uses the linear structure of g∗ and can be made explicit by the multiplication Oλ 3
η

∼7→ kη ∈ Okλ with k ∈ N fixed. Let I : Oλ
∼→ Okλ denote the above identification, then

under this identification the symplectic structures are related through

ωOkλ
= kωOλ

.

Furthermore, the pre-quantizing structures of Oλ and Okλ correspond to each other. More
precisely, I∗LOkλ

is equivalent to L⊗kOλ
and I∗θOkλ

= kθλ. Thus we have an equivalence of

the hermitian line bundles L⊗kOλ
and I∗LOkλ

over the coadjoint orbit Oλ.

Since the symplectic structure corresponding to L⊗kOλ
is given by kωOλ

, where ωOλ
de-

notes the Lie-Kirillov symplectic structure, and the moment map for the coadjoint action
of G on Okλ is given by k times the moment map of the G-action on Oλ, also the (coad-
joint) dynamics on Oλ and Okλ can be identified21. Summarizing, we observe that the
transition λ 7→ kλ is the same as taking higher tensor powers of the pre-quantizing line
bundle LOλ

→ Oλ, in the way described above. Therefore, the pre-quantization lift of a
coadjoint dynamics on Oλ is given by (the pull-back under I : Oλ

∼→ Okλ of)

πkλ(g(t))φkη = φkη(t) exp

(
− i k

∫ t

0

θOλ
(Xf )(η(t

′))− η(t′)(c) dt′
)
.

3.6.2 Localization properties

In this section we briefly consider semiclassical properties of the coherent states φkη corre-
sponding to a unitary irreducible representation (πkλ, Vkλ). To begin with, let us fix k ∈ N.
We remark that, in the case that the translational degrees of freedom are absent, the semi-
classical limit is performed in terms of k →∞. Let us consider the function f(η) := 〈φη, φµ〉
defined on Oλ. Obviously we have that |f(η)| ≤ 1 and because of Definition 3.6.10 we can
write

f(η) = 〈ψλ, πλ(g−1
η gµ)ψλ〉,

which shows that |f(η)| equals 1 if and only if g−1
η gµ ∈ Gλ, the isotropy group of λ.

However, since Oλ ' G/Gλ, this implies that |f(η)| attains its unique maximal value 1

21Of course this has to be the case, since the coadjoint action also behaves linearly.
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precisely for η = µ. The behaviour of f(η) in the semiclassical limit k → ∞ can be
obtained from a result of Gilmore [Gil79], see also [Duf90], which uses that

〈ψkλ, πkλ(g)ψkλ〉 = 〈ψλ, πλ(g)ψλ〉k.

This might suggest that in the semiclassical limit f(η) becomes increasingly concentrated
at η. That this is indeed the case is shown in the following result [Duf90], see also [Lie73]:

Proposition 3.6.15. Let

νk(g) := dimVkλ |〈ψkλ, πkλ(g)ψkλ〉|2 = dimVkλ |〈ψλ, πλ(g)ψλ〉|2k .

Then νk defines a Gλ-invariant probability measure on G, which fulfills

lim
k→∞

νk(f) =

∫
Gλ

f(h) dh

for all f ∈ L1(G), where dh denotes the normalized Haar measure on Gλ. In particular,
if f is Gλ invariant we have

lim
k→∞

νk(f) = f(e).

The importance of this proposition lies in the fact that the probability measure defined
above is closely related to the Husimi transform H[φµ](η) of the coherent state φµ, which
is defined as

H[φµ](η) := |〈φµ, φη〉|2 .

It is immediately clear that H[φµ](η) coincides with (dimVkλ)
−1νk(g) for g = g−1

µ gη, and
therefore also carries the localization properties of νk(g).

3.7 A Moyal-Weyl quantizer for the intrinsic degrees

of freedom

The aim of this section is to construct a so-called Moyal-Weyl quantizer for the intrinsic
degrees of freedom described by a compact semi-simple Lie group G.

Definition 3.7.1 ([GVF01]). Let X be a (finite-dimensional) symplectic manifold, µ a
multiple of the Liouville measure on X and H a Hilbert space (somehow) associated with
X. A Moyal quantizer for (X,µ,H ) is a mapping ∆ from X to the space of bounded
selfadjoint operators on H such that ∆(X) is weakly dense in B(H ) and fulfills

Tr ∆(u) = 1, Tr(∆(u)∆(v)) = δ(u− v)

in the distributional sense, where δ(u− v) denotes the reproducing kernel for the measure
µ.
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If one has a Moyal quantizer at hand one can solve the quantization problem as follows:
For a (sufficiently regular) function a on X one defines the (Stratonovich-Weyl) operator

opSW[a] :=

∫
X

a(x)∆(x) dµ(x),

and has the corresponding phase space representation of an operator A ∈ B(H ) by

symbSW[A] := Tr(A∆(·)).

It is obvious that
symbSW[id] = 1,

and that symbSW inverts opSW according to

symbSW[opSW[a]](x) = Tr

(∫
X

a(y)∆(y) dµ(y)∆(x)

)
= a(x).

In particular, symbSW[opSW[1]] = 1 implies that 1 7→ idH by the weak density of ∆(X),
which amounts to the reproducing property∫

X

∆(x) dµ(x) = idH .

Finally we obtain the so-called tracial property

Tr[opSW[a] opSW[b]] =

∫
X

a(x)b(x) dµ(x). (3.7.1)

The concept of a Moyal quantizer was introduced in [GBV88b, VGB89], where the
Moyal quantizer for spin was worked out. In [VGB89] however, this quantizer was called
Stratonovich-Weyl quantizer, inspired by [Str57]. This construction is particularly in-
teresting in the equivariant setting: If X is a symplectic homogeneous G-space, µ is an
G-invariant measure on X and G acts by a projective unitary irreducible representation π
on the Hilbert space H , then a Moyal quantizer is a combination (X,µ,H , G, π) together
with a map ∆ which takes X to the bounded selfadjoint operators on H satisfying satisfies
the properties of Definition 3.7.1, and in addition the covariance property

π(g)∆(x)π(g)−1 = ∆(gx) (3.7.2)

for all g ∈ G and x ∈ X. The quantizer then allows Fourier analysis to be performed
essentially as in the abelian case, see also [GBV88a, GBV88b, Tay84]: the distribution

E(g, x) := Tr(π(g)∆(x))

takes over the role of the exponential kernel of the Fourier transform. It will in general be
a distribution on the space of smooth sections of a non-trivial line bundle over G×X.
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The situation we are faced with is precisely the symplectic homogeneous setting, and
we will give an explicit construction of the Moyal quantizer in this case, following [FGV90,
Gra92]. To this end we will use the analytical properties of the lower and upper symbols
described in Section 3.6. An alternative way to obtain a Moyal quantizer is given by
the use of the notion of groupoids and associated algebroids in the context of geometric
quantization, as in [GBV95, dMRT02]22

Let us consider a fixed irreducible unitary representation πλ : G → Vλ of G and fix a
set of positive roots ∆+. Let Oλ be the coadjoint orbit through λ ∈ g∗23. Let us consider
the lower symbol map (3.6.6) σl[A](η) corresponding to an operator A ∈ L(Hλ), which is
a continuous function on Oλ. Define the (finite-dimensional) space of functions

Sλ := {σl[A]; A ∈ L(Hλ)}.

The essential point in this construction is that no information about the operator A is lost
by passing to the lower symbol, see also Appendix C.

Proposition 3.7.2. The symbol map

σl : L(Hλ)→ Sλ

is linear and one-to-one.

Proof. We give a short sketch of the proof that can be found in [Sim80] and [Kla64], see
also [Wil86]. It consists of showing that the kernel of the lower symbol map is trivial. Let
σl[A] = 0, this is equivalent to

〈ψλ, π(g)Aπ(g)−1ψλ〉

for all g ∈ G, where ψλ denotes the maximal weight vector corresponding to the represen-
tation (πλ, Vλ). Taking derivatives n times at g = e gives

〈ψλ, adξ1 adξ2 · · · adξn Aψλ〉 = 0.

22Groupoids arose as a far reaching extension of groups. See e.g. [Wei01, CW99, Wei91a, Wei91b, Con94,
CDW87, Ren80, Mac87, Ram98]. Groupoids are also useful in the description of the dynamical behaviour of
particles in external gauge fields, see [Lan98a, Lan92, Lan93, Lan03, Lan99]. It seems that the groupoids (in
particular Lie groupoids) and the corresponding algebroids could give interesting geometrical insights and
extensions of the objects we are studying. There are recent developments to define microlocal objects such
as pseudodifferential operators on groupoids, see e.g. [NWX99, LMN00, LN01, WX91, Wei91a, KSM02].
However, considerations in this direction are far beyond the scope of this thesis; therefore we leave it at just
quoting Weinstein [Wei01]: “ Mathematicians tend to think of the notion of symmetry as being virtually
synonymous with the theory of groups and their actions, perhaps largely because of the well-known Erlanger
programme [...], which virtually defined the geometric structures by their groups of automorphisms. In
fact, though groups are indeed sufficient to characterize homogeneous structures, there are plenty of objects
which exhibit what we clearly recognize as symmetry, but which admit few or no nontrivial automorphisms.
It turns out that the symmetry, and hence much of the structure, of such objects can be characterized
algebraically if we use groupoids and not just groups.”

23 Initially, λ is defined as linear form on the Cartan algebra t. However, since G is supposed to be
semi-simple we can identify g and g∗ by using the (non-degenerate) Killing-form. This gives λ ∈ g∗, which
is equivalent to a (trivial) extension of λ ∈ t∗ to all of g.
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This is valid for all ξj ∈ g and by linearity for all ξj ∈ gC. If we choose the ξj to be the
root elements ξα, which can be chosen such that dπ(ξα)

∗ = ± dπ(ξ−α) and use the fact
that the representation space is spanned by dπ(X−α)ψλ for α ∈ ∆+, we can immediately
conclude that

〈 dπ(ξ−αn) · · · dπ(ξ−α1)ψλ, Aψλ〉 = 0

and therefore Aψλ = 0. Since the same reasoning is valid for A replaced by π(g)Aπ(g)−1

for any g ∈ G, we can conclude that A = 0.

The flaw of the lower symbols however is that they lack the tracial property (3.7.1),
which the existence of a Moyal quantizer automatically implies. From Section 3.6 we know
that the upper and lower symbols fulfill

Tr(A opBT [f ]) =

∫
Oλ

f(η)σl[A](η) dη

and that the upper symbol corresponding to a Berezin-Toeplitz operator is given by the
respective function on Oλ. The Berezin-Toeplitz quantization, and thus the upper symbol
map, defines a linear bijection between B(Vλ) and Sλ. Obviously both the upper and the
lower symbol are covariant

σl[π(g)Aπ(g)−1](η) = σl[A](Ad∗g η), σu[π(g)Aπ(g)−1](η) = σu[A](Ad∗g η).

This implies the important property

Proposition 3.7.3. The mapping K : σu[A] 7→ σl[A] is a positive invertible operator
on Sλ. Furthermore, it commutes with the regular representation (τ(g)f)(η) = f(g−1η)
restricted to f ∈ Sλ.

Proof. The bijectivity of K follows from the fact that σl[A] 7→ A and A 7→ σu[A] are
bijections. The positivity follows from∫

Oλ

Kσl[A]σl[A] dη = Tr(A∗A) ≥ 0.

The fact that K commutes with the regular representation is just a restatement of the
covariance of the upper and lower symbols.

Definition 3.7.4. For A ∈ L(Vλ) we define the Stratonovich-Weyl symbol symbSW[A] ∈ Sλ
by

symbSW[A] := K1/2σl[A] = K−1/2σu[A].

The Stratonovich-Weyl symbol has the following properties

Theorem 3.7.5. The symbol map L(Vλ) 3 A 7→ symbSW[A] ∈ Sλ fulfills

(i) It is a linear one-to-one map from L(Vλ) onto Sλ.



3.7. A Moyal-Weyl quantizer for the intrinsic degrees of freedom 111

(ii) symbSW[A∗] = symb
SW

[A].

(iii) symbSW[idVλ
] = 1.

(iv) symbSW[π(g)Aπ(g)−1](η) = symbSW[A](Ad∗g η).

(v)

∫
Oλ

symbSW[A](η) symbSW[B](η) dη = Tr(AB).

Proof. The bijectivity follows from the bijectivity of the lower symbol map and the bi-
jectivity of K. That σl[A

∗] = σl[A] holds an immediate consequence of its definition
and σu[A

∗] = σu[A] follows from the fact that the coherent projection (Szegö-projector)
is orthogonal. Therefore K commutes with complex conjugation and K1/2 inherits this
property. Obviously σl[idVλ

] = 1 and σu[idVλ
] = 124, thus symbSW[idVλ

] = 1.
The tracial property follows from the fact that K commutes with complex conjugation

and ∫
Oλ

symbSW[A](η) symbSW[B](η) dη =

∫
Oλ

Kσu[A](η)σl[B](η) dη = Tr(AB).

Now the inverse Sλ 3 symbSW[A] 7→ A ∈ L(Vλ) can be expressed in terms of a Moyal
quantizer ∆ : Oλ → L(Vλ), i.e. an operator valued function on Oλ such that

A =

∫
Oλ

symbSW[A](η)∆(η) dη.

Consider the lower symbol

σl[A](η) = 〈φη, Aφη〉 = 〈φη,
∫
Oλ

σu[A](η′)Pη′ dη
′φη〉 =

∫
Oλ

|〈φη, φη′〉|2σu[A](η′) dη′.

so that |〈φη, φη′〉|2 is the kernel of K−1. The reproducing kernel of Sλ, expanded in on an
orthonormal basis of Sλ, can be used to diagonalize K. Thus yielding an explicit expression
for the quantizer ∆, see e.g. [FGV90].

Remark 3.7.6. The localization properties of coherent states described in Section 3.6.2
imply that upper and lower symbols coincide in the semiclassical limit k →∞, and, as an
effect, also are the same as the Stratonovich-Weyl symbol. See [Sim80, Duf90].

24This requires a normalization of the Liouville measure dη on Oλ such that
∫
Oλ

dη = dimVλ.
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Chapter 4

Coherent states for particles with
intrinsic degrees of freedom

In this Chapter, we will use the notions developed in Chapter 3 to give a suitable definition
of coherent states for particles which besides the translational degrees of freedom also
possess internal degrees of freedom that are described by (irreducible representations of)
a compact Lie group. The most popular representative for this class is a non-relativistic
particle with spin, where the Lie group is given by SU(2):

SU(2) is the simplest of the simple Lie groups. It is the unique rank 1, compact,
connected, simply connected, semisimple Lie group (Wow! Five adjectives to
define it!) [Sim96]

But let us first inspect coherent states for the translational degrees of freedom:

4.1 Coherent States for the Heisenberg group

We consider the symplectic space T∗
R
d ' Rd × Rd, a central role in the study of which

is played by the Heisenberg group H(Rd). Its Lie algebra can be realized by taking the
coordinate functions qj, pj as well as the unit function on T∗

R
d as basis elements and

equating the Lie bracket with (minus) the Poisson bracket on T∗
R
d. If we denote this

basis by {Qj, Pj, Z} then we have the relations

[Pi, Pj] = [Qi, Qj] = [Pi, Z] = [Qi, Z] = 0, [Pi, Qj] = −δijZ. (4.1.1)

Definition 4.1.1. The Heisenberg group H(Rd) is the unique connected and simply con-
nected Lie group of dimension 2d+ 1 with Lie algebra hd defined by the relations (4.1.1).

Since the Lie algebra hd is nilpotent, the exponential map Exp : hd → H(Rd) is a
diffeomorphism and we parameterize H(Rd) by (u, v) ∈ Rd ×Rd and s ∈ R such that

(u, v, s) := Exp(−uQ+ vP + sZ).

113
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The algebraic relations (4.1.1) then define the group multiplication in H(Rd):

(w, s) · (w′, s′) = (w + w′,
1

2
ω(w,w′)),

where w = (u, v) and ω denotes the standard symplectic form on T∗
R
d. Furthermore, the

orbits of the coadjoint action of H(Rd) on the dual h∗d of its Lie algebra are given by

Ad∗(u,v,s)(q, p, c) = (q + cu, p+ cv, c).

In particular, for c = 1 we obtain the “usual”T∗
R
d, which of course is a symplectic manifold.

In the following we are going to describe the quantization of this symplectic manifold.
First however, we remark that T∗

R
d is contractible, therefore all the additional structures

needed in the geometric quantization scheme exist and are unique up to isomorphisms.
The pre-quantum line bundle L = T∗

R
d × C is trivial with a trivializing section given by

λ0(x, ξ) = (x, ξ, 1) for each (x, ξ) ∈ Rd. We define the connection in L by

∇λ0 = − i

~
θ ⊗ λ0,

where θ =
∑d

j=1 ξj dxj is the canonical Liouville one-form on T∗
R
d and thus fulfills dθ = ω.

For any polarization F, which we will specify further in the following, also the bundle MB(F)
of metalinear frames is trivial.

4.1.1 Holomorphic sections for a complex polarization

The aim of this section is to calculate covariantly constant sections with respect to a
polarization, which is determined by the Lagrangian subspace

(T∗
R
d)C ⊃ FB = {(z, Bz); z ∈ Cd} (4.1.2)

defined by the symmetric complex matrix B ∈ Σd from the Siegel upper half space, see
Section A.5. If we use the canonical symplectic frame {e1, . . . , en; f1, . . . , fn}1 of T∗

R
d then

F is spanned by {ξj := ej + Bfj}1≤j≤d. The complex Hamiltonian functions associated to
these basis vectors are given by

zj =

(
ξj −

n∑
k=1

Bjkxk

)
.

So we get

xj = −1

2
i

d∑
k=1

(=B)−1
jk (zk − zk), ξj =

1

2

(
(zj + zj)− i

d∑
k=1

(<B(=B)−1)jk(zk − zk)

)
,

1Where we may identify ej = ∂xj
and fj = ∂ξj

, see [RR89].
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and a calculation gives

∂

∂zj
= − i

d∑
k=1

(=B)−1
jk

(
∂

∂xk
+

d∑
l=1

Bkl
∂

∂ξl

)
∈ L,

such that the {zj}1≤j≤d are the holomorphic and the {zj}1≤j≤d the anti-holomorphic coor-
dinates, in which the symplectic form reads

ω = −1

2
i

d∑
j,k=1

(=B)−1
jk dzj ∧ dzk.

and

θ1 =
1

2
i

d∑
j,k=1

(=B)−1
jk zk dzj

is a symplectic potential adapted to F.2.
Now let FB be the Kähler polarization defined by B. Since T∗

R
d is contractible the

bundle MB(FB) of metalinear frames for FB is trivial. Let ξ̃z be a metalinear frame field
covering ξz, which consists of the Hamiltonian vector fields corresponding to z = {z1, . . . zd}
and νξ̃z

a section of the half-form bundle
√

ΛdFB defined by

ν̃ξ̃z
◦ ξ̃z = 1,

see Section 3.5. Let L→ T∗
R
d be the pre-quantum line bundle, which in this case also is

trivial L = T∗
R
d × C, with a trivializing section

λ0 : X −→ L, x 7−→ (x, 1).

Thus, according to Section 3.1,

∇λ0 = − i

~

(∑
k

ξk dxk

)
⊗ λ0

and 〈λ0, λ0〉 = 1. Let us introduce a new trivializing section given by

λ1 = exp

{
−1

4

d∑
j,k=1

(
(=B)−1

jk ξjξk − 2((=B)−1<B)jk(xkξj)

−2 i(ξkxj) + (<B(=B)−1<B + =B)jkxjxk
)}
λ0.

(4.1.3)

For this we have

∇λ1 = − i

~
θ1 ⊗ λ1.

2This means that ıXθ1 = 0 for any X ∈ FB .
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If we introduce the positive definite real symmetric form

gB :=

(
=B + <B(=B)−1<B −<B(=B)−1

−(=B)−1<B (=B)−1

)
,

associated with the complex structure corresponding to FB and the symplectic form (see
[Hör85a, KN69, Jos00, BW97] and also Appendix A), we can write

λ1 = exp

(
−1

4
((x, ξ), (gB − i k)(x, ξ))

)
λ0,

where

k =

(
0 1

1 0

)
.

Any other section which is covariantly constant with respect to FB can then be written as

λ = ψ(x, ξ)λ1,

where ψ(x, ξ) is covariantly constant with respect to FB. In order that λ1 is normalized
with respect to the canonical volume form ωd on T∗

R
d we redefine3

λ1 = (det=B)−1/42−d(π~−3d/4) exp

(
−1

4
((x, ξ), (gB − i k)(x, ξ))

)
λ0. (4.1.4)

4.1.2 The Schrödinger representation for the covariant sections

The polarization FB defined in equation (4.1.2) is transversal to the vertical polarization
Fver, defined as the kernel of the differential of the canonical projection T∗

R
d → R

d, since
=B4 is non-singular. The vertical polarization is spanned by the vectors {fj}1≤j≤d of the
symplectic basis. Therefore, there is a well-defined pairing between sections covariantly
constant along FB and those covariantly constant along Fver. This pairing can be used
to translate the holomorphic section in equation (4.1.4) into the position representation:
According to Section 3.4 we know that for any section

σ1 = ψλ1 ⊗ νξ̃z
∈HB

covariantly constant along FB and any section

σ2 = ϕλ0 ⊗ νξ̃ver
∈Hver

covariantly constant along Fver the BKS-pairing is given by

〈σ1, σ2〉 =

∫
T∗Rd

e−
1
4~ 〈(x,ξ),(gB−i k)(x,ξ)〉 ψ(x, ξ)ϕ(x) dx dξ.

3That this indeed defines a normalized section can be seen by using Lemma 4.1.2 below.
4And hence also B!
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This pairing induces a map U : HB →Hver given by

U(ψλ1 ⊗ νξ̃z
) =

∫
Rd

e−
1
4~ 〈(x,ξ),(gB−i k)(x,ξ)〉 ψ(x, ξ) dξ λ0 ⊗ νξ̃z

,

which induces a linear operator U from the space of sections that are covariantly constant
along FB and square integrable with respect to the weight

e−
1
4~ 〈(x,ξ),gB(x,ξ)〉

to the space of square integrable functions on Rd. This operator is defined by

(Uψ)(x) =

∫
R3

e−
1
4~ 〈(x,ξ),(gB−i k)(x,ξ)〉 ψ(x, ξ) dξ,

such that
U(ψλ1 ⊗ νξ̃z

) = (Uψ)λ0 ⊗ νξ̃.

We remark that the integral kernel of U arises from the kernel corresponding to the (stan-
dard) Bargmann transform under a symplectic change of coordinates5. This immediately
implies that U is unitary and simultaneously justifies the name generalized Bargmann-
transform for the map U.

In order to calculate this generalized Bargmann transform explicitly we recall the fol-
lowing result on Gaussian integrals (see e.g. [Hör90b]):

Lemma 4.1.2. Let C ∈ Md(C) be non-singular and symmetric with =C ≥ 0 then∫
Rd

e
i
2
〈ξ,Cξ〉 ei〈y,ξ〉 dξ =

(
det

(
C

2π i

))−1/2

e−
i
2
〈y,C−1y〉 .

The branch of the square root is defined by demanding continuity and (det (C/2π i))1/2 > 0
if C/ i is real. Note that −C−1 has non-negative imaginary part.

We want to apply this result to the trivializing section (4.1.3) by setting

C =
i

2~
(=B)−1 and y = − i

2~
((=B)−1<B + i1)x.

A direct calculation for ψ = 1 gives

(Uψ)(x) = (π~)−d/4(det=B)1/4 exp

(
i

2~
〈x,Bx〉

)
,

which is a translational coherent state centered at (0, 0) ∈ T∗
R
d. It could have also been

constructed by using the Schrödinger representation of the Heisenberg group in order to
obtain a coherent state in accordance with the scheme of Section 3.6, see [Fol89, BG04b].

5and this is precisely the one, which maps FB to Fi 1



118 CHAPTER 4. Coherent states for particles with intrinsic degrees of freedom

In order to obtain a coherent state centered at a different point (q, p) 6= (0, 0) in
phase space, we have to employ phase space translations, e.g. provided by the Schrödinger
representation of the Heisenberg group. We consider the linear function f(x, ξ) = px−qξ =
ω((x, ξ), (q, p)) and the time one map Φf corresponding to the flow Φt

f generated by f . Since
f is linear it preserves the polarization and we get that the quantization (coinciding with
the pre-quantization in this case) of Φf is given by

ϕB(q,p) := (π~)−d/4(det=B)1/4 e
i
~p(x−q) e

i
2~ 〈x−q,B(x−q)〉 . (4.1.5)

4.1.3 Time evolution of holomorphic sections

Let us now turn to the time evolution of the holomorphic section (4.1.4). The image of
a polarization FB under a canonical transformation Φt is given by Φt

∗FB and the one-
parameter group of canonical transformations Φt lifts to a one-parameter group Φ̃t of
diffeomorphisms of Lag+(X) preserving the structure of the bundle of positive Lagrangian
frames, see Section 3.5. For each w = (w1, . . . , wn) ∈ Lag+(X), Φ̃t(w) = (Φt

∗w1, . . .Φ
t
∗wn)

is a positive Lagrangian frame, see Section 3.5. Furthermore, there exists a unique lift, also

denoted by Φ̃t, of Φ̃t to a one-parameter group of diffeomorphisms of L̃ag
+
(X). For each t ∈

R the bundle L̃ag
+
(X) induces a metalinear frame bundle of Φt

∗FB given by MB(Φt
∗FB) =

τ−1(B(Φt
∗FB)), where τ denotes the covering of the bundle of positive Lagrangian frames

defined in Section 3.3.2. Furthermore, if w̃ ∈ MB(FB) then Φ̃t(w) ∈ MB(Φt
∗FB). Thus, Φ̃t

restricted to MB(FB) yields an isomorphism of the ML(n,C)-principal bundles MB(FB)
and MB(Φt

∗FB). Let
√

ΛnΦt
∗FB be the half-form bundle associated to MB(Φt

∗FB) and
denote by HB,t the representations space consisting of those sections of L⊗

√
ΛnΦt

∗F that
are covariantly constant along Φt

∗FB. If ν is a local section of
√

ΛnF, then for each t ∈ R
we have a section Φtν of

√
ΛnΦt

∗FB defined by

(Φ̃tν̃)(w̃) = ν̃(Φ̃t(w̃)),

for each w̃ ∈ MB(Φt
∗F). If ν̃ is constant along FB then Φ̃tν is covariantly constant along

Φt
∗FB. Therefore, we can define a map HB →HB,t, also denoted by Φt, according to

σ = λ⊗ ν 7−→ Φtσ = Φtλ⊗ Φtν,

where, according to Section 3.5, the pre-quantization of the canonical transformation is
given by, see equation (3.5.3),

(Φtλ)(x) = exp

(
i

~

∫ t

0

(θ0(XH)−H)(Φs(x)) ds

)
λ(Φt(x)).

Here H denotes the Hamiltonian function H : T∗
R
d → R that generates the flow Φt as an

integral curve of the Hamiltonian vector field XH .
We remark that our polarization FB is totally complex (i.e. Kählerian) and hence has

the property
FB ∩ FB = {0}, FB + FB = TC(T∗

R
d).
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The assumption that the Hamiltonian function is real valued implies that LXH
D ⊂ D =

{0} and therefore that

FB ∩ (Φt
∗FB) = {0}, FB + (ΦtFB) = TC(T∗

R
d),

which means that the polarization and its image under the canonical transformation are
transversal, see [Tuy87a, Tuy87b, Tuy89]. Therefore, we again have a well-defined BKS-
pairing between sections in HB and HB,t given by

〈σ, σ(t)〉 =

√
detω(ζ,Φt

∗ζ)〈λ, λ(t)〉

for σ ∈HB, σ(t) ∈HB,t.
Let us now consider the case of a Hamiltonian of the form

Hq(x, ξ; t) =
1

2
〈x,Hxx(z(t))x〉+

1

2
〈ξ,Hξξ(z(t))ξ〉+ 〈x,Hxξ(z(t))ξ〉 = 〈(x, ξ), H ′′(z(t))(x, ξ)〉

(4.1.6)
where z(t) = (q(t), p(t)) = Φt(q, p) is an integral curve of XH . Thus Hq precisely is the
quadratic term in the Taylor expansion of H about the trajectory z(t). The Hamiltonian
vector field XHq thus reads

XHq = (Hxξ(z(t))x+Hξξ(z(t))ξ)
∂

∂x
− (Hxξ(z(t))ξ +Hxx(z(t))x)

∂

∂ξ
.

Let Φt
q be the flow generated by Hq, and consider the transport of the holomorphic section

(4.1.3) under the lift of Φt
q to a connection preserving diffeomorphism of the pre-quantum

line bundle and of the half-form bundle. In order to calculate the action∫ t

0

ξq(t
′)ẋq(t

′)−Hq(xq(t
′), ξq(t

′), z(t′)) dt′

along an integral curve (xq(t
′), ξq(t

′)) of XHq we use that

Hq(xq(t), ξq(t); t) = 〈(xq(t), ξq(t)), H ′′(z(t))(xq(t), ξq(t))〉
= 〈J(xq(t), ξq(t)), JH

′′(z(t))(xq(t), ξq(t))〉
= 〈J(xq(t), ξq(t)), (ẋq(t), ξ̇q(t))〉.

Plugging this into the expression for the action we obtain

exp

(
− i

~

∫ t

0

1

2

(
ξ̇q(t

′)xq(t
′) + ξq(t

′)ẋq(t
′)
)

dt′
)

= exp

(
− i

2~
(xq(t)ξq(t)− xξ)

)
.

Furthermore, we use that fact that the integral curve (xq(t), ξq(t)) is given by(
xq(t)
ξq(t)

)
= S(t)

(
x
ξ

)
,
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where S(t) denotes the linearized flow along the trajectory z(t), see Appendix A, i.e.

d

dt
S(t) = JH ′′

q (z(t))S(t) = JH ′′(z(t))S(t).

Thus we obtain that the section λt = Φtλ, for λ defined in (4.1.4), is given by

λt(x, ξ) = (det=B)−
1/42−d(π~)−3d/4α(t) e−

1
4~ 〈S(−t)(x,ξ),gBS(−t)(x,ξ)〉 e

i
2~xξ λ0(x, ξ).

It is holomorphic with respect to the polarization FB,t, where we denote by α(t) the half-
form contribution

α(t) =
√

detω(ζ, (Φt
q)∗ζ),

see also [Śni80]. We remark that because of the quadratic structure of Hq the differentials
of Φt and Φt

q along z(t) coincide: They are given by S(t). We do not calculate α(t) for the
moment, which in principle is given by the differential equation

α̇(t) =
d∑
j=1

αjj(t)α(t),

where the αjk are determined by

(LXHq
ζj) ◦ Φt

q =
d∑

k=1

αjk(t)(Φ
t
q)∗ζk + βjk(t)(Φ

t
q)∗ζk,

see [Tuy87a]. This fact also reveals the importance of using the description of coherent
states as covariantly constant sections along the polarization FB, since in general, we do not
have such a simple description for the half-form pairing. Furthermore, using the property
that S(−t)TgBS(−t) = gB(t), see Section A.5, we obtain

λt(x, ξ) = (det=B)−
1/42−d(π~)−3d/4α(t) e−

1
4~ 〈(x,ξ),gB(t)(x,ξ)〉 e

i
2~xξ . (4.1.7)

Now the polarization (Φt
q)∗FB = Φt

∗FB = FB(t) is again transversal to the vertical polariza-
tion that corresponds to the Schrödinger representation. In analogy to the previous section
we can therefore calculate the image of λt under the generalized Bargmann transform to
obtain

ϕ(t) := (π~)−d/4(det=B)1/4α(t) exp

(
i

2~
〈x,B(t)x〉

)
. (4.1.8)

We claim that α(t) is given by

α(t) = m(S(t), B),

where m(S(t), B) is the multiplier defined in (A.5.6). This is an immediate consequence of
a direct calculation of the propagation of coherent states:
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Proposition 4.1.3. Let HQ(x, ξ, t) be the Taylor expansion of H about the trajectory z(t)

HQ(x, ξ, t) = H(z(t)) +Hx(z(t))(x− q(t)) +Hξ(z(t))(ξ − p(t)) +Hq(x− q(t), ξ − p(t), t).
Then the solution of the Cauchy problem

i ~
∂

∂t
ψ(t, x) = HQ(t)ψ(t, x)

with initial condition

ψ(0, x) = (π~)−
d/4(det=B)

1/4 e
i
~(p(x−q)+

1
2
〈x−q,B(x−q)〉)

is given by the translation of ϕ(t) defined in equation (4.1.8), i.e.

ψ(t, x) = (π~)−
d/4(det=B(t))

d/4 ei(R(t)
~ +π

2
σ(t)) ϕ

B(t)
(q(t),p(t)),

where
ϕ
B(t)
(q(t),p(t)) = e

i
~p(t)(x−q(t)) e

i
2~ 〈x−q(t),B(t)(x−q(t))〉 .

and the principal function is

R(t) =

∫ t

0

p(t′)q(t′)−H(q(t′), p(t′)) dt′. (4.1.9)

Furthermore, the Maslov phase ei π
2
σ(t) is determined by

m(S(t), B)(det=B)
1/4 = (det=B(t))

1/4 ei π
2
σ(t),

and B(t) = S(t)[B] is given according to the action of the symplectic group on the Siegel
upper half-plane.

Proof. See the techniques used in [Sch01] and [BG04b] and use an ansatz of the form

ψ(t) = (π~)−d/4γ(t) e
i
~ϑ(t) e

i
~(p(t)(x−q(t))+

1
2
〈x−q(t),B(t)(x−q(t))〉)

which yields a set of equations

ϑ̇ = q̇p−H
−ṗ+Bq̇ = Hx +BHξ

−Ḃ = Hxx +HxξB +BHξx +BHξξB

γ̇

γ
= −1

2
tr (Hξx +HξξB)

so that the identification ϑ = R immediately yields equation (4.1.9). The next two equa-
tions are related with the action of the linearized flow on the Siegel upper half space and
indeed are fulfilled by B(t) = S(t)[B], see Section A.5. The last equation requires the
multiplier m(S(t), B), which is also considered in A.5.

If we compare the time evolutions of the coherent states corresponding to Hq and HQ,
we see that the quadratic term in HQ, which is given by Hq, determines the shape of
the coherent state’s Gaussian part. This is due to the fact, that the linearized flow is
determined by Hq. So, apart from the translation about z(t) and corresponding action,
the function (4.1.8) is the same state as ψ(t, x) given in the above Proposition.
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4.2 Coherent states for particles with internal degrees

of freedom and their time evolution

So far we have been concerned exclusively with coherent states that arose as holomorphic
sections of a pre-quantum line bundle over the translational phase space T∗

R
d. If in addi-

tion to the translational degrees of freedom a particle has an intrinsic structure described
by a compact semi-simple Lie group G, the phase space for these degrees of freedom is
given by a coadjoint orbit O corresponding to the action of G on the dual of its Lie algebra
g. We consider the phase space

X := T∗
R
d ×O

and make it into a symplectic manifold by equipping it with the symplectic structure

ω := π∗1ωT∗Rd + π∗2ωO,

where π1, π2 denote the cartesian projections of T∗
R
d×O onto the first and second factor,

respectively. Furthermore, ωT∗Rd is the canonical symplectic structure on T∗
R
d and ωO the

Lie-Kirillov symplectic structure on the coadjoint orbit, see Appendix B. We remark that
(M,ω) as defined above is precisely the phase space of particle in an external Yang-Mills
field, see [GS82, GS78, Mon84, Wei77a] and also Appendix B. According to the functorial
properties that we require for a quantization, see Chapter 2, we are looking for a quanti-
zation of (X,ω) such that the resulting Hilbert space HX is given as the tensor product of
the representations spaces HT∗Rd and HO. From the theory of representations of compact
Lie groups, we know that the representations of G are in one-to-one correspondence with
integral coadjoint orbits. Therefore suppose that Oλ quantizes to a unitary irreducible
representation πλ : G → V 6, where λ denotes the corresponding maximal weight. Fur-
thermore, from Section 3 we know that the coherent state map G 3 g 7→ π(g)ψλ defines a
holomorphic section of the pre-quantum line bundle LOλ

→ Oλ with respect to the invari-
ant polarization defined by the distribution generated by the algebra b defined in Section
3.6. Since the polarization is invariant under translations on Oλ, which are generated by
the coadjoint action, and the moment map of the coadjoint action is simply given by the
embedding Oλ ↪→ g∗, the polarization is invariant under the flow generated by the lower
symbol σl[ dπλ(c)](η) for any representation operator dπλ(c) of x ∈ g. Therefore, the repre-
sentation theory of G together with the notion of coherent states provides us with suitable
quantization data (LOλ

,HOλ
,∇Oλ

) together with a polarization FOλ
. In order to obtain

a quantization of M we want to use this data, together with the quantization scheme
described in Section 4.1.

To this end we define a pre-quantizing line bundle L→ X as follows: let LT∗Rd and LOλ

be the pre-quantization line bundles over T∗
R
d and Oλ, respectively. Under the cartesian

projections π1 and π2 we can define the pull-back bundles

L1 := π∗1LT∗Rd := {(x, ξ, z;x′, ξ′, η) ∈ LT∗Rd × T∗
R
d ×Oλ; (x, ξ) = (x′, ξ′)}

6Actually, in our applications we start from a given representation.
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and
L2 := π∗2LOλ

:= {(η, z;x, ξ, η′) ∈ LOλ
× T∗

R
d ×Oλ; η = η′}

which are then line bundles over M = T∗
R
d ×Oλ.

Proposition 4.2.1. The product bundle L := L1⊗L2 → (T∗
R
d×Oλ) is a pre-quantizing

line bundle, whose connection is defined by the product connection

∇L := ∇L1 ⊗ idL2 + idL1 ⊗∇L2 , (4.2.1)

where ∇Lj
, j = 1, 2, is induced by the connections on LT∗Rd and LOλ

, respectively, under
the pull-back with respect to the cartesian projections. In particular, the curvature of ∇ is
given by

curv(∇) = π∗1 curv(∇T∗Rd) + π∗2 curv(∇Oλ
) = i π∗1ωT∗Rd + iπ∗2ωOη = iω.

Proof. It is obvious that the connections on the two line bundles induce connections on
their corresponding pull-back bundles. Because of the naturality axiom of Chern classes
(see e.g. [KN69]) it follows that the curvatures of the pull-back connections are given by
the pull-back of the respective curvatures. That the curvature behaves additively under
taking the tensor product is an immediate consequence of the definition of the connection
or, again, the functorial properties of characteristic classes [Hus75]. Of course, the bundle
L inherits a hermitian structure from the hermitian structures of its two factors, and this
hermitian structure is compatible with ∇L.

As already mentioned above we want to construct sections of L that are covariantly
constant with respect to a certain polarization, which we now define: since the tangent
bundle

TM = T(T∗
R
d ×Oλ) = T(T∗

R
d)× TOλ

is a product, the polarization is also a product. We use the product of the polarizations
FB ⊂ T(T∗

R
d)C used in Section 4.1 and the invariant polarization Fb ⊂ TOCλ which is

generated by the Borel subalgebra b = b(λ) corresponding to the maximal weight λ, see
Section 3.6:

F := FB × Fb.

Now if σ1 is a section of LT∗Rd → T∗
R
d and σ2 is a section of LOλ

→ Oλ both can be
pulled back to sections of the pull-back bundles, then

σ := π∗1σ1 ⊗ π∗2σ2

is a section of L. Furthermore, if σ1 is covariantly constant along FB and σ2 is covariantly
constant along Fb, then σ is covariantly constant along F. Therefore we have

Proposition 4.2.2. Let σ1 be the section of LT∗Rd defined in equation (4.1.4) and let φη
be a section of LOλ

defined by the coherent state map as φη := π(gη)ψλ, where g ∈ G is
such that Ad∗gη

λ = η. Then
s := σ1 ⊗ σ2 = σ1 ⊗ φη

is a section of L → T∗
R
d × Oλ. In particular, it is covariantly constant along F with

respect to the connection defined in (4.2.1).



124 CHAPTER 4. Coherent states for particles with intrinsic degrees of freedom

The Hilbert space H for particles with internal degrees of freedom is given as the
tensor product

H := HB ⊗HOλ
,

and by the reasoning of Section 4.1 we have a pairing between HB⊗HOλ
and Hver⊗HOλ

,
where the pairing for the second factor is simply given by the inner product in HOλ

. Under
this paring the Schrödinger representation of the section s of Proposition 4.2.2 is given by

ϕB(0,0) ⊗ φη

where ϕB(q,p) has been defined in equation (4.1.5). Of course, under shifts generated by

linear Hamiltonians on T∗
R
d the above representation maps to

ϕB(q,p) ⊗ φη.

4.2.1 Time evolution

We now turn to the time evolution of the covariantly constant section of the product line
bundle described above. Let H : T∗

R
d×Oλ → R be a Hamiltonian function on the phase

space whose flow we denote by Φt : T∗
R
d × Oλ → T∗

R
d × Oλ. In the following, we will

always assume that this Hamiltonian takes the special form

H(x, ξ, η) = H0(x, ξ) + ~kη(c(x, ξ)), (4.2.2)

where η(c(x, ξ)) = 1
k

symbl[ dπkλ(c(x, ξ))] is given as the lower symbol of the representation
of a g-valued function c : T∗

R
d → g. We remark that we are again working with tensor

powers L⊗kOλ
of the pre-quantum line bundle over the coadjoint orbit Oλ. As a consequence,

the maximal weight λ is multiplied by k such that kλ is the maximal weight corresponding
to the representation πkλ. In the next Chapter one of the two scenarios considered will
have the property that the product ~k := K is fixed. Therefore, the above Hamiltonian
function may equivalently be written as

H(x, ξ, η) = H0(x, ξ) +Kη(c(x, ξ)). (4.2.3)

Furthermore, concerning the classical dynamics, we remark that taking tensor powers of
the pre-quantum line bundle L⊗kOλ

also has the effect that the symplectic form on Okλ is
multiplied by a factor k. Now the lower symbol of dπkλ(c(x, ξ))(kη) coincides with the
moment map corresponding to the coadjoint action,

ad∗c(x,ξ)(kη) = k ad∗c(x,ξ) η.

The occuring homogeneity in k can be used to view the dynamics to be given still on Oλ
instead of Okλ. Now let

Φt : T∗
R
d ×Oλ → T∗

R
d ×Oλ
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be the Hamiltonian flow generated by H and let us denote Φt(q, p, η) = (z(t), η(t)), where
π1Φ

t(q, p, η) = z(t) = (q(t), p(t)) denotes the projection of Φt to the first factor; this of
course has to fulfill

q̇(t) =
∂H

∂ξ
(q(t), p(t), η(t)), ṗ(t) =

∂H

∂x
(q(t), p(t), η(t)).

The projection of the flow onto the second factor is determined by

η̇(t) = ad∗c(q(t),p(t)) η(t).

As in the case of the time evolution of coherent states for the Heisenberg group, in a first
step we consider the time evolution generated by a quadratic Hamiltonian whose coefficient
corresponds to the quadratic term in the Taylor expansion of the Hamiltonian H about
the integral curve (z(t), η(t)). However, since the second term in the Hamiltonian (4.2.3)
is linear in the coordinates we do not have a corresponding quadratic term for the internal
degrees of freedom. Let us therefore define

Hq(x, ξ, t) :=
1

2
〈(x, ξ), H ′′

0 (z(t))(x, ξ)〉+ 1

2
K〈(x, ξ), η(t)(c(z(t)))(x, ξ)〉 (4.2.4)

which can be seen as a time-dependent Hamiltonian function on the translational phase
space T∗

R
d. It therefore describes a trivial dynamics for the intrinsic degrees of freedom.

As in Section 4.1 the proper dynamics for the internal degrees of freedom will be generated
by a shift, i.e. the time evolution of the sections under a linear Hamiltonian.

In order to deal with the time evolution generated by Hq we proceed as in Section 4.1.
Since the flow is defined on T∗

R
d ×Oλ such that it acts trivially on Oλ we obtain

Lemma 4.2.3. The lift of the flow Φt
q generated by Hq to a connection preserving dif-

feomorphism of the quantizing line bundle L ⊗
√

ΛnF → T∗
R
d × Oλ7 maps the section

s = σ1 ⊗ φη defined in Proposition 4.2.2 to the section

sq(t) := λt(x, ξ)⊗ φη,

Here λt is as in (4.1.7), but now the Hamiltonian (4.1.6) is replaced by (4.2.4) that is used
to define B(t) and α(t).

As an immediate consequence we obtain

Corollary 4.2.4. The Schrödinger representation of the section sq(t) described in the above
Lemma is given by

ϕ
B(t)
(0,0) ⊗ φη,

where B(t) arises from B under the action of the differential of Φt
q on the Siegel upper half

space Σd.

7where n = dim F = d+ 1
2 dimOλ.
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Now we want to obtain the time evolution under the Hamiltonian HQ that arises as the
Taylor expansion of H about the trajectory (z(t), η(t)) up to second order in (x, ξ) and up
to first order in the internal degrees of freedom, i.e.

HQ(x, ξ, η, t) =
2∑

|ν|=0

1

ν!
H

(ν)
0 (z(t))(w − z(t))ν

+
2∑

|ν|=0

1

ν!
η(t)(c(ν)(z(t)))(w − z(t))ν + (η − η(t))(c(z(t)))

=
2∑

|ν|=0

1

ν!
H

(ν)
0 (z(t))(w − z(t))ν

+
2∑

|ν|=1

1

ν!
η(t)(c(ν)(z(t)))(w − z(t))ν + η(c(z(t))).

Again using the fact that the lower symbol η(c(x, ξ)) = σl[ dπλ(c(x, ξ))](η) is the same
as the moment map for the coadjoint action of c(x, ξ) on the coadjoint orbit Oλ we see
that η(c) quantizes to dπλ(c), seen as operator acting on the pre-quantum line bundle
LOλ
→ Oλ defined in Section 3.6 under the geometrical quantization procedure. Therefore

the coherent states follow exactly the time evolution generated by η(c(z(t))) seen as a
Hamiltonian function on Oλ if a suitable action is taken into account. This amounts to
the lift of the time evolution on Oλ to a connection preserving diffeomorphism. According
to Section 3.6.1 we know that

π(g(t))φη = φη(t) e− i k
R t
0 θOλ

(Xη(t′)(c(z(t′))))−η(t′)(c(z(t′))) dt′

where η(t) is the integral curve on Oλ corresponding to the vector field generated by the
Hamiltonian η(c(z(t))). Here g(t) denotes a lift of η(t), seen as an orbit on G/Gλ ' Oλ to
a curve in G such that

ġ(t) = i c(z(t))g(t), g(0) = 1.

Thus we have

d

dt
φη(t) = dπkλ(c(z(t)))φη(t) + i

(
θOλ

(Xη(t)(c(z(t))))− η(t)
)
φη(t), (4.2.5)

and it follows

Proposition 4.2.5. The solution of the Cauchy problem

i ~
∂

∂t
ψQ(t) = HQ(t)ψQ(t), ψQ(0) = ϕB(q,p) ⊗ φη,

with
HQ(t) = opW [HQ − η(c(z(t)))] + ~ dπλ(c(z(t))) (4.2.6)
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is given by

ψQ(t) = e
i

(
R

~
+
π

2
σ(t)

)
ϕ
B(t)
(q(t),p(t)) ⊗ φη(t).

Here (q(t), p(t), η(t)) is the solution curve of Hamilton’s equations on T∗
R
d×Oλ generated

by
H(x, ξ, η) = H0(x, ξ) +Kη(c(x, ξ)),

and the phase is determined by

R(t) =

∫ t

0

p(t′)q̇(t′)−H0(q(t
′), p(t′)) + ıXη(c(q(t′),p(t′))

θOλ
− η(t′)(c(q(t′), p(t′))) dt′.

Proof. We can closely follow the proof of Proposition 4.1.3 and employ the Ansatz for ψ(t)
defined there. By using relation (4.2.5) we end up with the equations

ϑ̇ = q̇ −H0 +K%̇

−ṗ+Bq̇ = H ′
x +BH ′

ξ

−Ḃ = H ′′
xx +H ′′

ξxB +BH ′′
ξx +BH ′′

ξξB

γ̇

γ
= −1

2
tr
(
H ′′
ξx +HξξB

)
,

where H and H0 were defined in (4.2.2) and we have abbreviated

ρ(t) := θOλ
(Xη(t)(c(z(t))))− η(t)(c(z(t))).

The only difference between the present situation and the one occuring in Proposition
4.1.3 is that there occurs an additional action term %(t), which already has been taken into
account in equation 4.2.5, and the fact that now the modified Hamiltonian H generates
dynamics. Nevertheless, the above equations can be solved analogously to the proof of
Proposition 4.1.3, since the projection of the linearized flow corresponding to H about the
trajectory z(t) can be viewed as generated by the time-dependent Hamiltonian H̃(x, ξ; t) =
H0(x, ξ) + η(t)(c(z(t))).
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Chapter 5

Quantum dynamics of coherent states
and its semiclassical approximation

In this Chapter we want to examine the time evolution for particles with intrinsic degrees of
freedom more closely. We will also provide a semiclassical approximation for the quantum
time evolution of coherent states generated by more general than quadratic Hamiltonians.
This scheme will be performed in two semiclassical scenarios, depending on the relationship
between the two semiclassical parameters which we have to identify first. For the transla-
tional degrees of freedom a semiclassical limit is given by ~→ 0. For the internal degrees
of freedom, described by an irreducible representation (πkλ, Vkλ), k ∈ N, the semiclassical
limit is performed in terms of k → ∞. Then the two different scenarios can be described
as follows:

1. Only the translational degrees of freedom are considered to be semiclassical while
the intrinsic degrees of freedom are still being treated on a quantum level. That
means that we are concerned with the limit ~→ 0 and leave k fixed. In this scenario
we will suppress the index k and refer to the irreducible representation describing
the internal degrees of freedom as (πλ, Vλ). Yet, we will map the internal degrees of
freedom to a classical model, whose underlying phase space is given by a coadjoint
orbit.

2. Both types of degrees of freedom are supposed to become semiclassical in the following
sense: as ~ → 0 the product ~k =: K is kept fixed, i.e. the semiclassical limit for
the internal degrees of freedom is described by k = K

~ →∞. Thus, the dimension of
the representation space corresponding to the intrinsic degrees of freedom tends to
infinity.

Let us turn to the first scenario:

129
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5.1 Semiclassics in ~
In the present situation ~ is assumed to be the only semiclassical parameter and we consider
Hamiltonians acting on sections of L2(Rd)⊗ Cn according to

(Hψ)(x) =
(
opW[H]ψ

)
(x) =

1

(2π~)d

∫∫
T∗Rd

e
i
~ (x−y)ξH

(x+ y

2
, ξ
)
ψ(y) dy dξ

with symbol
H(x, ξ) = H0(x, ξ) + ~ dπλ(c(x, ξ)). (5.1.1)

Here H0(x, ξ) denotes a scalar valued function on the translational phase space T∗
R
d

and c : T∗
R
d → g takes values in the Lie algebra g corresponding to the Lie group G

describing the internal degrees of freedom. A comparison of the lower symbol of (5.1.1)
and the one given in equation (4.2.3) shows that, due to the fact that k is fixed, the
leading order part is given by H0. Let us assume that H ∈ S(m), see Definition 2.2.1. The
time evolution generated by the Hamiltonian H corresponding to (5.1.1) is given by the
(strongly-continuous) one-parameter group U(t) = exp(− i

~Ht) which is unitary provided
that H is essentially selfadjoint. This is guaranteed by the condition that H + i is elliptic
in the sense

‖(H(x, ξ) + i)−1‖ ≤ cm(x, ξ) (5.1.2)

for all (x, ξ) ∈ T∗
R
d, see hypothesis (H2) on page 48. In the following we assume this to

be the case and do not distinguish between H and its self-adjoint extension.
In a first step we want to construct an approximate Hamiltonian that propagates a

coherent state exactly. Regarding the translational part we use the fact that the time
evolution generated by a quadratic Hamiltonian fulfills this requirement, see Proposition
4.1.3. Furthermore, for the internal degrees of freedom we have seen that a coherent state
φη is propagated under a Hamiltonian corresponding to a representation operator by the
pre-quantization lift of the one-parameter subgroup defined by

ġ(t) = i cg(t), g(0) = 1,

see equation (3.6.10). This equation is a version of equation (2.3.32) for the present setting,
where the Hamiltonian’s principal symbol is scalar. This leads us to consider a Taylor
expansion of the symbol (5.1.1) about some smooth curve z(t) = (x(t), ξ(t)) in translational
phase space T∗

R
d

HQ(t, w) =
2∑

|ν|=0

H
(ν)
0 (z(t))(w − z(t))ν + ~ dπλ(c(z(t))),

up to different orders in the principal and in the subprincipal symbol, where we have
used the convenient abbreviation w = (x, ξ) ∈ T∗

R
d. Thus we have an operator which is

quadratic in position and momentum and linear in the representation operator. A glance
at Proposition 4.1.3 and the results of Section 3.6.1 immediately suggest that the following
is true:
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Proposition 5.1.1. The solution of the Schrödinger equation

i ~
∂

∂t
ψQ(t) = HQ(t)ψQ(t) with ψQ(0) = ϕB(q,p) ⊗ φη

is a time-dependent coherent state

ψQ(t) = ei(R(t)
~ +ρ(t)+π

2
σ(t)) ϕ

B(t)
(q(t),p(t)) ⊗ φη(t), (5.1.3)

where (q(t′), p(t′)) is the integral curve to the Hamiltonian vector field generated by H0.
Moreover,

R(t) =

∫ t

0

p(t′)q̇(t′)−H0(q(t
′), p(t′)) dt′,

is the action corresponding to the pre-quantization lift of the flow (q(t′), p(t′)) to the line
bundle LT∗Rd → T∗

R
d, and

ρ(t) :=

∫ t

0

θOλ
(Xf )(η(t

′))− η(t′)(c(z(t′))) dt′

is the pre-quantization lift of the flow generated by the time-dependent Hamiltonian f(η; t) =
η(c(t)) on the coadjoint orbit Oλ. Furthermore, B(t) is related to B according to the ac-
tion of the linearization of the flow Φt(q, p) = (q(t), p(t)) corresponding to H0, see Appendix
A.5.

Let us compare the latter result with the one stated in Proposition 4.2.5: There the flow
was generated by the Hamiltonian (4.2.3) on T∗

R
d ×Oλ and a genuine coupling between

the translational motion and the dynamics of the intrinsic degrees of freedom occured.
In the present situation, we have an hierarchy of dynamics: The translational degrees of
freedom are propagated with respect to the flow Φt generated by H0. The internal degrees
of freedom are subject to η 7→ Ad∗g(t,x,ξ) η = η(t) where

ġ(t, x, ξ) = i c(Φt(x, ξ))g(t, x, ξ).

Thus the translational dynamics drives the one of the internal degrees of freedom and we
obtain a skew-product dynamics

(x, ξ, η) 7→ (Φt(x, ξ),Ad∗g(t,x,ξ) η),

analogously to equation (2.3.35).
Our aim now is to compare the time evolution generated by the original quantum

Hamiltonian H with the one generated by the approximate Hamiltonian HQ(t). For this
we will follow the method devised in [CR97] for the case without internal degrees of freedom,
whose presence requires some modifications that, however, are modest when the quantum
number k is fixed. But for the clarity of the presentation, and to prepare for the more
involved situation to be dealt with in the second semiclassical scenario, we will now present
the argument in some detail.
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As stated above the Hamiltonian H generates a unitary and strongly continuous one-
parameter group U(t, t0), if its symbol satisfies the ellipticity condition (5.1.2). When
considering the limit ~→ 0 and keeping k fixed this requirement only need to be imposed
on the principal symbol, i.e. we demand

|H0(x, ξ) + i | ≥ cm(x, ξ). (5.1.4)

Let now UQ(t, t0) be the corresponding unitary group generated byHQ(t). Using Duhamel’s
principle, see e.g. [Tay96], we may then express the difference between these unitary oper-
ators as

U(t, t0)− UQ(t, t0) =
1

i ~

∫ t

t0

U(t, t′)
(
H−HQ(t′)

)
UQ(t′, t0) dt′ . (5.1.5)

Since we are interested in the difference

U(t, t0)(ϕ
B
(q,p) ⊗ φη)− ψQ(t),

we have to consider the action of (5.1.5) on the initial state ϕB(q,p) ⊗ φη with t0 = 0. This
requires an estimate of

‖(H−HQ(t′))ψQ(t′)‖ , (5.1.6)

where ψQ(t′) is the time dependent coherent state (5.1.3). One can achieve this with the
help of the following lemma, which is an immediate extension of a result given in [CR97].

Lemma 5.1.2. Let f, g ∈ S(1) and F : T∗
R
d → T∗

R
d be a linear map with Hilbert-Schmidt

norm ‖F‖HS. Fix α, β ∈ N2d with k := |α| = |β|+ 2 > 2 and introduce the symbol

A(w) := (Fw)αf(Fw) + ~ (Fw)βg(Fw) .

Then for any real number κ > 0 there exist C > 0 and N ∈ N such that

‖ opW [A]ψ~‖ ≤ C~k/2
(
‖F‖kHS sup

|γ|≤k+N
|∂γwf(w)|+ ‖F‖k−2

HS sup
|γ|≤k−2+N

|∂γwg(w)|

)
(5.1.7)

holds for any function ψ~(x) = ~−d/4ψ
(
x/
√

~
)

with ψ ∈ S (Rd) and 0 < ~+
√

~‖F‖HS < κ.

We intend to apply this lemma to the difference (5.1.6), with f chosen to be the Taylor
remainder of H0 of order three and g the Taylor remainder of dπλ(c) of order one. But
first we replace (5.1.6) by

‖UQ(t′, 0)∗
(
H−HQ(t′)

)
UQ(t′, 0)ψQ(0)‖ (5.1.8)

and invoke an appropriate Egorov theorem. Since the Hamiltonian generating UQ(t, 0) has
a symbol that is composed of a scalar and quadratic principal part as well as a matrix valued
subprincipal part, one can combine the techniques used in [BG00, Sch01] and Section 2.3.
This shows that

W(t) := UQ(0, t)
(
H−HQ(t)

)
UQ(t, 0) (5.1.9)
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is a Weyl operator with symbol

W (t, w) = πλ(g(t))
∗ (H −HQ(t)

)(
z − S−1(t)(w − z(t))

)
πλ(g(t)) . (5.1.10)

Since the principal part of the symbol H −HQ(t) is scalar it is not affected by the conju-
gation with π(g(t, x, ξ)). In the subprincipal term this conjugation results in the transfor-
mation c 7→ Adg(t) c and therefore the part concerning the transport of the internal degrees
of freedom in the Egorov relation (5.1.10) does not contribute to an estimate of (5.1.8) in
an essential way.

If one now localizes the symbol (5.1.10) in w with some smooth function that is com-
pactly supported around z(t), leading to an error of size O(~∞) when one applies W to
a coherent state located at z(t), one can proceed to use Lemma 5.1.2 as in [CR97]. This
shows that there exists a constant K > 0 such that

‖(H−HQ(t))ψQ(t)‖ ≤ K~3/2ϑ(t)3 δ(t)L , (5.1.11)

where

ϑ(t) := max
{

1, sup
t′∈[0,t]

‖S0,z(t
′)‖HS

}
and δ(t) := sup

t′∈[0,t]

(
1 + |z(t′)|

)
(5.1.12)

depend on the classical trajectory z(t) = (q(t), p(t)). The constant L ≥ N/2 is related to
N appearing in the definition of an order function (2.2.2). We then obtain:

Theorem 5.1.3. Let the Hamiltonian H ∈ OPS(m) and the ellipticity condition (5.1.4)
be fulfilled. Then the coherent state ψQ(t) defined in (5.1.3) semiclassically approximates
ψ(t) = U(t, 0)

(
ϕB(q,p) ⊗ φη

)
in the following sense,

‖ψ(t)− ψQ(t)‖ ≤ K
√

~ t ϑ(t)3 . (5.1.13)

The right-hand side vanishes in the combined limits ~→ 0 and t→∞ as long as t� Tz(~).
The time scale Tz(~) depends on the linear stability of the trajectory z(t). If the latter has
a positive and finite maximal Lyapunov exponents λmax(z), then Tz(~) = 1

6λmax(z)
| log ~|. In

the case of a trajectory on a (non-degenerate) KAM-torus this time scale is Tz(~) = C ~−1/8.

Proof. Conservation of energy, H0

(
z(t)

)
= E, together with the ellipticity condition (5.1.4)

implies that δ(t) is bounded from above by some constant depending on E. Thus the
estimate (5.1.11) immediately yields (5.1.13) when used in (5.1.5).

If z(t) is a trajectory with positive, but finite, maximal Lyapunov exponent the domi-
nant behaviour as t→∞ comes from the term ϑ(t)3. This is due to the relation

λmax(z) = lim sup
t→∞

1

t
log ‖S(t)‖HS,

see Section 5.4, which readily implies that Tz(~) = 1
6λmax

| log ~|. In Section 5.4 we also
discuss a sufficient condition under which finite maximal Lyapunov exponents occur.
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If z(t) is a trajectory on a KAM-torus one can introduce local action-angle variable
(I, α) in a neighbourhood of that torus such that in these coordinates the flow reads
I(t) = I and α(t) = α+ ω(I)t, see Section 5.5. One therefore finds

‖S(t)‖2HS = 2d+ f(I)t2

such that ϑ(t) ∼ Ct as t → ∞ which finally yields Tz(~) = C~−1/8. In the maximally
degenerate case, we have f(I) = 0 and this changes to Tz(~) = C~−1/2.

In a next step we want to improve the semiclassical error in (5.1.13) to an arbitrary
(half-integer) power of ~. This requires higher order approximations that may be achieved
as in [CR97] by iterating Duhamel’s principle (5.1.5), resulting in the Dyson expansion

U(t, 0)− UQ(t, 0) =
N−1∑
j=1

(i ~)−j
∫ t

0

. . .

∫ t

tj−1

UQ(t, 0)W(tj) . . .W(t1) dtj . . . dt1

+RN(t; ~)

(5.1.14)

with remainder term

RN(t; ~) = (i ~)−N
∫ t

0

. . .

∫ t

tN−1

U(t, tN)UQ(tN , 0)W(tN) . . .W(t1) dtN . . . dt1 . (5.1.15)

In order to estimate the contribution of the remainder when (5.1.14) is applied to the initial
coherent state ψ(0) = ϕB(q,p)⊗ φη we use the argument leading to (5.1.11) repeatedly. This
yields the estimate

‖RN(t; ~)ψ(0)‖ ≤ KN ~N/2 tN ϑ(t)3N δ(t)mN . (5.1.16)

We then replace the symbols of each difference H−HQ(tk) appearing in the sum in (5.1.14)
by their Taylor expansions,

nk∑
|ν|=3

1

ν!
H

(ν)
0

(
z(tk)

)(
w−z(tk)

)ν
+~

nk−2∑
|ν|=1

1

ν!

(
w−z(tk)

)ν
dπλ(c

(ν)(z(tk)))+rk(tk, w) . (5.1.17)

The integers nk are chosen sufficiently large such that, after quantization, the contribution
of the remainders rk to an application of (5.1.14) to ψ(0) yields terms that can be absorbed
in the estimate (5.1.16). Similar to the case without internal degrees of freedom treated in
[CR97] the quantization of the main terms in (5.1.17) produces matrix valued differential
operators p̂kj(t) = opW [pkj(t)] with time dependent coefficients acting on the coherent state
ϕB(q,p) ⊗ φη. The symbols pkj(t)(x, ξ) are polynomials in (x, ξ) of degree ≤ k. Lemma 5.1.2
finally leads to the following result:

Theorem 5.1.4. Suppose that the quantum Hamiltonian H with symbol (5.1.1) satisfies the
conditions specified in Theorem 5.1.3 and the ellipticity condition (5.1.4). Then for t > 0
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and any N ∈ N there exists a state ψN(t) ∈ L2(Rd)⊗CdimVλ, localized at
(
q(t), p(t), η(t)

)
,

that approximates the full time evolution ψ(t) = U(t, 0)
(
ϕB(q,p) ⊗ φη

)
of a coherent state up

to an error of order ~N/2. More precisely,

‖ψ(t)− ψN(t)‖ ≤ CN

N−1∑
j=1

(
t

~

)j
(
√

~ϑ(t))2j+N . (5.1.18)

The right-hand side vanishes in the combined limits ~→ 0 and t→∞ as long as t� Tz(~),
where Tz(~) denotes the same time scale as in Theorem 5.1.3.

Furthermore, ψN(t) arises from ϕB(q,p) ⊗ φη through the application of certain (time

dependent) differential operators p̂kj(t) = opW [pkj(t)] of order ≤ k, followed by the time
evolution generated by HQ(t), according to

ψN(t) = ψQ(t) +
∑

(k,j)∈∆

UQ(t, 0) p̂kj(t)ψ(0) .

Here we have defined ∆ := {(k, j) ∈ N×N; 1 ≤ k − 2j ≤ N − 1, k ≥ 3j, 1 ≤ j ≤ N − 1}.

We remark that the (matrix-valued) differential operators p̂kj(t) do not increase the
frequency set of a semiclassical distribution such as the initial state ϕB(q,p) ⊗ φη. This
follows for the translational part from the respective statement without internal degrees of
freedom [Rob87]. For the part concerning the internal degrees of freedom one concludes
this from the fact that it is only acted upon by a matrix. Moreover, ÛQ(t, 0) propagates
the frequency set by the flow Φt

0 so that both ψQ(t) and ψN(t) are semiclassically localized
at
(
q(t), p(t), η(t)

)
.

Note that we are using the definition of the frequency set according to [GS90, Cha80,
DG75] and [Hel97, Mar02, Rob87, CdV] in the component-wise sense and not the refine-
ment hereof that can be found in [Den82, Den92, Den93] and [Kra00, SV01, FV02].

5.2 Semiclassics in ~ and k

We now consider the second semiclassical scenario in which both semiclassical parameters,
~ and k, are used. For this purpose we still represent the Hamiltonian H as a matrix
valued Weyl operator. This way ~ appears as before, whereas the second parameter k ∈ N
controls the dimension of the representation space according to the Weyl dimension formula
(3.6.11). As we will see the parameter k enters relevant estimates through the expression
~ dπkλ(c). To leading order this will produce factors ~k and our desire to perform systematic
semiclassical expansions therefore enforces us to keep the combination

K := ~k

fixed in the semiclassical limit. This means that from now on we consider ~ → 0 and
k →∞ with ~k = K.
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We already know that in this semiclassical limit the relevant classical dynamics is given
by the flow generated by H(x, ξ, η) = H0(x, ξ) + Kη(c(x, ξ)), see Proposition 4.2.5. The
main difference with the first scenario, considered in the previous section, is that there
occurs a mutual influence of the dynamics of the two different types of degrees of freedom.
While in the first scenario the dynamics for the internal degrees of freedom was driven by
the translational dynamics by means of a skew product dynamics in the present, second
scenario both degrees of freedom are treated on an equal level. This also implies that the
action corresponding to the internal degrees of freedom is of the same order as the one of
the translational degrees of freedom.

Furthermore, we know how to choose an approximate Hamiltonian which propagates
an initial coherent state in the present scenario exactly, see Proposition 4.2.5. It remains,
however, to estimate the difference between the full time evolution and the one generated
by the approximate Hamiltonian HQ of Proposition 4.2.5. This is the main task for this
section. Since in this situation the term ~ dπkλ in the Weyl symbol (5.1.1) is of the same
order as H0 we will have to impose the ellipticity condition on the full symbol, i.e.

cm(x, ξ)−1 ≥ ‖H(x, ξ) + i ‖ ≥ ‖(H(x, ξ) + i)ψ‖
‖ψ‖

, (5.2.1)

where in the middle ‖·‖ denotes the operator norm on Vkλ, that we identify with CN , N =
dimVkλ, and on the right-hand side ψ is any non-zero vector in Vkλ. We want to translate
this condition to one to be imposed on the scalar symbol

H(x, ξ, η) = H0(x, ξ) +Kη(c(x, ξ)).

To this end we use

Lemma 5.2.1. For any c ∈ g and η ∈ Oλ and N ∈ N there exist differential operators
D

(j)
η of degree 2j on C∞(Oλ)⊗ CdimVkλ and constants CN > 0 such that∥∥∥∥∥ dπkλ(c)φη −

(
k +

2〈λ, δ〉
〈λ, λ〉

)
Πα∈∆+

(
〈α, λ〉
〈α, ρ〉

+
1

k

) N∑
j=0

1

kj
D(j)
η (η(c)φη)

∥∥∥∥∥ ≤ CN+1

kN+1
. (5.2.2)

The leading order in this asymptotic expansion is determined by the constant D
(0)
η = 1,

dπkλ(c)φη = kη(c)φη
(
1 +O(k−1)

)
.

Proof. We start by expressing a linear map L on the representation space Vkλ in terms of
its upper symbol

L = dimVkλ

∫
Oλ

σu[L](η)Pη dη, (5.2.3)

where dη denotes the normalized (invariant) volume form on Oλ and Pη stands for the
projector onto the one-dimensional subspace in Vkλ spanned by the coherent state vector
φη. In the present context the relevant linear maps are representation operators of Lie
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algebra elements c ∈ g and their upper symbols are connected with the lower symbols
according to

σu[ dπkλ(c)](η) =
(
1 + 2〈kλ, kλ〉−1〈kλ, δ〉

)
σl[ dπkλ](η) =

(
1 +

2〈λ, δ〉
k〈λ, λ〉

)
kη(c)

= (k + c)η(c)

(5.2.4)

where δ is the magic weight, i.e. the sum of the fundamental weights, see [Sim80] and
Appendix C. Therefore an application of a representation operator to a coherent state
reads

dπkλ(c)φη = dimVkλ(k + c)

∫
Oλ

η′(c)〈φη′ , φη〉φη′ dη′. (5.2.5)

An asymptotic expansion of the above integral as k →∞ can be achieved with the method
of steepest descent, which is a variant of the stationary phase method with a complex phase
function and is described in detail in [Hör90b]. The first step consists of identifying the
relevant phase factor, which in the present case is given by

〈φη′ , φη〉 = ei kSη
λ(η′),

where
=Sηλ(η

′) = − log |〈φη, φη′〉| ,
which takes values in [0,∞) and assumes its unique absolute minimum 0 at η′ = η. The
real part of Sηλ(η

′) can be interpreted as the action of a curve joining η and η′. Since we
will not need an explicit expression for Sηλ(η

′) we do not further specify it for now. We
only note that η′ = η is a unique, non-degenerate stationary point of the phase. Up to an
error of size O(e−k) one can hence cut out a neighbourhood of η in the integral (5.2.5), and
allow for an error of that size but achieving that the argument is well-defined and finite
such that we can apply the method of stationary phase, which now implies the existence
of differential operators D

(j)
η of order 2j on C∞(Oλ)⊗CdimVkλ and constants CN > 0 such

that for any N ∈ N the expansion (5.2.2) holds. These differential operators carry an over

all factor k−
1
2

dimOλ which has to be compared with

dimVkλ = kcard∆+
α Πα∈∆+

(
〈α, λ〉
〈α, ρ〉

+
1

k

)
,

where ∆+
α := {α ∈ ∆+; 〈α, λ〉 > 0}, which has the same leading order behaviour as

k →∞, provided that 1
2
dimOλ = card ∆+

α . This indeed is the case since

dimOλ = dim g− dim t− 2 card{α ∈ ∆+; 〈α, λ〉 = 0} = 2 card ∆+
α .

In addition, the constant D
(0)
η can be determined using

dπkλ(c)φη = kη(c)φη,

for c ∈ gη, the isotropy algebra, which implies that D
(0)
η = 1 and concludes the proof.
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This allows us to translate the ellipticity condition (5.2.1) to

|H0(x, ξ) +Kη(c(x, ξ)) + i | ≥ cm(x, ξ) (5.2.6)

by using ψ = (H(x, ξ) + i)2φη in (5.2.1).
Now consider the time evolution generated by the approximate Hamiltonian (4.2.6)

which transports a coherent state to a state of the same form. This should be compared
with the time evolution of the full Hamiltonian with Weyl symbol

H(x, ξ) = H0(x, ξ) + ~ dπkλ(c(x, ξ)). (5.2.7)

This is done by methods similar to those of the previous section, however in the present
case also explicit estimates for the internal degrees of freedom are needed. Again we base
our investigation of the difference of the two types of quantum dynamics on the Duhamel
principle, whose input is given by the difference H−HQ, which is the Weyl quantization
of

∆H(w, t) :=
2∑

|ν|=1

1

ν!

(
~ dπkλ(c

(ν)(z(t)))−Kη(t)(c(ν)(z(t)))
)
(w − z(t))ν

+H
(3)
0 (t, w) + ~ dπkλ(c

[3](t, w)),

(5.2.8)

where H
[3]
0 and c[3] denote the Taylor remainders of order three. Introducing an operator

W(t) as in (5.1.9) the same type of Egorov theorem applies, leading to the symbol

W (t, w) = π(g(t))∗∆H(z − S−1(t)(w − z(t)), t)π(g(t)) (5.2.9)

of W(t), where S(t) here is a solution of

d

dt
S(t) = JH̃ ′′(z(t), t)S(t), (5.2.10)

and H̃(w, t) = H0(w) + Kη(t)(c(w)). Furthermore, as in the previous section g(t) is a
one-parameter subgroup in G determined by

ġ(t) = i c(z(t))g(t).

We remark that z(t) being the projection of the flow Φt : T∗
R
d × Oλ → T∗

R
d × Oλ

generated by H(x, ξ, η) = H0(x, ξ)+Kη(c(x, ξ)) to T∗
R
d here requires the differential S(t)

of Φt with respect to z. The conjugation with π(g(t)) has no effect on the scalar terms in
(5.2.8), whereas it rotates the representation operators dπkλ(c) to dπkλ(Adg(t) c). Hence
for an application of W(t) to φη we can use Lemma 5.2.1. By also converting estimates
with respect to k to ones with respect to ~ this yields in leading order

( dπkλ(Adg(t)−1 c)−Kη(t)(c))φη = K(η(Adg(t)−1 c)− η(t)(c))φη +O(k−1) = O(~). (5.2.11)
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Moreover, the complete asymptotic series in powers of k−1 provided by Lemma 5.2.1 results
in a full asymptotic expansion of (5.2.11). This observation now enables us to apply Lemma
5.1.2 in a completely analogous way to that used previously, yielding

‖H −HQ(t)ψQ(t)‖ ≤ C~3/2ϑ(t)3δ(t)3,

where the quantities ϑ(t) and δ(t) are defined as in (5.1.12), however now with S(t) and
z(t) defined in the way described above.

The stability of the trajectory z(t) is encoded in the quantity

λ̃max(z) = lim sup
t→∞

1

t
log ‖S(t)‖HS . (5.2.12)

Since z(t) is not the integral curve of a flow, rather than calling λ̃max(z) a Lyapunov
exponent we refer to it as a stability exponent. This can, however, be bounded by the
maximal Lyapunov exponent of the flow-line (z(t), η(t)) in T∗

R
d × Oλ, see Section 5.4.

Thus, in close analogy to Theorem 5.1.3 we finally obtain:

Theorem 5.2.2. Let the conditions imposed on the Hamiltonian in Section 5.1 and the
ellipticity condition (5.2.6) hold. Then the coherent state ψQ(t) defined in Proposition
4.2.5 semiclassically approximates ψ(t) = U(t, 0)

(
ϕB(q,p) ⊗ φη

)
in the following sense,

‖ψ(t)− ψQ(t)‖ ≤ K
√

~ t ϑ(t)3 ,

when ~k is kept fixed. The right-hand side vanishes in the combined limits ~→ 0, k →∞
and t→∞ as long as t� Tz(~). The time scale Tz(~) depends on the linear stability of the
trajectory z(t). If the latter possesses a positive and finite stability exponent λ̃max(z), one
has Tz(~) = 1

6λ̃max(z)
| log ~|. In case z(t) is a projection to T∗

R
d of a trajectory (z(t), η(t))

on a (non-degenerate) KAM-torus in T∗
R
d ×Oλ this time scale is Tz(~) = C ~−1/8.

As in the previous case an improvement of the semiclassical error can be achieved with
the Dyson expansion (5.1.14). The present case, however, requires an additional estimate
of the contribution corresponding to the internal degrees of freedom. Concerning the error
term RN(t; ~)ψ(0), the translational part is dealt with by a repeated application of the
argument leading to Theorem 5.2.2. For the part corresponding to the internal degrees of
freedom an inspection of the relations (5.2.8) and (5.2.9) reveals the necessity to estimate
the successive application of the operators

Λ(tk) :=
(
~ dπλ(Adg(tk)−1 c(z(tk)))−Kη(tk)(c(z(tk)))

)
to the coherent state φη. Representing these operators in the form (5.2.3), the result of
their l-fold (l ≤ j) application reads

Λ(tl) . . .Λ(t1)φη = (dimVkλ)
l

∫
Oλ

. . .

∫
Oλ

σu[Λ(tl)](ηl) . . . σu[Λ(t1)](η1)×

× Π(ηl) . . .Π(η1)φη dηl . . . dη1 ,

(5.2.13)
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with the upper symbols

σu(ηk) = Kηk(Adg(tk)−1 c(z(tk))− η(tk)(c(z(tk))) + c~ηk(Adg(tk)−1 c(z(tk))) (5.2.14)

with c = 2〈λ,δ〉
〈λ,λ〉 , see equation (5.2.4). Starting with ηl, the integral (5.2.13) can be succes-

sively evaluated with the method of steepest descent similar to the proof of Lemma 5.2.1.
The relation

Π(ηl) . . .Π(η1)φη = 〈φηl
, φηl−1

〉 · · · 〈φη1 , φη〉φηl

then shows that the critical points of the phase are given by ηl = ηl−1 = · · · = η1 =
η. At these points, however, the upper symbols σu[Λ(tk)](ηk) are of order ~, compare
(5.2.14). The application of the method of steepest descent therefore yields in leading
order a contribution O(~l) = O(k−l). Derivatives of total order n contribute terms of the
order O(k−n~l−n) = O(s−l), if n ≤ l, and of the order O(k−n) otherwise. Altogether there
hence exist differential operators D(κ) of order ≤ 2κ on C∞((Oλ)l)⊗ CdimVkλ such that

Λ(tl) . . .Λ(t1)φη −
K∑
κ=l

1

sκ
D(κ)

(
σu[Λ(tl)](ηl) . . . σu[Λ(t1)](η1)φη

)
ηl=···=η1=η

(5.2.15)

is of the order k−(M+1) for any M ≥ l. The left-hand side of (5.2.13) hence is of the order
O(k−l) = O(~l), meaning that every factor Λ(tk) contributes a factor of ~. We therefore
finally obtain an estimate of the remainder term to the Dyson series given by

‖RN(t; ~)ψ(0)‖ ≤ KN~N/2tNϑ(t)3Nδ(t)mN .

The main terms in the Dyson expansion are treated by replacing each factor of (5.2.8),
occurring at t = tk, with the Taylor expansions

2∑
|ν|=1

1

ν!
(~ dπkλ(c

(ν)(z(tk))−Kη(tk)(c(z(tk))))(w − z(tk)
)ν

+

nk∑
ν=3

1

ν!

(
H

(ν)
0

(
z(tk)

)
+ ~ dπkλ(c

(ν)(z(tk))
)(
w − z(tk)

)ν
+ rk(tk, w) ,

where again the integers nk are chosen sufficiently large. The contribution of the transla-
tional degrees of freedom can be dealt with as in the previous semiclassical scenario, and
the internal degrees of freedom contribution follows from the expansion (5.2.15). Finally
grouping together terms of corresponding orders in ~, we arrive at a statement analogous
to Theorem 5.1.4.

Theorem 5.2.3. Suppose that the quantum Hamiltonian H with symbol (5.2.7) satisfies
the conditions specified above. Then for t > 0 and any N ∈ N there exists a state ψN(t) ∈
L2(Rd) ⊗ CdimVkλ, localized at

(
q(t), p(t), η(t)

)
, that approximates the full time evolution
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ψ(t) = U(t, 0)
(
ϕB(q,p)⊗φη

)
of a coherent state up to an error of order ~N/2 when ~k is fixed.

More precisely,

‖ψ(t)− ψN(t)‖ ≤ CN

N−1∑
j=1

(
t

~

)j
(
√

~ϑ(t))2j+N .

The right-hand side vanishes in the combined limits ~→ 0, k →∞ and t→∞ as long as
t� Tz(~), where Tz(~) denotes the same time scale as in Theorem 5.2.2.

Furthermore, ψN(t) arises from ϕB(q,p) ⊗ φη through the application of certain (time

dependent) differential operators q̂kκj(t) = opW [pkj(t)]⊗ rκ,

ψN(t) = ψQ(t) +
∑

(k,κ,j)∈∆N

UQ(t, 0) q̂kκj(t)ψ(0) ,

where pkj(t) is a polynomial in (x, ξ) of degree ≤ k and rκ is a differential operator of order
≤ 2κ on C∞(Oλ)⊗ CdimVkλ. Here we have also defined

∆N := {(k, κ, j) ∈ N3; 1 ≤ k + 2κ− 2j ≤ N − 1, k + 2κ ≥ 3j, 1 ≤ j ≤ N − 1} .

The semiclassical localization of ψN(t) here is different from the situation covered by
Theorem 5.1.4 in that the operators rκ act on φη. But these are differential operators and
hence do not increase the frequency set. This means that ψN(t) is semiclassically localized
at Φt(q, p, η) and in in this respect is not different from the classically propagated coherent
state ψQ(t).

5.3 Discussion

In the previous section we analyzed the semiclassical behaviour of coherent states in two
different limits. In various places we saw that the difference between the two cases is
expressed in the way the classical translational and internal motion are coupled. Otherwise
the final results agree to a large extent. This includes the mechanisms of semiclassical
localization in the product phase space T∗

R
d ×Oλ.

The problem of how the localization of an initial coherent state develops with time
can be made more explicit by using semiclassical phase-space lifts of the coherent states.
At t = 0 the state ψ(0) = ϕB(q,p) ⊗ φη is concentrated in a neighbourhood of the point

(q, p, η) ∈ T∗
R
d ×Oλ. This concentration can be measured in terms of expectation values

〈ψ(0),Aψ(0)〉 of operators A = opW [A] that are quantizations of well localized symbols
A ∈ C∞

0 (T∗
R
d) ⊗MdimVkλ

(C). For simplicity we also assume that A is independent of ~.
At later times ψ(t) can in both semiclassical scenarios be approximated by an appropriate
coherent state ψQ(t), such that

〈ψ(t),Aψ(t)〉 = 〈ψQ(t),AψQ(t)〉+ o(1) , t� Tz(~) . (5.3.1)

The expectation value on the right-hand side has a phase-space representation

〈ψQ(t),AψQ(t)〉 =
1

(2π~)d

∫∫
T∗Rd

W [ϕ
B(t)
z(t) ](w) 〈φη(t), A(w)φη(t)〉Vkλ

dw , (5.3.2)



142 CHAPTER 5. Quantum dynamics of coherent states and its semiclassical approximation

where W [ϕB(q,p)] denotes the Wigner transform of a translational coherent state which is
given by

W [ϕB(q,p)](x, ξ) =

∫
Rd

e−
i
~ ξy ϕB(q,p)(x− 1

2
y)ϕB(q,p)(x+ 1

2
y) dy

= 2d e−
1
~ 〈(x−q,ξ−p),gB(x−q,ξ−p)〉,

(5.3.3)

with the metric gB defined in Section 4.1.1. Thus ψQ(t) is concentrated at the point
(q(t), p(t), η(t)) in the semiclassical limit as long as the quadratic form gB(t)/~ is strictly
positive definite. Either of the time evolutions of B specified in Propositions 4.2.5 and
5.1.1 now imply, see Appendix A,

gB(t) = (Sz(t)
−1)∗ gB Sz(t)

−1 ,

where S(t) is a solution of (5.2.10) or (A.5.5), respectively. Thus the spreading of ψQ(t)
in T∗

R
d, which can be measured in terms of the combined uncertainty in position and

momentum

1

(2π~)d

∫∫
T∗Rd

((x− q)2 + (ξ − p)2)W [ϕB(q,p)](x, ξ) dx dξ =
~
2

tr gB,

is bounded according to

~ tr gB(t) ≤ ~‖gB(t)‖HS ≤ ~‖S(t)‖2HS‖gB‖HS.

If z(t) is a trajectory with maximal Lyapunov (or stability) exponent λmax(z) > 0, the
requirement for the state ψQ(t) to remain localized therefore is t � 1

2λmax(z)
| log ~|. This

time scale is three times larger than Tz(~), which is the estimated time in (5.3.1) for the
coherent state ψQ(t) to still well approximate the full time evolution ψ(t).

Let us remark that the limitations in (5.3.1), to approximate the expectation value
in terms of a coherent state, derive from estimating the difference ψ(t) − ψQ(t) in L2-
norm. But the error term on the right-hand side of (5.3.1) measures this difference in a
considerably weaker form so that one might expect it to vanish as ~→ 0 and t→∞ also
for times Tz(~) ≤ t � 3Tz(~). In the case without internal degrees of freedom Bouzouina
and Robert [BR02] proved that this indeed holds, suggesting that the same is true in the
present setting.

Expectation values in coherent states such as (5.3.1) can also be used to obtain the
leading semiclassical description of the propagation of observables. To see this let Â, as
above, be a bounded Weyl operator and denote its quantum time evolution by Â(t) =
Û(t, 0)∗Â Û(t, 0). Here, however, we do not necessarily require the symbol to be compactly
supported. The relations (5.3.1) and (5.3.2) then remain valid so that

〈ψ(0), Â(t)ψ(0)〉 =
1

(2π~)d

∫∫
T∗Rd

W [ϕ
B(t)
z(t) ](w) 〈φη(t), A(w)φη(t)〉 dw + o(1) .
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Since A(t) is bounded it may also be expressed as a Weyl operator, with symbol A(t) such
that for t� Tz(~) equation (5.3.1) can be rewritten as

1

(2π~)d

∫∫
T∗Rd

W [ϕ
B(0)
z(0) ](w) 〈φη(0), A(t)(w)φη(0)〉 dw

− 1

(2π~)d

∫∫
T∗Rd

W [ϕ
B(t)
z(t) ](w) 〈φη(t), A(w)φη(t)〉 dw = o(1) .

The semiclassical localisation properties of the coherent states discussed above therefore
imply that in leading order the symbol of the time evolved observable Â(t) can be expressed
in terms of the symbol of Â transported along the classical flow

(
q(t), p(t), η(t)

)
,

〈φη, A(t)(q, p)φη〉 − 〈φη(t), A
(
q(t), p(t)

)
φη(t)〉 = o(1) .

The CdimVkλ-expectation values in G-coherent states are lower symbols, see Section 3.6,
of the matrix valued functions A(t) and A, respectively. In terms of this mixed phase
space representation of operators, employing Weyl calculus for the translational part and
lower symbols for the intrinsic degrees of freedom part, this means that the quantum time
evolution of observables follows the classical dynamics in leading semiclassical order. This
statement represents a limited version of an Egorov theorem and again is valid for both
semiclassical scenarios discussed in the preceding section, up to the time scale t� Tz(~).

5.4 Linear stability of Hamiltonian flows

In this section we consider the Hamiltonian flows Φt
0 : T∗

R
d → T∗

R
d and Φt : T∗

R
d×Oλ →

T∗
R
d × Oλ generated by H0 and H = H0 +Kη(c), respectively. For these flows we want

to recall the notion of Lyapunov exponents and give sufficient criteria of their existence in
terms of properties of the Hamiltonian function. To this end we consider a general flow
Φ̃t : M →M on a symplectic manifold M with dimension 2n.

The linear stability of a flow Φ̃t is determined by properties of the differential Φ̃t
∗ which

is a linear map from the tangent space TαM to TΦ̃t(α)M . It, moreover, is a multiplicative

cocycle over the flow Φ̃t, i.e. Φ̃t+t′
∗ (α) = Φ̃t′

∗ (Φ̃
t(α)) Φ̃t

∗(α). If one introduces a euclidean
scalar product in the tangent spaces this gives rise to the adjoint (Φ̃t

∗)
T. Then (Φt

∗)
TΦt

∗ is
a non-negative symmetric linear map on TαM whose eigenvalues we denote by

µ
(1)
t (α) ≥ · · · ≥ µ

(2n)
t (α) ≥ 0 .

The 2n Lyapunov exponents of the flow Φ̃t at α ∈M are now given by the expressions

λk(α) := lim sup
t→∞

1

2t
log µ

(k)
t (α) ,

if these are finite. The largest Lyapunov exponent λmax(α) provides a quantitative measure
for the linear stability of Φ̃t since it measures the leading rate of local phase space expansion;
it can be obtained from the relation

λmax(α) = lim sup
t→∞

1

2t
log tr

(
(Φt

∗(α))T Φt
∗(α)

)
. (5.4.1)
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Hamiltonian flows leave the energy shells

ΩE := {α ∈M ; H(α) = E}

invariant. If E is a regular value of the Hamiltonian function H, the energy shell ΩE is a
smooth submanifold of M of dimension 2n − 1. In such a case two Lyapunov exponents
are always zero. They correspond to the direction of the flow and the direction transversal
to the energy shell. Of the remaining 2n− 2 Lyapunov exponents half are non-negative (if
they exist) and the rest of the Lyapunov spectrum is given by minus the first half.

In general it is not known whether the Lyapunov exponents are finite. If, however, an
energy shell ΩE is compact, one can introduce the normalised Liouville measure as a flow
invariant probability measure on ΩE. In this case one can apply Oseledec’ multiplicative
ergodic theorem to the restriction of Φ̃t to this energy shell [Ose68, Arn98]; it guarantees
that the Lyapunov exponents are finite for almost all points on ΩE with respect to Liouville
measure. Moreover, if the flow is ergodic with respect to Liouville measure λk(α) is constant
on a set of full measure. Since we want to consider also non-compact energy shells we now
give alternative sufficient criteria for the finiteness of Lyapunov spectra.

Proposition 5.4.1. Let H ∈ C∞(M) be a Hamiltonian function such that the Hilbert-
Schmidt norm of D2H is bounded on the energy shell ΩE,α that contains the point α ∈M .
Then the Lyapunov exponents λ1(α), . . . , λ2n(α) are finite.

Proof. Fix α ∈ M and introduce canonical coordinates (q, p) ∈ U ⊂ Rn × Rn in a neigh-
bourhood of α. Then in this neighbourhood D2H is represented by the matrix H ′′(q, p)
of second derivatives with respect to (q, p). In these coordinates we denote the flow by
Φ̂t(q, p); its differential satisfies the equation

d

dt
Φ̂t
∗(q, p) = JH ′′(Φ̂t(q, p)

)
Φ̂t
∗(q, p) , Φ̂t

∗(q, p)|t=0 = 12n , (5.4.2)

where J =
(

0 1n
−1n 0

)
. By integrating (5.4.2) and taking the Hilbert-Schmidt norm one

obtains

‖Φ̂t
∗(q, p)‖HS ≤ 2n+

∫ t

0

‖J H ′′(Φ̂s(q, p)
)
‖HS ‖Φ̂s

∗(q, p)‖HS ds .

For simplicity we here assume that for the points Φs(α), s ∈ [0, t], one can use the same
system of canonical coordinates. Gronwall’s inequality [Tay96, AM78] then yields the
estimate (t > 0)

‖Φ̂t
∗(q, p)‖HS ≤ 2n exp

{
t sup
s∈[0,t]

‖JH ′′(Φ̂s(q, p)
)
‖HS

}
≤ 2n eCt ,

with some constant C > 0. The last line follows from the boundedness of D2H on ΩE,α.
Since on the other hand

‖Φ̂t
∗(q, p)‖HS =

√
µ

(1)
t (α) + · · ·+ µ

(2n)
t (α) ,
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the bound
1

2t
log µmax

t (α) ≤ K

for the maximal eigenvalue µmax
t (α) follows. This finally implies the assertion.

An application of this Proposition to the two flows Φt
0 (defined on M = T∗

R
d) and Φt

(defined on M = T∗
R
d ×Oλ) immediately yields

Corollary 5.4.2. If the norm of H ′′
0 is bounded on ΩE,(x,ξ) ⊂ T∗

R
d, the 2d Lyapunov

exponents λ0,k(x, ξ) of the flow Φt
0 are finite. If, in addition, the derivatives c(x′, ξ′) of

order |ν| ≤ 2 are bounded for all (x′, ξ′, η′) ∈ ΩE,(x,ξ,η) ⊂ T∗
R
d × Oλ, the 2d + dimOλ

Lyapunov exponents λk(x, ξ, η) of the flow Φt are also finite.

In the second semiclassical scenario, however, rather than the Lyapunov exponent
λk(q, p, η) of a point (q, p, η) ∈ T∗

R
d × Oλ the stability exponent (5.2.12) of the pro-

jection to T∗
R
d entered Theorem 5.2.2. Revisiting the proof of Proposition 5.4.1 shows

that in view of (5.2.10) such a stability exponent is finite under the same conditions as
stated in Corollary 5.4.2 for λk. Moreover, a simple estimate yields the bound

λ̃max ≤ λmax .

5.5 Regular motion on KAM tori and Lyapunov ex-

ponents

A KAM torus in a symplectic dynamical system is a particular case of an invariant set
with complete dynamics. It is diffeomorphic to an n-torus, where 2n is the dimension of
phase space. It bears a quasiperiodic motion; this is defined on the torus Tk ' R

k/Zk,
with frequencies ω ∈ Rk, as the flow gtω : Tk → T

k whose lift is given by g̃tω : Rk →
R
k, g̃tω(x) = x+ ωt.

Now consider a symplectic dynamical system (X,ω), dimX = 2n. An invariant torus
with quasiperiodic motion is a subset T ⊂ X satisfying the conditions

(IT1) T is an invariant set with complete dynamics. We denote by f t the flow generated
on T by the system.

(IT2) T is an isotropic submanifold.

(IT3) There exists a transitive quasiperiodic motion gtω : Tk → T
k, with k ≤ n, and an

embedding χ : Tk → X such that T = χ(Tk) and χ intertwines f t and gtω, i.e. the
following diagram commutes:

T T ⊂ X

T
k

T
k

//
f t

OO� � � � � � � � �

χ

//

gt
ω

OO� � � � � � � � �

χ .
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We want to consider the dynamical behaviour of the system near T , restricting our-
selves to the case k = n, which implies that T is isotropic with maximal dimension, i.e.
Lagrangian. There exists a neighbourhood of T in X which is symplectomorphic to a
neighbourhood of the zero section in T∗T , the symplectomorphism being the identity on
T , see [BW97]. The neighbourhood can be chosen to be Tk×B, where B ⊂ Rn is an open
ball with center at zero. The preimage of the dynamical system under this diffeomorphism
gives a Hamiltonian system with Hamiltonian H(ϕ, I). The corresponding flow is given by

I(t) = I, ϕ(t) = ϕ+ ω(I)t.

The KAM-torus is called non-degenerate if
(

∂2H
∂Ij∂Ik

)
is non-singular. We call the torus

maximally degenerate if the above matrix has only eigenvalues equal to zero. In these
coordinates we can calculate

‖S(t)‖2HS = 2d+ f(I)t2,

where in the maximally degenerate case f(I) = 0.



Chapter 6

Quantum ergodicity for particles
with internal degrees of freedom

6.1 Classical description of the intrinsic degrees of

freedom

The purpose of this section is to give a classical interpretation to the intrinsic degrees
of freedom and their dynamics described in Section 2.3.3. To this end we employ the
Stratonovich-Weyl quantizer presented in Section 3.7. In Chapter 2 we were concerned with
general Hamiltonians that generate a time evolution which leaves certain subspaces of the
Hilbert space (almost) invariant. We used semiclassical projection operators Pν to these
subspaces in order to study the time evolution in these: For each subspace it was generated
by the projected Hamiltonian which has a scalar principal part. Since the semiclassical
limit is given in terms of ~→ 0 the leading order terms Pν,0 of Pν define a subbundle Eν of
the trivial bundle T∗

R
d × Cn, see Section 2.3.3. Therefore, in the setting described there

the group G under consideration is a matrix Lie group, i.e. a closed subgroup of GL(n,C)
and its Lie algebra g is a subalgebra of Mn(C), whose Lie algebra structure is defined by the
matrix commutator. Consider now the unitary irreducible representation (ρ, V ) described
in Section 2.3.3 and fix a (real) highest weight λ ∈ t∗ together with an (essentially) unique
highest weight vector ψλ which allows us to define upper and lower symbols as described
in Section 3.6 and 3.7.

With this formalism at hand one can now transfer the dynamics of a (hermitian) B ∈
L(V ) given by a conjugation with D(t) = ρ(g(t)), B 7→ B(t) = D−1(t)BD(t), to the
coadjoint action of g(t) on the symplectic manifold Oλ via the relation symbSW [B(t)](η) =
symbSW [B](Ad∗g(t) η). The symplectic structure on Oλ allows us to identify the dynamics
η 7→ Ad∗g(t) η as being Hamiltonian.

As an ultimate outcome of the above formalism we are now in a position to introduce
a skew-product flow on the symplectic phase space T∗

R
d×Oλ that completely determines

the time evolution of the ν-th diagonal block of an observable on the level of its principal

147
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symbol. Explicitly, this flow is given by

Y t
ν : T∗

R
d ×Oλ → T∗

R
d ×Oλ (6.1.1)

with
Y t
ν (x, ξ, η) :=

(
Φt
ν(x, ξ),Ad∗gν(x,ξ,t) η

)
; (6.1.2)

it leaves the product measure dx dξ dη invariant.
Consider now a semiclassical pseudodifferential operator B with symbol B ∈ S∞cl (1).

Mod O(~∞) the quantum dynamics preserves the diagonal structure of its blocks PνBPν .
According to the Egorov theorem 2.3.4, together with the definition (2.3.31), the principal
symbol of PνB(t)Pν hence reads

Vν(x, ξ)D
∗
ν(x, ξ, t)

(
V ∗
ν B0Vν

)(
Φt
ν(x, ξ)

)
Dν(x, ξ, t)V

∗
ν (x, ξ). (6.1.3)

We now exploit the possibility, explicitly provided by the Moyal quantizer for compact
groups defined in 3.7, to uniquely represent the value of V ∗

ν B0Vν : T∗
R
d → L(Ckν ) in

terms of a Stratonovich-Weyl symbol,

b0,ν(x, ξ, η) := symbSW
[
(V ∗

ν B0Vν)(x, ξ)
]
(η). (6.1.4)

The dynamics of the principal symbol in this representation is now summarised in the
following variant of the Egorov theorem:

Proposition 6.1.1. The Stratonovich-Weyl symbol b(t)0,ν associated with the principal
symbol of the operator PνB(t)Pν is the time evolution of b0,ν under the skew-product flow
Y t
ν defined in equations (6.1.1)–(6.1.2), i.e.,

b(t)0,ν(x, ξ, η) = b0,ν
(
Y t
ν (x, ξ, η)

)
.

Proof. According to (6.1.3) and (6.1.4), b(t)0,ν is given by

b(t)0,ν(x, ξ, η) = symbSW
[
ρ(g−1

ν (x, ξ, t))
(
V ∗
ν B0Vν

)(
Φt
ν(x, ξ)

)
ρ(gν(x, ξ, t))

]
(η),

which due to the covariance property (iv) of Theorem 3.7.5 reads

b(t)0,ν(x, ξ, η) = symbSW
[(
V ∗
ν B0Vν

)(
Φt
ν(x, ξ)

)]
(Ad∗gν(x,ξ,t) η)

= b0,ν
(
Φt
ν(x, ξ),Ad∗gν(x,ξ,t) η

)
.

6.2 Quantum Ergodicity

Our intention in this section is to consider quantum ergodicity for the normalized eigenvec-
tors ψj, Ej ∈ I(E, ~), of the quantum Hamiltonian H. In the case of scalar pseudodiffer-
ential operators one denotes by quantum ergodicity a weak convergence of the phase space



6.2. Quantum Ergodicity 149

lifts of almost all eigenfunctions to Liouville measure on the level surface ΩE = H−1
0 (E),

and proves this to hold if the flow generated by the principal symbol H0 of the quantum
Hamiltonian is ergodic on ΩE. In the present situation of operators with matrix valued
symbols, however, each eigenvalue λν of H0 defines its own classical dynamics. One hence
can only expect quantum ergodicity to be concerned with statements about the projections
Pνψj of the eigenvectors to the different almost invariant subspaces of L2(Rd)⊗Cn in rela-
tion to the behaviour of the associated classical systems. In Section 2.4.1 we discussed the
question of identifying those projected eigenvectors whose norms are not semiclassically
small. Since presently this problem cannot be resolved directly, quantum ergodicity can
only be formulated by restricting to those eigenvectors whose squared norms exceed a value
of δ in the semiclassical limit, without specifying them further.

Conventionally the convergence of quantum states determined by the eigenvectors ψj of
H is discussed in terms of expectation values of observables in these states. Explicit lifts of
the eigenfunctions to phase space are then, e.g., provided by their Wigner transforms. The
choice of the projected eigenvectors Pνψj leads us to consider expectation values of diagonal
blocks PνBPν of operators B with symbols B ∈ Sqcl(1). On the symbol level the time
evolution of these blocks is covered by the Egorov theorem 2.3.4. Representing the blocks
of the principal symbols by Stratonovich-Weyl symbols we are, according to Proposition
6.1.1 faced with the skew-product flows Y t

ν on the product phase spaces T∗
R
d × Oλ,ν .

Since the Stratonovich-Weyl symbols b0,ν defined in equation (6.1.4) that are associated
with symbols B ∈ Sqcl(1) are clearly integrable with respect to the measures d` dη on the
(compact) manifolds Ων,E ×Oλ, the (assumed) ergodicity of the flow Y t

ν implies that

lim
T→∞

1

T

∫ T

0

(
b0,ν ◦ Y t

ν

)
(x, ξ, η) dt =

1

volOλ

∫
Ων,E

∫
Oλ,ν

b0,ν(x
′, ξ′, η′) dη′ d`(x′, ξ′)

= ME,ν,λ(b0,ν)

(6.2.1)

holds for almost all initial conditions (x, ξ, η) ∈ Ων,E ×Oλ. In particular, one immediately
realizes that the supposed ergodicity of Y t

ν implies ergodicity for the flow Φt
ν on Ων,E with

respect to Liouville measure d`. As a consequence the condition (H6ν) of Section 2.4.1 is
automatically fulfilled.

For the subsequent formulation and proof of quantum ergodicity we choose to follow
in principle the approach of [Zel96, ZZ96]. This means that we investigate the variance
of expectation values about their mean in the semiclassical limit. In order to avoid the
problem of explicitly estimating the norms of projected eigenvectors we here consider the
normalised vectors φj,ν , defined in (2.4.10), which have been identified as quasimodes for
both the operators H and HPν . Moreover, we concentrate on vectors corresponding to
projected eigenvectors with norms that do not vanish semiclassically, i.e., with ‖Pνψj‖2 ≥ δ
for some fixed δ ∈ (0, 1). This approach is similar to the one introduced by Schubert
[Sch01] in the context of local quantum ergodicity, where an equidistribution was shown
for quasimodes associated with ergodic components of phase space. In Section 2.4.1 we
estimated the relative numberN δ

ν,I/NI of the associated eigenvectors among all eigenvectors
of H in the semiclassical limit from below, see (2.4.13). A non-trivial bound could only be
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obtained for δ̃ < 1 corresponding to

δ < δν :=
kν vol Ων,E∑l
µ=1 kµ vol Ωµ,E

.

Therefore, from now on we confine δ to the interval δ ∈ (0, δν), and are thus in a position
to state one of our main results.

Theorem 6.2.1. Let H be a pseudodifferential operator with hermitian symbol H ∈ S0
cl(m)

whose principal part H0 fulfills the conditions (H1) and (H2) of section 2.3.2. The eigen-
values λ1, . . . , λl of H0 are required to have constant multiplicities and shall obey the condi-
tions (H3ν)–(H5ν) of section 2.4.1 for all ν ∈ {1, . . . , l}. Moreover, they shall be separated
according to the hyperbolicity condition (H0),

|λν(x, ξ)− λµ(x, ξ)| ≥ Cm(x, ξ) for ν 6= µ and |x|+ |ξ| ≥ c.

Assume now that the symbol H ∼
∑∞

j=0 ~jHj satisfies the growth condition

‖Hj
(α)
(β)(x, ξ)‖n×n ≤ Cα,β for all (x, ξ) ∈ T∗

R
d and |α|+ |β|+ j ≥ 2− δj0, (2.3.23)

and that the condition (Irrν) of section 2.3.3 holds. If then the flow Y t
ν defined in (6.1.2)

is ergodic on Ων,E ×Oλ with respect to the invariant measure d` dη, in every sequence of
normalised projected eigenvectors {φj,ν}j∈N, with ‖Pνψj‖2 ≥ δ, δ ∈ (0, δν) fixed, one finds
a subsequence {φjα,ν}α∈N of density one, i.e.,

lim
~→0

#{α; ‖Pνψjα‖2 ≥ δ}
#{j; ‖Pνψj‖2 ≥ δ}

= 1,

such that for every operator B with symbol B ∈ S0
cl(1) and principal symbol B0

lim
~→0
〈φjα,ν ,Bφjα,ν〉 = ME,ν,λ(b0,ν), (6.2.2)

where b0,ν denotes the Stratonovich-Weyl symbol associated with Pν,0B0Pν,0. Furthermore,
the density-one subsequence {φjα,ν}α∈N can be chosen to be independent of the operator B.

Proof. We start with considering expectation values of the operator B taken in the quasi-
modes {φj,ν} and denote their variance about the mean ME,ν,λ(b0,ν) of the corresponding
Stratonovich-Weyl symbol b0,ν defined in (6.1.4) as

Sδ2,ν(E, ~) :=
1

N δ
ν,I

∑
Ej∈I(E,~)

‖Pνψj‖2≥δ

∣∣〈φj,ν ,Bφj,ν〉 −ME,ν,λ(b0,ν)
∣∣2.
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Due to the definition (2.4.10) of the normalised vectors φj,ν , this variance can also be
written as

Sδ2,ν(E, ~) =
1

N δ
ν,I

∑
Ej∈I(E,~)

‖Pνψj‖2≥δ

∣∣〈φj,ν , (B −ME,ν,λ(b0,ν)
)
φj,ν〉

∣∣2
=

1

N δ
ν,I

∑
Ej∈I(E,~)

‖Pνψj‖2≥δ

‖Pνψj‖−2
∣∣〈ψj,Pν(B −ME,ν,λ(b0,ν)

)
Pνψj〉

∣∣2 .
Allowing for an error of O(~∞), in this expression the expectation values can be replaced
by those of the operator P̃ν(B − ME,ν,λ(b0,ν))P̃ν whose symbol is in the invariant sub-
algebra S0

inv(1) ⊂ S0
cl(1). Therefore, since all further requirements are also met, the

Egorov theorem 2.3.4 applies and yields that for finite times t ∈ [0, T ] the evolution
U∗(t)P̃ν(B − ME,ν,λ(b0,ν))P̃νU(t) of this operator is again a pseudodifferential operator
with symbol in the class S0

cl(1). Taking into account that the ψjs are eigenvectors of H
with eigenvalues Ej, the above expression can be rewritten as

Sδ2,ν(E, ~) =
1

N δ
ν,I

∑
Ej∈I(E,~)

‖Pνψj‖2≥δ

∣∣〈ψj,Bν,Tψj〉∣∣2‖Pνψj‖−2,

where we have defined the auxiliary operator

Bν,T :=
1

T

∫ T

0

U∗(t)P̃ν
(
B −ME,ν,λ(b0,ν)

)
P̃νU(t) dt. (6.2.3)

Furthermore, by using using the Cauchy-Schwarz inequality and the lower bound on the
norms ‖Pνψj‖2 ≥ δ > 0 we obtain as an upper bound

Sδ2,ν(E, ~) ≤ 1

δ

NI

N δ
ν,I

1

NI

∑
Ej∈I(E,~)

〈ψj,B2
ν,Tψj〉.

According to equation (2.4.13) the factor NI/N
δ
ν,I can be estimated from above in the

semiclassical limit. We hence consider the semiclassical limit of the expression

1

NI

∑
Ej∈I(E,~)

〈ψj,B2
ν,Tψj〉,

to which Proposition 2.4.1 can be applied. To this end one requires the principal symbol
Bν,T,0 of the auxiliary operator Bν,T , which follows from Theorem 2.3.4 as

Bν,T,0 =
1

T

∫ T

0

d∗νν
(
(Pν,0B0Pν,0) ◦ Φt

ν

)
dνν dt−ME,ν,λ(b0,ν)Pν,0.
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Given this, the limit formula (2.4.1) and the estimate (2.4.13) yield

lim
~→0

Sδ2,ν(E, ~) ≤ 1

δ

∑l
µ=1 kµ vol Ωµ,E

(1− δ̃)kν vol Ων,E

vol Ων,E tr `ν,E(B2
ν,T,0)∑l

µ=1 kµ vol Ωµ,E

=
1

δ

1

1− δ̃
ME,ν,λ

(
(symbSW [Bν,T,0])

2
)
,

(6.2.4)

when employing the tracial property (v) of Theorem 3.7.5.
According to Proposition 6.1.1 the Stratonovich-Weyl symbol of Bν,T,0 can now be easily

calculated as

symbSW [Bν,T,0(x, ξ)](η) =
1

T

∫ T

0

(
b0,ν ◦ Y t

ν

)
(x, ξ, η) dt−ME,ν,λ(b0,ν).

Since we assume the skew-product flow Y t
ν to be ergodic with respect to d` dη, the re-

lation (6.2.1) implies that symbSW [Bν,T,0(x, ξ)](η) vanishes in the limit T → ∞ for al-
most all points (x, ξ, η) ∈ Ων,E × Oλ. Now, on the right-hand side of (6.2.4) the square
of symbSW [Bν,T,0] enters integrated over Ων,E × Oλ, so that this expression vanishes as
T →∞. We hence conclude that

lim
~→0

Sδ2,ν(E, ~) = 0.

This, in turn, is equivalent to the existence of a subsequence {φjα,ν}α∈N ⊂ {φj,ν}j∈N of den-
sity one, such that equation (6.2.2) holds, see [Wal82]. Finally, by a diagonal construction
as in [Zel87, CdV85] one can extract a subsequence of {φjα,ν}α∈N that is still of density
one in {φj,ν}j∈N, such that (6.2.2) holds independently of the operator B.

The version of quantum ergodicity asserted in Theorem 6.2.1 means that in the semiclas-
sical limit the lifts of almost all quasimodes φj,ν to the phase space T∗

R
d×Oλ equidistribute

in the sense that suitable Wigner functions (weakly) converge to an invariant measure on
Ων,E ×Oλ that is proportional to d` dη. In order to identify the proper Wigner transform
consider

〈φjα,ν ,Bφjα,ν〉 =

1

(2π~)d

∫∫
T∗Rd

tr
(
W [φjα,ν ](x, ξ)Pν(x, ξ)#B(x, ξ)#Pν(x, ξ)

)
dx dξ +O(~∞),

with the matrix valued Wigner transform

W [ψ](x, ξ) :=

∫
Rd

e−
i
~ ξy ψ(x− y

2
)⊗ ψ(x+ y

2
) dy (6.2.5)

defined for ψ ∈ L2(Rd)⊗ Cn. We now exploit the Stratonovich-Weyl calculus to conclude
that on the level of principal symbols

tr
(
W [φjα,ν ]Pν,0B0Pν,0

)
= tr

((
V ∗
νW [φjα,ν ]Vν

)(
V ∗
ν B0Vν

))
=

∫
Oλ

symbSW[V ∗
νW [φjα,ν ]Vν ](η) symbSW [V ∗

ν B0Vν ](η) dη.
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The second factor in the integral has been defined as b0,ν in (6.1.4). In analogy to this we
therefore introduce for ψ ∈ L2(Rd)⊗ Cn the scalar Wigner transform (see also [BGK01])

wν [ψ](x, ξ, η) := symbSW [V ∗
ν (x, ξ)W [ψ](x, ξ)Vν(x, ξ)](η),

that indeed provides a lift of ψ to the phase space T∗
R
d × Oλ. The statement of The-

orem 6.2.1 can thus be rephrased in that under the given conditions one obtains (in the
sense of a weak convergence),

lim
~→0

1

(2π~)d
wν [φjα,ν ](x, ξ, η) dx dξ dη =

1

volOλ
d`(x, ξ) dη

along the subsequence of density one. However, since in φj,ν the normalisation of Pνψj
is hidden, an equivalent equidistribution for the lifts of the projected eigenvectors is only
shown up to a constant. In analogy to the discussion in [Sch01] this means that in the
sequence {ψj; Ej ∈ I(E, ~)} there exists a subsequence {ψjα} of density one such that as
~→ 0,

〈ψjα ,PνBPνψjα〉 = ‖Pνψjα‖2ME,ν,λ(b0,ν) + o(1),

with a corresponding statement for the scalar Wigner transforms wν [Pνψjα ]. Notice that
the factor ‖Pνψjα‖2 is independent of the operator B so that the subsequence can again be
chosen independently of B. Therefore, a non-vanishing semiclassical limit only exists for
those subsequences along which the norms ‖Pνψjα‖ do not tend to zero as ~ → 0. These
subsequences are excluded in the formulation of Theorem 6.2.1 since δ is fixed and positive.

The difficulties with estimating norms of the projected eigenvectors Pνψj arise from
the presence of several level surfaces Ων,E on which the lifts of eigenfunctions potentially
condense in the semiclassical limit. The situation simplifies considerably, if at the energy
E all of the l level surfaces except one are empty.

Corollary 6.2.2. If under the conditions stated in Theorem 6.2.1 only the level surface
Ων,E ⊂ T∗

R
d is non-empty, there exists a subsequence {ψjα} of density one in {ψj; Ej ∈

I(E, ~)}, independent of the operator B, such that

lim
~→0
〈ψjα ,PµBPµψjα〉 = δµν ME,ν,λ(b0,ν).

In this situation the norms ‖Pµψjα‖ converge to one for µ = ν and to zero otherwise as
~→ 0 along the subsequence. The lifts of the eigenvectors therefore condense on the only
available level surface in T∗

R
d, as one clearly would have expected.

Remark 6.2.3. As a condition for quantum ergodicity to hold we have assumed the skew-
product flow Y t

ν on Ων,E × Oλ to be ergodic. The reason for introducing this flow was to
formulate a genuinely classical criterion in terms of a dynamics on the symplectic phase
space T∗

R
d×Oλ. The formulation will be somewhat simpler, if one refrains from insisting

on a completely classical description and employs the skew-product flow Ỹ t
ν defined on

T∗
R
d × G, see (2.3.35), instead. Then the use of the Stratonovich-Weyl calculus can be
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avoided. Such a formulation is based on a hybrid of the classical Hamiltonian flow Φt
ν on

T∗
R
d and the dynamics represented by the conjugation with the unitary matricesDν , which

appears to be quantum mechanical in nature. Both formulations, however, are equivalent
in the sense that, first, the Stratonovich-Weyl calculus relates the quantum dynamics in the
eigenspace to a classical dynamics on the coadjoint orbit in a one-to-one manner. Second,
in Section 6.3 we show that the skew-product Y t

ν on Ων,E × Oλ is ergodic, if and only if
the skew-product Ỹ t

ν is ergodic on Ων,E × G. One can therefore formulate Theorem 6.2.1
without recourse to the Stratonovich-Weyl calculus once the limit ME,ν,λ(b0,ν) is expressed
as

ME,ν,λ

(
b0,ν
)

=
1

kν
tr `ν,E(Pν,0B0Pν,0),

see (6.2.1). Up to equation (6.2.4) the proof of Theorem 6.2.1 proceeds in the same manner
as shown. From this point on one can then basically follow the method of [BG00], and to
this end represents the principal symbol Bν,T,0 of the auxiliary operator (6.2.3) in terms of
the isometries Vν ,

V ∗
ν Bν,T,0Vν =

1

T

∫ T

0

D∗
ν

(
(V ∗

ν B0Vν) ◦ Φt
ν

)
Dν dt− 1

kν
tr `ν,E(V ∗

ν B0Vν).

We now suppose that the flow Ỹ t
ν is ergodic on Ων,E×G and choose the function F (x, ξ, g) :=

ρ(g)∗(V ∗
ν B0Vν)(x, ξ)ρ(g) ∈ L1(Ων,E×G)⊗Mkν (C) to exploit the ergodicity. This yields for

almost all initial values (x, ξ, g) ∈ Ων,E ×G,

lim
T→∞

ρ(g)∗V ∗
ν (x, ξ)Bν,T,0(x, ξ)Vν(x, ξ)ρ(g)

=

∫
Ων,E

∫
G

ρ(h)∗(V ∗
ν B0Vν)(y, ζ)ρ(h) dh d`(y, ζ)− 1

kν
tr `ν,E(V ∗

ν B0Vν).

Furthermore, since the representation (ρ,Ckν ) is assumed to be irreducible and the integral
in the above expression is invariant under conjugation with arbitrary elements of U(kν),
Schur’s lemma implies that this integral is a multiple of the identity in Ckν , leading to∫

Ων,E

∫
G

ρ(h)∗(V ∗
ν B0Vν)(y, ζ)ρ(h) dh d`(y, ζ) =

1

kν
tr `ν,E(V ∗

ν B0Vν).

Due to the way the principal symbol Bν,T,0 enters on the right-hand side of (6.2.4), the
conjugation with Vν(x, ξ)ρ(g) as well as the restriction to almost all (x, ξ, g) is inessential,
so that again one concludes a vanishing of Sδ2,ν(E, ~) as ~→ 0.

Remark 6.2.4. Let us briefly comment on the possible consequences in the case that
Conjecture 2.4.4 holds true. The quasimodes Pνψj clearly fulfill condition (2.4.14) since
by construction ‖Pν(A)− Pν(A′)‖ ≤ ~p‖A −A′‖ and therefore

‖Pν(A)ψj − Pν(A′)ψj‖ ≤ ~p‖A −A′‖.
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Generically the quasimodes (and thus the eigenfunctions) therefore would be associated
with one energy shell in the sense that the projection to all others is semiclassically small.
Thus in a generic situation Theorem 6.2.1 would result in the fact that a subsequence of
projected eigenfunctions of density

kν volΩν,EPl
µ=1 kµ volΩµ,E

is semiclassically concentrated on Ων,E

and in particular converges to Liouville measure on that energy shell.

Before we now turn to a concrete example, we summarize the results of the preceding
Chapters. One of the main topics is the comparison between quantum mechanical and
classical time evolution, where we have started with a discussion in the Heisenberg picture,
i.e. we were concerned with the time evolution of observables for quantum systems with
internal degrees of freedom. It turns out that the quantum evolution in leading semiclassical
order is given by a classical dynamics given in terms of a skew-product flow. The base flow
is generated by a Hamiltonian on the translational phase space and the skewing function
is given by the transport matrices corresponding to the internal degrees of freedom. The
appearance of a skew-product structure reflects the different levels of description for the
translational and the internal degrees of freedom in the situation that only one of the
available semiclassical parameters is used. Thus, the same skew-product turns up when
one considers the semiclassical time evolution of combined coherent states in this limit.
Coherent states allow for a refined analysis concerning the approximation of quantum time
evolution. Thus, this procedure was also performed in the second semiclassical scenario
where both types of degrees of freedom were considered to be semiclassical. In this case
then the relevant classical dynamics is given by a Hamiltonian flow on the combined phase
space for both types of degrees of freedom. Both semiclassical scenarios have in common,
that the quantum dynamics can be approximated in classical terms. Another indication
that classical dynamics is relevant for the semiclassical limit of the quantum time evolution
is that classical ergodicity implies quantum ergodicity.

6.3 The relation between the ergodicity of two skew-

product flows

In the previous Section and Section 2.3 we considered two types of skew-product dynamics
built over the Hamiltonian flows Φt

ν on T∗
R
d. Both derive from the dynamics in the

eigenvector bundles Eν → T∗
R
d given by conjugating the diagonal blocks of principal

symbols with the transport matrices dνν along integral curves of the Hamiltonian flows.
After having fixed local orthonormal bases in the fibres, or isometries Vν(x, ξ) : Ckν →
Eν(x, ξ), respectively, the transport matrices dνν are represented by unitary kν×kν matrices
Dν , leading to the skew-product flows Ŷ t

ν on T∗
R
d × U(kν). We then noticed that the

dynamics in the fibres might not exhaust the whole group U(kν), but only some subgroup
G, which is then represented in U(kν). This led us to consider the skew-product flows Ỹ t

ν on
T∗
R
d×G, given as Ỹ t

ν (x, ξ, g) = (Φt
ν(x, ξ), gν(x, ξ, t)g), see (2.3.34) and (2.3.35). Assuming

that the representation ρ of G in U(kν) is irreducible, we constructed a representation of
the fibre dynamics on the coadjoint orbit Oλ of G determined by ρ. We thus arrived at
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the skew-product flows Y t
ν on the symplectic phase spaces T∗

R
d × Oλ, with Y t

ν (x, ξ, η) =
(Φt

ν(x, ξ),Ad∗gν(x,ξ,t) η), see (6.1.1) and (6.1.2). In section 6.2 we required either the flows

Ỹ t
ν or Y t

ν , restricted to the level surfaces Ων,E ⊂ T∗
R
d in the base manifold, to be ergodic

relative to the respective invariant measures d` dg or d` dη. We now show:

Proposition 6.3.1. The flow Ỹ t
ν : Ων,E ×G→ Ων,E ×G is ergodic with respect to d` dg,

if and only if the associated flow Y t
ν : Ων,E × Oν → Ων,E × Oν is ergodic with respect to

d` dη.

Proof. A convenient characterisation for the ergodicity of a flow Φt on a probability space
(Σ, dm) with invariant measure dm employs the flow-invariant subsets of Σ: The flow is
ergodic with respect to dm, if and only if every measurable flow-invariant set has either
measure zero or full measure. We now first consider the ‘if’ direction asserted in the
proposition and to this end assume that Y t

ν on Ων,E ×Oλ is ergodic with respect to d` dη.
Hence every measurable Y t

ν -invariant set B ⊂ Ων,E × Oλ has either measure zero or full
measure. In order to relate these sets with subsets of Ων,E × G we recall the composed

map G
π→ G/Gλ

κ→ Oλ from section 2.3.3, where π denotes the canonical projection of G
onto G/Gλ and κ is the diffeomorphism that identifies G/Gλ with Oλ. One then realises
that the following diagram commutes:

(x, ξ, g)
(
Φt
ν(x, ξ), gν(x, ξ, t)g

)

(x, ξ, gGλ) (Φt
ν(x, ξ), gν(x, ξ, t)gGλ)

(x, ξ, η)
(
Φt
ν(x, ξ),Ad∗gν(x,ξ,t)(η)

)

� //
Ỹ t

ν

_

��
� �
� �
� �
� �
�

id
T∗Rd ×π

_

��
� �
� �
� �
� �
�

id
T∗Rd ×π

� //
Y

t
ν

_

��
� �
� �
� �
� �
�

id
T∗Rd ×κ

_

��
� �
� �
� �
� �
�

id
T∗Rd ×κ

� //
Y t

ν

, (6.3.1)

where Y
t

ν is induced by Y t
ν under idT∗Rd ×π. According to this diagram a Ỹ t

ν -invariant
set A ⊂ Ων,E ×G projects to a Y t

ν -invariant subset (idT∗Rd ×κ ◦ π)(A) of Ων,E ×Oλ. The
assumed ergodicity of Y t

ν then implies that the measure of (idT∗Rd ×κ◦π)(A) is zero or one.
Now the normalised Haar measure dg on G projects under κ ◦ π to the volume measure
dη on the coadjoint orbit Oλ. This can be obtained from the Fubini theorem (cf. [BtD85])
which states for every f ∈ L1(Oλ) that∫

G

(π∗κ∗f)(g) dg =

∫
G/Gλ

(∫
Gλ

(κ∗f) ◦ π(gh) dh

)
d(gGλ)

=

∫
G/Gλ

(κ∗f)(gGλ) d(gGλ).

(6.3.2)
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Here dh denotes the normalised Haar measure on Gλ and d(gGλ) is the normalised left
invariant volume form on G/Gλ arising from the volume form on the coadjoint orbit under
the pullback κ∗. Hence, the sets A and (idT∗Rd ×κ◦π)(A) have identical measures and thus
the measure of A is either zero or one. Therefore, the assumed ergodicity of Y t

ν implies
ergodicity of Ỹ t

ν .
In order to prove the opposite direction one simply reverses the above argument: Start-

ing with Y t
ν -invariant subsets of Ων,E×Oλ, one lifts these to Ων,E×G. Due to the commuting

diagram (6.3.1) these lifts are Ỹ t
ν -invariant and therefore, according to the assumed ergod-

icity of Ỹ t
ν , have measure zero or one. Again the Fubini theorem (6.3.2) implies equal

measures of the sets and their lifts. Hence Y t
ν is ergodic.
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Chapter 7

A remark on Zitterbewegung and
semiclassical observables for the
Dirac equation

In this final Chapter we outline the application of the techniques developed in the preced-
ing Chapters to the Dirac equation, which can be seen as a prototype of a system that
carries internal degrees of freedom that are modeled by matrix-valued Weyl operators. In
particular, we use the fact that we are in the situation of Section 2.3 and Chapter 6. The
Dirac equation is a system of partial differential equations given as a Cauchy problem for
a matrix valued Weyl operator. In particular, the physical significance of the semiclassical
projection operators (2.3.12) reveal their importance when one studies the Dirac equation.
On T∗

R
d the Dirac equation reads

i ~
∂

∂t
ψ(t, x) = HDψ(t, x). (7.i)

It describes a particle with mass m and charge e coupled to external (time-independent)
electromagnetic field E(x) = − gradφ(x) and B(x) = rotA(x). The Hamiltonian reads

HD = cα

(
~
i
∇− e

c
A(x)

)
+ βmc2 + eφ(x), (7.ii)

where matrices

αj =

(
0 σj
σj 0

)
, β =

(
12 0
0 −12

)
,

with the Pauli matrices σj, define a realization of the Dirac algebra, i.e.

αjαk + αkαj = 2δjk, αkβ + βαk = 0.

If we restrict to smooth potentials φ and A, this operator is essentially selfadjoint on
C∞

0 (Rd)⊗ C4, see [Tha92, EL99]. Since the Dirac operator is a matrix valued differential
operator, it can be written as Weyl operator, see Section 2.2.1, whose symbol is given by

HD(x, ξ) = cα
(
ξ − e

c
A(x)

)
+ βmc2 + eφ(x). (7.iii)

159
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In a first step we deal with the case without interactions, i.e. A = 0 and φ = 0.

7.1 The free Dirac equation

Dirac had introduced the relativistic quantum theory of spin 1/2 particles, which reproduced
the spectrum of the hydrogen atom with overwhelming accuracy. However, it turned out,
that the theory also had to deal with a number of inconsistencies as, e.g. Klein’s paradox
[Kle29]. In addition, Schrödinger observed [Sch30] that the (free) time evolution of the
naive position operator, that he had taken over from the non-relativistic quantum theory,
contained a contribution without any classical interpretation. Since this term was rapidly
oscillating he introduced the notion of Zitterbewegung (trembling motion). Schrödinger’s
intention was to explain this phenomenon as being caused by spin. However, later on
it turned out that all occuring paradoxa had their origin in the coexistence of particles
and anti-particles. Only a quantum field theoretic description, which incorporates particle
creation and annihilation, can therefore completely solve these problems.

Within the context of relativistic quantum mechanics, however, it is possible to re-
move Zitterbewegung of free particles by introducing modified position operators that
are associated with either particles or anti-particles only. These operators are free from
particle/anti-particle interferences that cause Zitterbewegung, see [Tha92] for details. In
the case of interactions (with external potentials) Zitterbewegung cannot be exactly elimi-
nated. It is, however, possible to devise an asymptotic construction, for example one based
on the Foldy-Wouthuysen transformation. This involves a non-relativistic expansion, and
when applied to the Dirac equation reproduces in leading order the Pauli equation. The
genuinely relativistic coexistence of particles and anti-particles is therefore removed in a
natural way.

In a semiclassical context similar constructions are possible while the relativistic level
of description is maintained. This can be achieved through a semiclassical decoupling of
particles and anti-particles, i.e. asymptotically order by order in powers of ~. In this direc-
tion several approaches have been developed recently, aiming at semiclassical expansions
for scattering phases [BN99, BR99] or at recovering Thomas precession of spin [Spo00].

Let us consider the origin of Zitterbewegung for the free Dirac equation more closely:
in the case of vanishing potentials the spectrum of the Dirac operator (7.ii) is absolutely
continuous and consists of (−∞,−mc2) ∪ (mc2,∞), see e.g. [Tha92]. The time evolution

U(t) = exp

(
− i

~
HDt

)
generated by the free Dirac Hamiltonian is unitary, since HD is essentially selfadjoint.
Schrödinger considered the time evolution of the standard position operator x̂, whose
components are just the multiplication with the respective coordinate functions acting on
a suitable domain in L2(R3)⊗C4. His intention was to resolve the apparent paradox that
the spectrum of the velocity operator resulting from the Heisenberg equation of motion of
the standard position operator, ˙̂x(t) = cα(t), was ±c, whereas the classical velocity of a
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free relativistic particle reads c2ξ/
√
ξ2c2 +m2c4 and thus is smaller than c in magnitude.

Integrating the equations of motion Schrödinger found

x̂(t) = U(t)∗x̂U(t)

= x̂(0) + c2p̂H−1t+
~
2 i
H−1

(
e

2 i
~ Ht− id

)
F .

(7.1.1)

The first two terms of this result exactly correspond to the respective classical dynamics
of a free relativistic particle. The third term however contains the operator

F := cα− c2p̂H−1,

which is well-defined since zero is not contained in the spectrum of the free Dirac operator.
This quantity expresses the difference between the standard velocity operator and the
quantization of the classical velocity. It actually introduces a rapidly oscillating time
dependence and hence was named Zitterbewegung (trembling motion) by Schrödinger. In
order to interpret F by means of interference terms between particle and anti-particle, we
introduce the projection operators

P± :=
1

2

(
id±|H|−1H

)
(7.1.2)

that fulfill P∓P± = 0 and P+ +P− = id. Then the time evolution of the projected position
operators

x̂± = P±x̂P±
is given by, see [Tha92],

x̂±(t) = x̂±(0) + c2p̂H−1tP±
and hence exactly corresponds to the respective classical expressions. So particles and
anti-particles show characteristically different time evolutions and the Zitterbewegung in
equation (7.1.1) represents the interference term

P+x̂P− + P−x̂P+ =
i ~
2
H−1F

which is absent in a classical description.
Turning to the general case of non-vanishing external fields, we want to give a recipe that

allows us to separate particles from anti-particles in a semiclassical fashion: the Hilbert
space L2(R3) ⊗ C4 splits into mutually orthogonal subspaces and observables are to be
projected to these subspaces. To perform this procedure we have already developed the
necessary techniques in Section 2.3. We will now specify them to the present problem.

7.2 Semiclassical decoupling of particles

and anti-particles

In the case of non-vanishing, smooth external potentials the Dirac Hamiltonian is essen-
tially selfadjoint and therefore again generates a unitary time evolution. The Weyl symbol
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of the Hamiltonian (7.iii) is a function on the phase space T∗
R

3 which takes values in the
hermitian 4× 4 matrices. In particular, the two doubly degenerate eigenvalue functions

h±(x, ξ) = eφ(x)±
√

(cξ − eA(x))2 +m2c4

can be identified as the classical Hamiltonians of particles and anti-particles, respectively,
without spin. Associated with these eigenvalues are the eigenprojections

P±
0 (x, ξ) :=

1

2

(
id±α · (cξ − eA(x)) + βmc2√

(cξ − eA(x))2 +m2c4

)
(7.2.1)

from T∗
R

3 × C4 to the respective eigenbundles E±(x, ξ) → T∗
R

3, compare Section 2.3.3.
In the absence of potentials the projections (7.2.1) are independent of x, which implies that
their square in the sense of the symbol product of Lemma 2.2.2 reduces to the pointwise
product and therefore they quantize to give the projections (7.1.2). In the general case we
therefore have to find analogous objects, whose quantizations give projections that decouple
particle and anti-particle. Following Section 2.3.1, we have to construct the corresponding
semiclassical projection operators. Let us remark that under the assumption that φ(x)
is bounded in the C∞-topology and that A(x) grows at most like some power of x, the
quantity

ε(x, ξ) :=
√

(cξ − eA(x))2 +m2c4 (7.2.2)

serves as an order function in the sense of (2.2.2) for the symbol (7.iii). In particular, the
assumptions of Proposition 2.3.1 are fulfilled, and we have the existence of semiclassical
projections operators P± = opW[P±] with P± ∈ S0

cl(1) whose principal symbols coincide
with (7.2.1).

These semiclassical projections provide a semiclassical splitting of the Hilbert space
H = L2(R3) ⊗ C4 in particle and anti-particle subspaces H± := P±H . Moreover, due
to the fact that the projections almost commute with the Hamiltonian, see (2.3.5), these
subspaces are almost invariant with respect to the time evolution generated by HD, i.e.

U(t)P±ψ − P±U(t)ψ = O(t~∞)

for all ψ ∈H . Hence, up to a small error every spinor in one of the subspaces H± remains
under the time evolution within this subspace; and this is true for semiclassically long
times t << ~−N , for N arbitrarily large. This result is in agreement with the (heuristic)
physical picture that particles interact with anti-particles via tunneling; the latter is a
genuine quantum process with pair production and annihilation rates that are exponen-
tially small in terms of ~. Related to this observation is the fact that eigenspinors of the
Hamiltonian can only almost be associated with particles or anti-particles: if ψn ∈ H is
an eigenspinor HDψn = Enψn its projections P±ψn are in general only almost eigenspinors,
i.e. quasimodes, see Section 2.4. Thus, the discrete spectrum of the Dirac Hamiltonian
cannot truly be divided into a particle and anti-particle part.

We also want to specify the conditions which guarantee that the semiclassical pro-
jections P± are semiclassically associated to spectral projections of HD, see Proposition
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2.3.2 for the general case. In the free case, P± are obviously the spectral projections to
(−∞,−mc2) and (mc2,∞), respectively. In the presence of potentials, depending on their
behaviour at infinity, see Section 2.4, there exist constants E+ > E− such that the spec-
trum inside (E−, E+) is discrete and absolutely continuous outside; e.g. if the potentials and
their derivatives vanish at infinity one finds E± = ±mc2, see [Tha92]. For E ∈ (E−, E+)
not in the spectrum of HD let us denote by PE± the spectral projections to (E,∞) and
(−∞, E) respectively. Let us assume that

h−(x, ξ) < E < h+(x, ξ)

for all (x, ξ) ∈ T∗
R

3. On the submanifold ξ = e
c
A(x) this condition requires the variation

of the potential φ(x) to be strictly restricted by 2mc2. In particular, this guarantees that
the assumptions of Proposition 2.3.2 are fulfilled such that the semiclassical projectors P±
are close to the spectral projections,

‖P± − PE±‖ = O(~∞).

Of course, the notion of invariant observables defined in Section 2.3.2 and the semiclassical
dynamics in the eigenspaces also carry over to the case of the Dirac equation. We will give
some details in the next section.

7.3 Invariant observables and the classical limit of dy-

namics

The example of the standard position operator for the free particle and its Zitterbewegung
demonstrates that not all quantum observables possess a direct (semi-)classical interpre-
tation. Only the diagonal blocks with respect to the projections P± allow for establishing
a quantum-classical correspondence. This observation applies in particular to dynamical
questions because only after projection there exists an unambiguous classical Hamilto-
nian given by the respective eigenvalue of the quantum Hamiltonians principal symbol,
see Theorem 2.3.4. According to the discussion in Section 2.3.2 we know that if we model
observables as Weyl operators with symbols in S∞cl (1), and define the subalgebra S∞inv(1)
of invariant operators therein, this invariant subalgebra is modulo O(~∞) given by the
operators that are block-diagonal with respect to P±, see Proposition 2.3.6. Therefore, an
observable remains semiclassical under the quantum dynamics if it does not contain off-
diagonal blocks representing an interference of particle and anti-particle dynamics, since
this has no classical equivalent. Terms exceptional to this must be smaller than any power
of ~, indicating that they arise from pure quantum effects. Furthermore, up to an error of
order ~∞ the time evolution of P±BP±, where B ∈ OPS(1), is governed by the projected
Hamiltonians HDP± on the quantum level. By using the description of Sections 2.3.3 and
6.1 this can be given a classical description: given an observable O ∈ S∞inv(1) the diago-
nal blocks are (approximately) propagated with the projected Hamiltonians HDP± whose
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symbols in leading order read

HD(x, ξ)P0,±(x, ξ) = h±(x, ξ)P0,±(x, ξ).

And the equations of motion are given by

ẋ±(t) = {h±, x±(t)}, ξ̇±(t) = {h±, ξ±(t)}, (7.3.1)

whose solutions (x±(t), ξ±(t)) = Φt
±(x, ξ) with (x±(0), ξ±(0)) = (x, ξ) define two Hamilto-

nian flows on T∗
R

3. These flows represent the classical dynamics of relativistic particles
(and anti-particles), whereas spin is absent from these expressions, reflecting the fact that
a priori spin is a quantum mechanical concept and its classical counterpart has to be
recovered in systematic semiclassical approximations to the quantum system.

In the present situation the kinematics and dynamics of spin are encoded in the matrix
part of the symbols. For an observable B ∈ S∞inv(1) the leading semiclassical order of its
symbol is composed of the functions

(P0,±B0P0,±)(x, ξ), (7.3.2)

taking values in the hermitian 4× 4 matrices. These matrices act on the two dimensional
subspaces P0,±(x, ξ)C4 = E±(x, ξ) of C4, which can be viewed as the Hilbert spaces of
a spin 1/2 attached to a classical particle or anti-particle, respectively, at the point (x, ξ)
in phase space. Upon expanding vectors from E±, e.g. as in Section 2.3.3 in a basis of
eigenvectors, one introduces isometries V±(x, ξ) : C2 → P0,±(x, ξ)C4, see e.g. [Rom92],
such that V±(x, ξ)V ∗

±(x, ξ) = P0,±(x, ξ) and V ∗
±(x, ξ)V±(x, ξ) = 12. A possible choice for

these isometries is

V+(x, ξ) =
1√

2ε(x, ξ)(ε(x, ξ) +mc2)

((
ε(x, ξ) +mc2

)
12(

cξ − eA(x)
)
· σ

)
,

V−(x, ξ) =
1√

2ε(x, ξ)(ε(x, ξ) +mc2)

( (
cξ − eA(x)

)
· σ

−
(
ε(x, ξ) +mc2

)
12

)
.

That way the diagonal blocks (7.3.2) can be represented in terms of the 2× 2 matrices(
V ∗
± B0 V±

)
(x, ξ) , (7.3.3)

which are hermitian if B0(x, ξ) is hermitian on C4.
According to the constructions of Section 3.7 and the fact that the coadjoint orbits

of SU(2) are (isomorphic to) S2, the matrix valued functions (7.3.3) can be mapped in a
one-to-one manner to real valued functions on the sphere S2 via

b±0 (x, ξ, n) := tr
(
∆1/2(n)

(
V ∗
± B0 V±

)
(x, ξ)

)
, (7.3.4)

where n ∈ R3 with |n| = 1 is viewed as a point on S2 and

∆1/2(n) :=
1

2

(
12 +

√
3 n · σ

)
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takes values in the hermitian 2 × 2 matrices, see [VGB89]. The quantizers ∆1/2(n) pro-
vide a quantum-classical correspondence in the sense of Definition 3.7.1 in the context of
homogeneous spaces. Thus, the semiclassically leading term of a (block-diagonal) semiclas-
sical observable B can therefore be represented by two real valued functions on the space
T∗
R

3 × S2. Through the relation

(
V ∗
± B0 V±

)
(x, ξ) =

∫
S2

b±0 (x, ξ, n) ∆1/2(n) dn ,

where dn is the normalised area form on S2, the matrix valued expressions (7.3.3) are
unambiguously recovered from the functions (7.3.4), see also [BGK01].

The point n ∈ S2 that arises as an additional variable in a general classical observable
(7.3.4) can be viewed as a classical equivalent of spin. This interpretation is suggested by
the fact that the classical observable (7.3.4) associated with quantum spin,

B =
~
2

Σk with Σk :=

(
σk 0
0 σk

)
,

can be calculated as

b±0 (x, ξ, n) =
~
2

tr
(
∆1/2(n)V ∗

±(x, ξ) Σk V±(x, ξ)
)

=
√

1
2

(
1
2

+ 1
)

~nk .

Up to its normalization, which depends on ~ and the spin quantum number s = 1/2, the
point n ∈ S2 can thus be considered as a classical spin. The latter is therefore represented
on its natural phase space S2, and the space R3×R3×S2 on which the classical observables
(7.3.4) are defined can be viewed as the combined phase space of the translational and the
spin degrees of freedoms.

We now want to identify the classical dynamics of both the translational and the spin
degrees of freedom that emerge in the semiclassical limit of the quantum dynamics gener-
ated by the Hamiltonian Ĥ. To this end we recall that Sinv was defined to contain those
semiclassical observables B ∈ Scl whose time evolutions B(t) = Û(t)∗BÛ(t) are again semi-
classical observables. Hence B(t) is a Weyl operator with symbol B(t)(x, ξ; ~) ∈ S0

cl(1). The
leading term B(t)0(x, ξ) then yields the classical time evolution of both types of degrees of
freedom and is given by

B(t)0(x, ξ) =
∑

ν∈{+,−}

d∗ν(x, ξ, t) (Πν
0B0Π

ν
0)
(
Φt
ν(x, ξ)

)
dν(x, ξ, t) . (7.3.5)

Here, as in Theorem 2.3.4, the unitary 4 × 4 matrices d±(x, ξ, t) are determined by the
transport equations, cf. equation (2.3.22),

ḋ±(x, ξ, t) + iH±
(
Φt
±(x, ξ)

)
d±(ξ, x, t) = 0 , d±(ξ, x, 0) = 14 , (7.3.6)
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and the effective spin-Hamiltonians H±, in analogy to (2.3.21), are defined as

H± := − i[Π±
0 , {h±,Π±

0 }] +
i

2

(
h±Π±

0 {Π±
0 ,Π

±
0 }Π±

0 + Π±
0 {Π±

0 , H − h±Π±
0 }Π±

0

)
. (7.3.7)

We refrain from giving explicit expressions for the 4× 4 effective spin-Hamiltonians (7.3.7)
here since below we will only work in a 2× 2 representation; instead we refer to [Spo00].

As a consequence of Lemma 2.3.7, the 4×4 matrices d±(x, ξ, t) map the two dimensional
subspaces Π±

0 (x, ξ)C4 of C4 unitarily to the propagated subspaces Π±
0 (Φt

±(x, ξ))C4 [BG04a].
They hence describe the transport of the (anti-) particle spin along the classical trajectories
(x±(t), ξ±(t)). If one prefers to work in the orthonormal eigenbases {e±1 (x, ξ), e±2 (x, ξ)} of
the spaces Π±

0 (x, ξ)C4 one can introduce the unitary 2× 2 matrices

D±(x, ξ, t) := V ∗
±
(
Φt
±(x, ξ)

)
d±(x, ξ, t)V±(x, ξ) ,

see (2.3.31), which are determined by the equations

Ḋ±(x, ξ, t) +
i

2
C±
(
Φt
±(x, ξ)

)
· σD±(ξ, x, t) = 0 , D±(ξ, x, 0) = 12 , (7.3.8)

following from (7.3.6). The transformed effective spin-Hamiltonians C± · σ/2 derive from
(7.3.7) and can be expressed in terms of the electromagnetic fields through

C±(x, ξ) = ∓ ec

ε(x, ξ)

(
B(x)± 1

ε(x, ξ) +mc2

(
cE(x)×

(
cξ − eA(x)

)))
,

where ε(x, ξ) is defined in (7.2.2). Since therefore the effective spin-Hamiltonians are
hermitian and traceless 2 × 2 matrices, the solutions D± of (7.3.8) are in SU(2). Related
results have previously been obtained in a WKB-type situation [RK63, BK98, BK99a] and
in the context of a semiclassical propagation of Wigner functions [Spo00].

The transport matrices D±(x, ξ, t) carry two-component spinors along the trajectories
Φt
±(x, ξ) and induce a classical spin dynamics along (anti-) particle trajectories. These

combined classical dynamics can be recovered upon representing the leading symbol (7.3.5)
in terms of the functions (7.3.4) on the combined phase space,

b(t)±0 (x, ξ, n) = tr
(
∆1/2(n)

(
V ∗
± B(t)0 V±

)
(x, ξ)

)
= tr

(
D±(x, ξ, t) ∆1/2(n)D∗

±(x, ξ, t)
(
V ∗
± B0 V±

)
(Φt

±(x, ξ))
)

= b±0
(
Φt
±(x, ξ),Ad∗D±(x,ξ,t) n

)
,

see Proposition 6.1.1. Hence, in leading semiclassical order the dynamics of an observable
B ∈ Sinv can be expressed in terms of the classical time evolutions

(x, ξ) 7→ Φt
±(x, ξ) and n 7→ n±(t) = Ad∗D±(x,ξ,t) n = R(D±(x, ξ, t))n . (7.3.9)
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Here R : SU(2)→ SO(3) denotes the covering of SO(3) by SU(2) according to g(n·σ)g−1 =
(R(g)n) · σ, and the spin motion on the sphere thus emerging obeys the equation

ṅ±(t) = C±
(
Φt
±(x, ξ)

)
× n±(t) , n±(0) = n , (7.3.10)

that is implied by (7.3.8). These spin dynamics exactly coincide with the Thomas preces-
sion that was derived in a purely classical context [Tho27].

Both types of time evolutions in (7.3.9) can be combined to yield the skew-product
dynamics

(x, ξ, n) 7→ Y t
±(x, ξ, n) :=

(
Φt
±(x, ξ), R(D±(x, ξ, t))n

)
(7.3.11)

on the phase space T∗
R

3×S2, cf. Section 6.1. These flows are composed of the Hamiltonian
flows Φt

± defined in (7.3.1) on the ordinary phase space R3 × R3 and the spin dynamics
(7.3.10) on S2 that are driven by the Hamiltonian flows. They leave the normalised mea-
sures

d`±E(x, ξ) dn =
1

vol Ω±
E

δ
(
h±(x, ξ)− E

)
dx dp dn

on the combined phase space invariant that are products of Liouville measure d`±E(x, ξ) on
Ω±
E and the normalised area measure dn on S2. We hence now conclude that the classical

limit of the quantum dynamics generated by the Dirac-Hamiltonian (7.iii) is given by the
two skew-product flows (7.3.11) combining the Hamiltonian relativistic motion of (anti-)
particles with the spin precession along the (anti-) particle trajectories.

7.4 Semiclassical behaviour of eigenspinors

In this section we give an explicit application of the results obtained in Section 6.2 to the
Dirac equation and study the semiclassical behaviour of eigenspinors in the semiclassical
limit, this will involve partially repeating some of the considerations of Chapter 6. In
Section 6.2 we saw that in general eigenspinors ψn of the Dirac Hamiltonian (7.ii) cannot
uniquely be associated with either particles or anti-particles. For the purpose of semiclas-
sical studies we therefore prefer to work with the normalised projected eigenspinors

φ±n :=
P±ψn
‖P±ψn‖

. (7.4.1)

Due to the fact that the projectors almost commute with the Hamiltonian, the quantities
(7.4.1) are almost eigenspinors (quasimodes) of both Ĥ and ĤP±,∥∥(Ĥ − En)φ±n∥∥ = r±n and

∥∥(ĤP± − En)φ±n∥∥ = s±n ,

with error terms r±n and s±n given by

r±n =
‖[Ĥ,P±]ψn‖
‖P±ψn‖

and s±n =
‖[ĤP±,P±]ψn‖
‖P±ψn‖

.
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As in Section 6.2 we can give quantitative statements on the numbers NE,ω and N±
E,ω of

eigenvalues that the operators H and HP±, respectively, have in [E−~ω,E+~ω]. Namely,
as ~→ 0,

NE,ω ∼
2ω

π

vol Ω+
E + vol Ω−

E

(2π~)2
,

N±
E,ω ∼

2ω

π

vol Ω±
E

(2π~)2
.

(7.4.2)

Thus, if at energy E both energy shells Ω±
E in phase space have positive volumes, the ratios

N±
E,ω/NE,ω governing the previous discussion are semiclassically determined by the relative

fraction of the volumes of the associated energy shells.

We now explore the consequences an ergodic behaviour of the classical skew-product dy-
namics Y t

± exerts on the projected eigenspinors. In an analogous situation for Schrödinger-
Hamiltonians the ergodicity of the associated Hamiltonian flow implies that the Wigner
transforms of almost all eigenfunctions equidistribute on the corresponding energy shell.
This result, known as quantum ergodicity, goes back to Shnirelman [Shn74] and has been
fully proven in [Zel87, CdV85, HMR87]. In the case under study we now suppose that the
energy E lies in an interval (E−, E+), in which the spectrum of the Dirac-Hamiltonian is
discrete. Moreover, at least one of the classical energy shells Ω+

E and Ω−
E shall be non-empty

and the periodic orbits of the Hamiltonian flows Φt
± shall be of measure zero on Ω±

E. If
then Y t

± is ergodic on Ω±
E×S2, the time average of a classical observable of the type (7.3.4)

equals its phase-space average,

lim
T→∞

1

T

∫ T

0

b±0
(
Y t
±(x, ξ, n)

)
dt =

∫
Ω±E

∫
S2

b±0 (x′, ξ′, n′) d`±E(x′, ξ′) dn′ =: M±
E

(
b±0
)
,

for almost all initial conditions (x, ξ, n). In this setting, as a consequence of Theorem
6.2.1, in any sequence of projected and normalized projected eigenspinors eigenspinors with
associated eigenvalues En ∈ [E−~ω,E+~ω] and ‖P±ψn‖2 ≥ δ there exists a subsequence
{φ±nα
}α∈N of density one such that for every semiclassical observable B ∈ Sinv

lim
~→0
〈φ±nα

,Bφ±nα
〉 = M±

E

(
b±0
)
. (7.4.3)

And this density-one subsequence can be chosen independent of the observable. Again
following Section 6.2, we introduce the matrix-valued Wigner functions (6.2.5) and corre-
sponding scalar representation

w±[ψ](x, ξ, n) :=
1

2
tr
(
∆1/2(n)

(
V ∗
±W [ψ]V±

)
(x, ξ)

)
.

Thus, due to the projections inherent in the expectation value on left-hand side of (7.4.3)
only one diagonal block of the observable contributes, so that this expectation value can



7.4. Semiclassical behaviour of eigenspinors 169

be reformulated as

〈φ±nα
,Bφ±nα

〉 =
1

(2π~)3

∫∫
tr
(
W [φ±nα

]P±#B#P±)(x, ξ) dx dξ

=
1

(2π~)3

∫∫
tr
((
V ∗
±W [φ±nα

]V±
)(
V ∗
± B0 V±

)
(x, ξ)(1 +O(~))

)
dx dξ

=
1

(2π~)3

∫∫∫ (
w±[φ±nα

](x, ξ, n) b±0 (x, ξ, n)(1 +O(~))
)

dx dξ dn .

The principal result (7.4.3) of quantum ergodicity can hence be read as saying that

lim
~→0

w±[φ±nα
](x, ξ, n)

(2π~)3
=

1

vol Ω±
E

δ
(
h±(x, ξ)− E

)
.

This relation has to be understood in a weak sense, i.e. after integration with a symbol
b±0 (x, ξ, n). Hence, the scalar Wigner transforms of projected eigenspinors become semi-
classically equidistributed on the associated phase space Ω±

E × S2 once the classical time
evolution Y t

± is ergodic on this space.
As the discussion at the beginning of this Section and Section 2.4 shows, the difficulties

with statements about genuine eigenspinors derive from the coexistence of the particle and
anti-particle subspaces; and because interactions between these subspaces on a scale ~∞
cannot be controlled within the present setting. However, if one of the energy shells Ω±

E

were empty there is only one classical manifold onto which phase-space lifts of eigenspinors
could condense, namely Ω∓

E × S2. In such a case, say when Ω−
E is empty, the statement of

Theorem 6.2.1 applies to a density-one subsequence {ψnα} of eigenspinors themselves, see
also Corollary 6.2.2, such that

lim
~→0
〈ψnα ,P+BP+ψnα〉 = M±

E

(
b±0
)

and lim
~→0
〈ψnα ,P−BP−ψnα〉 = 0 . (7.4.4)

A corresponding statement then holds for the associated scalar Wigner transforms w±[ψnα ].
It has been mentioned previously that the restriction to only one non-empty energy shell
at energy E requires potentials that do not vary too strongly; e.g., φ(x) must not vary as
much as 2mc2. This condition is fulfilled in many physically relevant situations, in which
(7.4.4) therefore applies if only the classical particle dynamics Y t

+ are ergodic.
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Appendix A

Elements of symplectic geometry

I like to think of symplectic geometry as playing the role in mathematics of a lan-
guage which can facilitate communication between geometry and analysis. On the
one hand, since the cotangent bundle of any manifold is a symplectic manifold, many
phenomena and constructions of differential topology and geometry have symplec-
tic “interpretations”, some of which lead to the consideration of symplectic mani-
folds other than cotangent bundles. On the other hand, the category of symplectic
manifolds has formal similarities to the categories of linear spaces used in analysis.
[Wei77b]

A.1 Symplectic vector spaces

In this appendix we will be concerned with some basic geometric properties of symplectic
vector spaces.

Suppose that V is a m-dimensional real vector space. A bilinear form ω : V × V → R

induces a map

ω̃ : V → V ∗,

defined by

ω̃(x)(y) = ω(x, y).

Let W ⊂ V be a subspace then the orthogonal with respect to ω is defined as

W⊥ = {x ∈ V ; W ⊂ ker ω̃(x)}.

If V ⊥ = {0} then ω̃ is an isomorphism. In this case ω is called non-degenerate.
A non-degenerate skew-symmetric bilinear form is called a linear symplectic structure

on V . The group of linear endomorphisms that preserve ω is called the group of linear sym-
plectic transformation Sp(V ) or symplectic group. Furthermore, the conformal symplectic
group CSp(V ) consists of those endomorphisms B : V → V

ω(Bv,Bw) = µBω(v, w)

171
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with some µB ∈ R for all v, w ∈ V . We denote by sp(V ) and csp(V ) the Lie algebras
corresponding to Sp(V ) and CSp(V ) respectively.

Since the determinant of skew-symmetric matrices is zero when the dimension is odd
we conclude that the dimension of a symplectic vector space is necessarily even. Therefore,
V also admits a complex structure, i.e. a linear endomorphism J : V → V such that
J2 = − idV . We say that J is compatible with ω if

ω(Jx, Jy) = ω(x, y), ω(x, Jx) ≥ 0

for all x, y ∈ V . Then
gJ(·, ·) = ω(·, J·)

defines a symmetric, positive-definite bilinear form on V . We have

Theorem A.1.1. Every symplectic vector space admits a compatible complex structure.
Furthermore, the collection of ω-compatible complex structures is contractible.

For an ω-compatible J we may also define a hermitian structure by

〈·, ·〉 = gJ(·, ·) + iω(·, ·),

for which 〈Jx, Jy〉 = 〈x, y〉 for any x, y ∈ V . A linear transformation from GL(V ) which
leaves any two of the structures ω, gJ, J on V invariant preserves the third and therefore
preserves the hermitian structure. In terms of the automorphism groups Sp(V ), O(V ),
GL(V, J) of ω, gJ, J this means that the intersection of any two equals U(V ).

A.2 Lagrangian subspaces

There are several distinguished subspaces W ⊂ V in a symplectic vector space (V, ω) which
are characterized by their relation to their symplectic orthogonal W⊥. Before we introduce
some of them, we state the following rules:

Lemma A.2.1. Let A, B ⊂ V be any subspaces of the symplectic vector space (V, ω).
Then

A⊥⊥ = A, dimA⊥ = dimV − dimA,

and
(A+B)⊥ = A⊥ ∩B⊥, (A ∩B)⊥ = A⊥ +B⊥.

Definition A.2.2. We call a subspace W ⊂ V of a symplectic vector space

1. isotropic if it is contained in its orthogonal: W ⊂ W⊥,

2. coisotropic or involutive if W⊥ ⊂ W ,

3. Lagrangian or maximally isotropic if W⊥ = W , in which case dimW = 1
2
dimV ,
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4. symplectic if W +W⊥ = V or equivalently if W ∩W⊥ = {0}.

Example A.2.3. Let E be a real vector space with dual E∗. Then E ⊕ E∗ is symplectic
when endowed with the symplectic structure

ω((x, ξ), (y, η)) = η(x)− ξ(y).

Both E and E∗ are Lagrangian subspaces since the restriction of ω to either space vanishes
and dimE = dimE∗ = 1

2
dim(E ⊕ E∗). In terms of a basis {xj} of E and dual basis {ξj}

of E∗ the form ω can be represented as the matrix

ω =

(
0 1

−1 0

)
.

This shows that if a linear operator T on V is given by the matrix

T =

(
A B
C D

)
,

then T is symplectic if ATC and BTD are symmetric and ATD − CTB = 1. These
conditions in particular are fulfilled if A ∈ GL(E), D = (AT)−1 and B = C = 0, so GL(E)
is isomorphic to a subgroup of Sp(V ). More generally, if K : E → F is an isomorphism
then the association

(x, ξ) 7→ (Kx, (K−1)∗ξ)

defines a linear symplectomorphism between E ⊕ E∗ and F ⊕ F ∗.

Furthermore, the graph of a linear map B : E → E∗ is a Lagrangian subspace of E⊕E∗

iff B is selfadjoint.

Now consider the symplectic vector space V ⊕ V , denoting V ⊕ V endowed with the
symplectic structure ω⊕ (−ω). Let T : V → V be a linear symplectic map, then the graph
of T is a Lagrangian submanifold of V ⊕ V .

It is a fundamental result that Lagrangian subspaces exist at all:

Lemma A.2.4. Any finite-dimensional symplectic vector space contains a Lagrangian sub-
space.

Proof. Suppose we are given a 2n-dimensional symplectic vector space and W ⊂ V any
isotropic subspace (with dimW < n). Since 2n = dimW +dimW⊥, there exists a nonzero
vector w ∈ W⊥/W . Then the subspace W ′ of V spanned by W ∪ {w} is isotropic with
dimW ′ = dimW +1. Therefore it follows, that starting from any isotropic subspace which
is not Lagrangian we can construct isotropic subspaces properly containing the original
space. Starting from any one-dimensional subspace we can iterate this procedure which
has to end up with a Lagrangian subspace because dimV was supposed to finite.
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A pair L, L′ ⊂ V of transverse Lagrangian subspaces define a Lagrangian splitting
of V . In this case ω̃ : V → V ∗ defines an isomorphism L′ ' L∗ which gives a linear
symplectomorphism V ' L⊕L∗ equipped with the canonical symplectic structure defined
in Example A.2.3. If J is an ω-compatible complex structure on V then L⊕ JL defines a
Lagrangian splitting. According to Lemma A.2.4 any symplectic vector space contains a
Lagrangian subspace and this is isomorphic to Rn. So we have

Theorem A.2.5. Every 2n-dimensional symplectic vector space is linearly symplectomor-
phic to (R2n, ω).

Lemma A.2.6. Let V be a symplectic vector space with an ω-compatible complex structure
J and define Tε : V → V by Tε(x) := x+ εJx.

1. If L, L′ are any Lagrangian subspaces of V , then Lε := Tε(L) is a Lagrangian subspace
transversal to L′ for small ε > 0.

2. For any two Lagrangian subspaces L, L′ of V there is a Lagrangian subspace L′′

transverse both to L′ and L.

Proof. We clearly have Tε ∈ csp(V ) with ω(Tε(x), Tε(y)) = (1 + ε2)ω(x, y). Therefore
Lε is a Lagrangian subspace for all ε > 0. Use orthonormal bases1 {vi} and {wi} of L′

and L respectively so that vi = wi, i = 1, . . . , k span the intersection L ∩ L′. Then
{wi + εJwi} form a basis of Lε and L′ and Lε are transversal precisely when the matrix
M := {ω(vi, wj + εJwj)} = {ω(vi, wj) + εgJ(vi, wj)} is non-singular. According to our
choice we have

M =

(
ε1 0
0 A+ εB

)
where A = {ω(vi, wj)}k+1≤i,j≤n and B is some (n− k)× (n− k) matrix. Now let us define
I := span{vi}k+1≤i≤n and W := span{wi}k+1≤i≤n. Then I is isotropic since {vi} is a basis
of the Lagrangian subspace L′. Furthermore I ∩L = {0} and W ⊂ L is complementary to
I⊥ ∩ L so I +W ⊂ I⊥ +W . Therefore W⊥ ∩ I ⊂ I⊥ ∩ L. Thus W⊥ ∩ I ⊂ I ∩ L = {0}.
Also I⊥ ∩W = {0} and therefore I +W is a symplectic subspace of V and therefore the
restriction of ω to I +W is non-singular. This shows that A is non-singular, thus proving
the first part of our Lemma.

By the same method we prove that Lε is transverse to L for small ε

A.3 Symplectic vector bundles

We now consider symplectic manifolds P , that is manifolds endowed with a symplectic
structure, which by definition is a closed, non-degenerate two-form ω on P . Generalizing
the notions from symplectic vector spaces we say that a submanifold C ⊂ P is (co-)isotropic
if each tangent space is (co-)isotropic. In particular, Lagrangian submanifolds are (co-
)isotropic manifolds whose dimension equals 1

2
dimP .

1with respect to the inner product gJ induces by J



A.3. Symplectic vector bundles 175

Since the symplectic form on a 2n-dimensional manifold P defines a smooth family of
linear symplectic forms on the fibers of TP , the frame bundle of P can be reduced to a
principal Sp(n) bundle over P , [KN63, Fri97]. We call any vector bundle with this structure
a symplectic vector bundle.

Theorem A.3.1. Every symplectic vector bundle admits a compatible complex vector bun-
dle structure.

For a proof see [MS98, KN69].
Now a Lagrangian subbundle L of a symplectic vector bundle E is a subbundle L ⊂ E

such that each fiber Lx is a Lagrangian subspace in the fiber Ex. We have

Theorem A.3.2. Let E → M be a symplectic vector bundle and suppose that L and L′

are Lagrangian subbundles such that Lx is transverse to L′x for each x ∈ M . Then there
exists a compatible complex structure J on E such that

JL = L′.

Proof. Let J0 be any complex structure on E. Then both L′ and JL are transverse to
L. So we can construct a symplectomorphism T : L ⊕ L′ → L ⊕ J0L which preserves
L and maps L′ to J0L. Then J = T−1J0T is a compatible complex structure for which
JL = L′

A.3.1 The Lagrangian Grassmannian

Let us denote by Lag(V ) the collection of all Lagrangian subspaces of the symplectic vector
space (V, ω) and define a natural action of Sp(V ) on Lag(V ) by

j : Sp(V )× Lag(V )→ Lag(V ), j(T, L) := jL(T ) := T (L).

This action is characterized by [dG97]):

Lemma A.3.3. The unitary group U(V ) associated with an ω-compatible complex structure
J acts transitively on Lag(V ).

Proof. Let L1 and L2 be two Lagrangian subspaces of V . Then L1 ⊕ JL1 and L2 ⊕ JL2

define Lagrangian splittings of V . Now let K : V → V be an orthogonal transformation
such that K(L1) = L2. Then, since gJ(Li, JLi) = 0, the transformation may be chosen
such that K(JL1) = JL2. Thus by a calculation we see that K ∈ Sp(V ), therefore

K ∈ Sp(V ) ∩O(V ) = U(V ).

It will be important to have
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Proposition A.3.4. The fundamental group of U(n) is isomorphic to Z and the determi-
nant map det : U(n)→ S1 induces an isomorphism of fundamental groups.

Proof. The determinant map det : U(n) → S1 is a fibration [BT82, Bre93]. Therefore we
have an associated homotopy sequence

· · · → π1(SU(n))→ π1(U(n))→ π1(S
1)→ π0(SU(n))→ · · · ,

see [BT82, Ste51], where π0 denotes the set of all path components. This shows that

π1(U(n)) ' π1(S
1) ' Z.

According to the proof of Lemma A.3.3 the stabilizer of a fixed element L ∈ Lag(V )
is obviously isomorphic to O(n) and we have a (non-canonical) identification of the La-
grangian Grassmannian Lag(V ) with U(n)/O(n): we consider the mapping det2 : U(n)→
S1, which maps O(n)→ {1} and therefore gives a well defined map

det2 : U(n)/O(n)→ S1.

Let S(U(n)/O(n)) := (det2)−1(1) on which SU(n) acts transitively with isotropy group
SO(n). Thus we have a fibration of U(n)/O(n) where the fiber over each point is diffeo-
morphic to SU(n)/ SO(n). Since SU(n) is simply connected and SO(n) is connected also
the quotient SU(n)/ SO(n) is simply connected. Therefore the exact sequence in homotopy
associated to the fibering shows that

π1(Lag(V )) ' Z ' π1(S
1).

We claim that the above isomorphism does not depend on the choice of the complex
structure or on the choice of the Lagrangian plane L. By using the fact that the set
of ω-compatible complex structures is contractible and the connectedness of the unitary
group which acts transitively on Lag(V ), we can construct a null-homotopy, which leaves
π1(Lag(V )) invariant [Mun00, GH81], thus showing the claimed independence.

Now we pass to homology by using the Hurewicz isomorphism [Bre93]. We have that

π1(Lag(V )) ' H1(Lag(V ),Z)

and by the universal coefficient theorem

H1(Lag(V ),Z) ' H1(Lag(V ),Z).

Now consider the canonical generator

dz

2π i z

of H1(S1,Z), which we pull back

(det2)∗
dz

2π i z
to obtain a generator of H1(Lag(V ),Z), which is called the universal Maslov class. We
will enlighten the geometrical meaning of this class in the subsequent discussion.
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A.3.2 The universal covering space of Lag(V )

We again choose a complex structure on V and thus can identify V ' Cn. Any Lagrangian
subspace is then given as X = ARn for some A ∈ U(n) and

ARn = BRn ⇔ AA
−1

= BB
−1

since we also have ARn = BRn. Thus we have a well-defined map

v : Lag(V )→ U(n), v(X) = AA
−1
,

if X = ARn, which obviously has the covariance property

v(BX) = Bv(X)B
−1
.

If Cn 3 z = Ar then r ∈ Rn iff z = AA
−1
z. Therefore we have that

z ∈ X iff z = v(X)z.

If X ∩ Y 6= {0} then the equations

z = v(X)z and z = v(Y )z

have a non-trivial solution, such that v(X) − v(Y ) is not invertible. Conversely, let us

assume that X = R
n and Y = ARn for some A ∈ U(n). Now let 1 − AA

−1
be non-

invertible such that there is u ∈ Cn with that u = AA
−1
u and u = AA

−1
u such that we

can find a real solution. We have proved

Lemma A.3.5. X and Y are transversal iff v(X)− v(Y ) is invertible.

Now define Ũ(n) to be the set of all pairs

{(A,ϕ); A ∈ U(n), ϕ ∈ R such that detA = eiϕ},

which is made into a group by declaring the multiplication as

(A,ϕ) · (A′, ϕ′) = (AA′, ϕ+ ϕ′).

Furthermore, Ũ(n) is a covering group of U(n) with projection (A,ϕ) 7→ A. We have an
isomorphism

SU(n)×R→ Ũ(n), (B,ψ) 7→ (B eiψ, nψ),

and since SU(n) is simply connected it follows that Ũ(n) is the universal covering group
of U(n) and it is immediate that π1(U(n)) = Z. This also implies that the fundamental
group of Sp(V ) is Z, see [GS90, dG97].

Denote by L̃ag(V ) the set of pairs

(X, θ), X ∈ Lag(V ), θ ∈ R such that det v(X) = ei θ .
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Now Z acts on Lag(V ) by

k(X, θ) = (X, θ + 2kπ), k ∈ Z,

and Lag(V ) = L̃ag(V )/Z, making L̃ag(V ) into a covering space of Lag(V ). In addition,
Ũ(n) acts on this covering space by

(A,ϕ)(X, θ) = (AX, θ + 2ϕ),

which is easily seen to be transitive and well-defined because of the covariance property of
v(X). Now the isotropy subgroup of (Rn, 0) ∈ L̃ag(V ) consists of all (A, 0) with

A = A, detA = 1,

that is A ∈ SO(n) and it follows that

L̃ag(V ) = Ũ(n)/ SO(n),

which is simply connected since Ũ(n) is simply connected and SO(n) is connected. Thus
we have

Lemma A.3.6. L̃ag(V ) is the universal covering space of Lag(V ).

Now let γ̃ be a lift to L̃ag(V ) of a curve γ in Lag(V ), such that γ̃(0) = (X, θ) and
γ̃(1) = (X, θ + 2π) such that ∫

γ

(det2)∗
dz

2π i z
= 1.

This is the simplest example for the Maslov index, i.e. the Maslov class evaluated on a
curve on L̃ag(V )

A.3.3 The Maslov index

Let u = (X, θ) and u′ = (X ′, θ′) be two elements in L̃ag(V ). We say that u and u′ are
transversal if this is true for X and X ′ in Lag(V ). Now the Maslov index m(u, u′) is

associated with a pair (u, u′) of transverse elements in L̃ag(V ). Recall that by the spectral
theorem the logarithm of some A ∈ GL(n,C) is well-defined unless A has an eigenvalue on
the negative real axis. We have

exp(log(A)) = A, exptr(log(A)) = detA, logA−1 = − logA,

if logA is defined. Now define

m(u, u′) :=
1

2π

(
θ − θ′ + i tr log(−v(X)v(X ′)−1)

)
, (A.3.1)

which is well defined since for transverse Lagrangian planes X and X ′ we know that
v(X) − v(X ′) = (v(X)v(X ′)−1 − 1)v(X ′) is invertible and therefore −v(X)v(X ′)−1 does
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not have the eigenvalue −1 and consequently no eigenvalue on the negative real axis, since
it is unitary by definition. Then

e2π im(u,u′) = (−1)n = einπ

which implies

m(u, u′) ∈

{
Z n even

Z+ 1
2

n odd
.

Furthermore, we have
m(ku, k′u′) = k − k′ +m(u, u′)

for k, k′ ∈ Z. Since Sp(V ) is connected2, the action of Sp(V ) on Lag(V ) may be lifted in a

unique way to an action of the universal covering S̃p(V ) of Sp(V ) on L̃ag(V ) by the lifting
lemma [Mun00, GH81]. If u and u′ are transverse then so are ãu and ãu′ for all ã ∈ S̃p(V ).
Therefore the map

ã 7→ m(ãu, ãu′)

is well-defined, continuous and takes values in a discrete set. It therefore has to be constant,
i.e.

m(u, u′) = m(ãu, ãu′)

for all ã ∈ S̃p(V ). By definition we have

m(u, u′) +m(u′, u) = 0.

Now let X, X ′ and X ′′ be three transversal Lagrangian subspaces. These then define
a quadratic form on X as follows: there is a symplectomorphism V → X ⊕X∗ that sends
X ′′ 7→ 0 ⊕ X∗ and X ′ to the graph of a selfadjoint map T : L → L∗, whose associated
quadratic form we denote by QT . Then define

ind(X,X ′, X ′′) := indQT

which is a symplectic invariant, i.e.

ind(aX, aX ′, aX ′′) = ind(X,X ′, X ′′)

for any a ∈ Sp(V ).
Such an invariant does not exist for pairs of Lagrangian planes since the symplec-

tic group acts transitively on pairs of transversal Lagrangian subspaces. Now let u =
(X, θ), u′ = (X ′, θ′) and u′′ = (X ′′, θ′′) be the points in L̃ag(V ) over X, X ′ and X ′′,
respectively. Then we have the Leray formula [Ler74]

m(u, u′) +m(u′, u′′) +m(u′′, u) = ind(X,X ′, X ′′).

2Which follows from the fact that U(n), being a maximal compact subgroup of Sp(V ), is a deformation
retract of Sp(V ).



180 APPENDIX A. Elements of symplectic geometry

Now we can explain the relationship between the Maslov class and the Maslov index: let
Y be a fixed Lagrangian subspace and X(t), 0 ≤ t ≤ 1, a curve of Lagrangian planes such

that X(0) and X(1) both are transversal to Y . Let Ỹ ∈ L̃ag(V ) be above Y and u(t) a

covering of X(t) in L̃ag(V ). Then

l = m(Ỹ , u(1))−m(Ỹ , u(0))

is independent of the lifts chosen. Now the function m(Ỹ , u(·)) is well-defined as long as
u(·) is transversal to Ỹ . Suppose we have an isolated point s ∈ [0, 1] such that u(s) is not
transversal to Ỹ . Then let us choose a sufficiently small neighbourhood (s−ε, s+ε) of s and
a Lagrangian subspace Z which is transverse both to Y and X(t) for all t ∈ (s− ε, s+ ε),
which exists according to Lemma A.2.6. Thus we have

ind(Z, Y,X(t′′))− ind(Z, Y,X(t′)) =

m(Ỹ , u(t′′))−m(Ỹ , u(t′))−
(
m(Z̃, u(t′′))−m(Z̃, u(t′))

)
for s − ε < t′ < s < t′′ < s + ε. However, since m(Z̃, u(·)) is continuous, we must have
m(Z̃, u(t′)) = m(Z̃, u(t′′)) and therefore

ind(Z, Y,X(t′′))− ind(Z, Y,X(t′)) = m(Ỹ , u(t′′))−m(Ỹ , u(t′)).

Now suppose that X(1) = X(0). Then

u(1) = lu(0)

and consequently

l =

∫
(det2)∗

dz

2π i z
.

Let Λ be a Lagrangian submanifold of V , such that we may identify TλΛ with a La-
grangian subspace of V and TλV with V . Then any curve γ on Λ gives rise to a curve
of Lagrangian subspaces Tγ(t)Λ ⊂ V . If γ is closed then by the above technique we may
associate an integer to γ. Therefore, we have defined an element of H1(Λ,Z).

Now assume that M is a differentiable manifold whose cotangent bundle T∗M is a
symplectic manifold, which has a canonical Lagrangian subbundle VM. By choosing a
Riemannian metric on M we may identify Lag(T∗M), the bundle of Lagrangian subspace
of T(T∗M), with U(n)/O(n) fiberwise. If Λ is a Lagrangian submanifold of T∗M , then
again any (closed) curve γ on Λ determines a curve on Lag(T∗M) and we can define an
element in H1(Λ,Z) as above, which assigns an integer to γ. In particular, since all possible
choices of Riemannian metrics may be continuously deformed into each other, the class in
H1(Λ,Z) is independent of the particular choice.
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A.3.4 The cross index

In this section we want to give a definition of the Maslov class following Hörmander. To
this end we associate an integer σ(A,B,C,D) to a quadruplet A, B, C, D, of Lagrangian
subspaces with

C ∩ A = {0} = C ∩B

and

D ∩ A = {0} = D ∩B.

Define the isotropic subspace,

R = A ∩B,

whose symplectic orthogonal is coisotropic and therefore reducible, i.e. we have a well
defined reduction map ρ : R⊥ → R⊥/R. Then the images ρ(A) and ρ(B) in R⊥/R are
transversal Lagrangian subspaces. Now since C and D are both transversal to A and B,
ρ(C) and ρ(D) determine non-singular quadratic forms QC and QD on ρ(B). Let

σ(A,B,C,D) := ind(A,B,C)− ind(A,B,D),

from which we immediately have that

σ(A,B,C,D) = −σ(A,B,D,C)

and

σ(A,B,C,D) + σ(A,B,D,E) + σ(A,B,E,C) = 0. (A.3.2)

We shall now prove that σ(A,B,C,D) is locally constant. To this end we given an alter-
native description. We have that both C and D are contained in LagA

3. Since LagA is
diffeomorphic to the set of quadratic forms (see also [Dui96]) we conclude that we may
choose a curve γCD ⊂ LagA joining C and D, and any two such curves are homotopic. Sim-
ilarly, up to homotopy there is a unique curve γDC ⊂ LagB joining D to C in LagB. This
defines a closed curve γCDC in Lag(V ) which is unique up to some element of π1(Lag(V )).

Lemma A.3.7. We have

(A,B,C,D) =

∫
γCDC

(det2)∗
dz

2π i z
. (A.3.3)

Furthermore, the function A,B,C,D 7→ σ(A,B,C,D) is locally constant.

Proposition A.3.8. The symbol (A,B,C,D) satisfies

(A,B,C,D) = −(C,D,A,B). (A.3.4)

3Denoting the set of Lagrangian subspaces transversal to A.
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Now let E → N be a symplectic vector bundle. Then we have a fiber bundle Lag(E)→
N , where Lag(E)n consists of all Lagrangian subspaces of En. Suppose we are given two
sections A and B of Lag(E). Locally we can always find sections C and D (defined on UC
and UD respectively) transversal both to A and B and we define a Čech one-cocycle

L(UC , UD) = (A,B,C,D).

It clearly is continuous and integer valued and therefore defines a Čech cochain, and it is
a cocycle because of equation (A.3.2). We denote the corresponding cohomology class by
α(E;A,B).

We compute the cohomology class for the following situation: Let V be a symplectic
vector space and N = Lag(V ) the Lagrangian Grassmannian. Define a symplectic vector
bundle E → N as the tautologous vector bundle assigning to any point V a copy of V .
Then Lag(E) has a canonical section B defined as B(n) = n. Now let A be a constant
section of E4. We the obtain an element α(A,B) for which the following result holds

Proposition A.3.9 (Hörmander). The class α(A,B) coincides with the fundamental
generating class of H1(Lag(V )).

As above let E → N be a symplectic vector bundle and A and B sections of Lag(E).
Let {Ui} be a contractible open cover of N . Let us recall shortly again how α(A,B) was
defined: we choose section

CUi
: Ui → Lag(E)

transversal to A and B. The Čech cocycle defining α(A,B) has the value

L(Ui, Uj) = (A,B,CUi
, CUj

)

on the pair of open sets (Ui, Uj). Let us set

τ(Ui, Uj) = e
i π
2

L(Ui,Uj),

which we can regard as transition functions for a line bundle on N , which is called the
Maslov line bundle associated to (E,A,B).

A.4 Lagrangian submanifolds and coisotropic reduc-

tion

Let us first introduce the objects we will be concerned with: we consider the class of all
smooth, finite-dimensional symplectic manifolds. Given two objects (X,ωX) and (Y, ωY )
we define their product as the symplectic manifold (X × Y, π∗XωX + π∗Y ωY ), where πX , πY
denote the cartesian projections of X×Y onto the respective factors. The symplectic dual
of an object (X,ωX) then is (X,−ωX).

We have the following easy statement:

4A constant section may in the present setting be considered as a pull back of a section Lag(V )→ point.
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Lemma A.4.1. A diffeomorphism f : X → Y between two symplectic manifolds is a
symplectomorphism, i.e. f ∗ωY = ωX , iff its graph is a Lagrangian submanifold of the
product Y ×X, where we denote by X the symplectic dual of X.

We now want to describe several operations on immersed Lagrangian submanifolds.
However, we first have to discuss some geometric constructions. To this end we start
with a closed two-form ω′ on a smooth manifold M which has constant rank and is not
necessarily non-degenerate. In this case (X,ω′) is called a pre-symplectic manifold and we
have a subbundle (TM)⊥ whose fiber at x ∈ X is given by (TxM)⊥ which is called the
characteristic subbundle.

Proposition A.4.2. The characteristic subbundle of a presymplectic manifold (X,ω′) is
integrable.

Proof. Clearly, (TM)⊥ is a subbundle, since ω′ is supposed to have constant rank. Now,
since ı[X,Y ] = [LX , ıY ], see e.g. [KN63], we have

ı[X,Y ]ω
′ = LX(ıY ω

′)− ıY LXω.

So if Y ∈ (TM)⊥ then the first term on the right hand side vanishes and if X ∈ (TM)⊥

then by using Cartan’s formula [KN63] we see that [X, Y ] ∈ (TM)⊥ and the vector fields
of (TM)⊥ form a Lie algebra. By Frobenius’ theorem [Ste64] we have that (TM)⊥ is an
integrable distribution.

The foliation M⊥ defined by (TM)⊥ is called the characteristic foliation of M . If the
quotient M/M⊥ is a smooth manifold, we call M reducible. Then ω′ induces a symplectic
structure on M/M⊥ which is a reduced (symplectic) manifold.

As a special case consider a coisotropic submanifold C ⊂ M of a symplectic manifold,
i.e. for m ∈ C

{v ∈ TmM ; ω(v, w) = 0 for all w ∈ TmC} = (TmC)⊥ ⊂ TmC.

Then ω′ := i∗ω, where i : C ↪→ M is the natural inclusion, is a presymplectic structure
and kerω′ = (TC)⊥.

Example A.4.3. Let H : M → R be a smooth function having C as a regular level set, i.e.
C is a submanifold of codimension one in M (a hypersurface) and therefore a coisotropic
submanifold. Then the Hamiltonian vector field XH generated by H is tangential to the
characteristic distribution since XHH = 0 and since dim(TC)⊥ = dimM − dimC = 1, we
see that the Hamiltonian vector field generates the characteristic distribution.

Reducible coisotropic submanifolds define certain operations on immersed Lagrangian
submanifolds, as we shall see shortly. Let us first set up
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Definition A.4.4. Let two maps i : N → V and j : M → V be given. Then the fiber
product of these is defined to be the subset

N ×V M = (i× j)−1∆V

of N×M , where ∆V denotes the diagonal in V ×V . This is also described by the following
commutative diagram

N ×V M M

N V

//
rM

��
� �
� �
� �
� �
� �
�

rN

��
� �
� �
� �
� �
� �
�

j

//

i

where rN , rM denote the restrictions of the cartesian product to the respective factors.

Definition A.4.5. Let N, M, V be smooth manifolds, then two maps i : N → V and
j : M → V are said to intersect cleanly if their fiber product N ×V M is a submanifold of
N ×M and

i∗TN ∩ j∗TM = (j ◦ rM)∗T(N ×V M).

Furthermore, we will say that i : N → V intersects a submanifold W ⊂ V cleanly if i and
the inclusion W ↪→ V intersect cleanly.

To enlighten these definitions we give some examples:

Example A.4.6. Let the product i× j of the two maps be transversal to the diagonal ∆V

in V × V then clearly N ×V M is a submanifold since

T(i×j)(n,m)∆V + ((i× j)∗(N ×M))(i×j)(n,m) = T(i×j)(n,m)(V × V )

for all (n,m) ∈ N ×M . In particular, the above situation occurs if j is a submersion and
i is any smooth map.

Example A.4.7. Let i : N → V and j : M → V be any smooth maps whose fiber
product is a smooth submanifold of N×M . Then for any tangent vector (v, w) of N×V M
the vector (i × j)∗(v, w) is tangent to ∆V with i∗v = j∗w. Since rM∗(v, w) = w we have
that rM∗(v, w) = 0 iff w = 0, in which case j∗w = i∗v = 0. Thus, if i is an immersion then
also rM is an immersion.

In particular, if i and j are immersions whose intersection is clean then rM and rN are
immersions.

We give a description of clean intersections in local coordinates due to [Hör85a]. First,
recall that two smooth submanifolds M and N of a manifold P are said to intersect
transversally at m0 ∈ M ∩ N if TmM + TmN = TmP when m = m0. This is of course
equivalent to the statement that the corresponding conormal bundles intersect trivially,
i.e. (CM)m ∩ (CN)m = {0}. Now let M be locally defined by f1 = . . . = fk = 0 where the
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differentials df1, . . . , dfk are linearly independent at m0 and similarly let N be defined
by g1 = · · · = gl = 0. Then df1, . . . , dfk, dg1, . . . , dgl are all linearly independent at m0.
Thus the intersection M ∩ N defined by f1 = · · · = fk = g1 = · · · = gl = 0 is a smooth
submanifold in a neighbourhood of m0, in particular

codim(M ∩N) = codim(M) + codim(N)

and
Tm(M ∩N) = TmM ∩ TmN, m ∈M ∩N. (A.4.1)

The intersection can be a submanifold even if it is not transversal. So in general we have

codimM + codimN = codim(M ∩N) + codim(M +N), (A.4.2)

where e := codim(M +N) is called the excess of the intersection.

Proposition A.4.8. Let M, N and M∩N be smooth submanifolds of a smooth manifold P
and assume that (A.4.1) holds. For any m0 ∈M ∩N one can then choose local coordinates
such that M and N are defined by linear equations in their local coordinates. Therefore,
(A.4.2) is valid with some integer e ≥ 0, which vanishes precisely when the intersection is
transversal.

For a proof we refer to [Hör85a].
If C is a coisotropic submanifold and L an immersed Lagrangian submanifold, then we

say that (C,L) forms a reducible pair if C is reducible and C and L intersect cleanly.
Let P and Q be symplectic manifolds, and L a Lagrangian submanifold of Q, then P×L

is a coisotropic submanifold of P ×Q whose characteristic foliation consists of leaves of the
form {p} × L for p ∈ P , since the symplectic form on P is non-degenerate by assumption.
Therefore, P ×L is reducible and the reduction coincides with the restriction P ×L→ P .
As a special case, we have that R × ∆Q × P is a reducible coisotropic submanifold of
R×Q×Q× P , where ∆Q denotes the diagonal in Q×Q. Let L1 be a canonical relation
from P to Q and L2 a canonical relation from Q to R. The product L2 × L1 then is
an immersed Lagrangian submanifold of R × Q × Q × P and we call L2 × L1 clean, if
(R×∆Q×P ,L2×L1) is a reducible pair, i.e. if R×∆Q×P and L2×L1 as submanifolds
of R×Q×Q× P intersect cleanly.

Proposition A.4.9. If L2×L1 is clean, then L2 ◦L1 is an immersed Lagrangian subman-
ifold of R× P , i.e. L2 ◦ L1 ∈ Mor(P,R) is a canonical relation.

The proof of the above proposition is based on the following facts:

Lemma A.4.10. Let V be a symplectic vector space and L, C ⊂ V a Lagrangian and a
coisotropic subspace, respectively. Then

LC = L ∩ C + C⊥

is a Lagrangian subspace of V contained in C, and

LC := (L ∩ C)/(L ∩ C⊥)

is a Lagrangian subspace of C/C⊥.
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Proof. Since (LC)⊥ = (L + C⊥) ∩ C and C⊥ ⊂ C the first assertion follows immediately.
Furthermore, since LC = LC/C⊥ we have

L⊥C = (LC)⊥/C⊥ = LC/C⊥.

A pointwise application of this result gives

Theorem A.4.11. Let (C,L) be a reducible pair in a symplectic manifold P . Then

LC := L ∩ C + C⊥

is an immersed Lagrangian submanifold of C/C⊥ and

LC := (L ∩ C)/(L ∩ C⊥).

is an immersed Lagrangian submanifold of P .

Now to the

Proof of Proposition A.4.9. We want to apply Theorem A.4.11 to C = R × ∆Q × P and
L = L2×L1 as well defined coisotropic resp. immersed Lagrangian submanifolds of R×Q×
Q× P . By assumption, these form a reducible pair such that LC and LC are well-defined
Lagrangians. Now the composition is defined as

L2 ◦ L1 = {(r, p) ∈ R× P ; (r, q) ∈ L2 and (q, p) ∈ L2 for some q ∈ Q},

which is the projection of L ∩ C onto R × P . On the other hand C/C⊥ = R × P and
therefore

L2 ◦ L1 = (L ∩ C)/C⊥ = LC ,

which according to Theorem A.4.11 is an immersed Lagrangian submanifold of C/C⊥ =
R× P .

A.5 Complex symplectic vector spaces

So war we have only been concerned with real vector spaces carrying a symplectic structure.
We will also need the analogous structures for complex vector spaces and their Lagrangian
subspaces. We briefly provide some notions taken from [Sch01, Hör85a, Fol89], see also
[CdS01, Mei94, HZ94, WC84].

Let V be a complex vector space together with an anti-symmetric non-degenerate bi-
linear form ω, i.e. a symplectic structure. The notions of Definition A.2.2 immediately
carry over to complex subspaces of a symplectic vector space. Since we will be particularly
interested in Lagrangian subspaces we give
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Definition A.5.1. The set of all Lagrangian planes in the complexification V C of a sym-
plectic vector space V is denoted by Lag(V C). A Lagrangian plane L ∈ Lag(V C) is called
positive if

iω(l, l) ≥ 0

for all l ∈ L, and totally real if
iω(l, l) = 0

for all l ∈ L. We will denote the set of all positive Lagrangian planes in V C by Lag+(V C).

If L0 is a totally real Lagrangian plane in V C we denote by Lag+
L0

(V C) the set of all
positive Lagrangian planes transversal to L0, i.e.

Lag+
L0

(V C) = {L ∈ Lag+(V C); L ∩ L0 = {0}}.

By choosing symplectic coordinates (x, ξ) in V C such that L0 is represented by x = 0 any
L ∈ Lag+

L0
(V C) can be written as the graph of a linear map B : Cn → C

n,

Lag+
L0

(V C) 3 L = {(x,Bx); x ∈ Cd}. (A.5.1)

Then L being Lagrangian means that

0 = ω((x,Bx), (y,By)) = 〈x,By〉 − 〈Bx, y〉

for all x, y ∈ Cn. Thus B is symmetric and the positivity of L implies

iω((x,Bx), (x,Bx)) = i
(
〈Bx, x〉 − 〈x,Bx〉

)
= 2〈x,=Bx〉 ≥ 0,

which means that =B is positive. Thus, the space Lag+
L0

(V C) is isomorphic to the space
of all symmetric matrices in Mn(C) whose imaginary part is positive.

Definition A.5.2. The set of symmetric matrices in Mn(C) with =B > 0 is called the
Siegel upper half-space Σn.

The symplectic group Sp(V ) acts on Lag(V ). By linearity this action can be extended
to an action of Sp(V ) on Lag(V C); in particular, this induces an action on Lag+(V C).
We want to transfer this action to the Siegel upper half-plane; to this end assume that
LB ∈ Lag+

L0
(V C) is defined by B ∈ Σn according to (A.5.1). If S ∈ Sp(V ) we are looking

for S[B] ∈ Σn such that
SLB = LS[B],

which can be calculated as

S[B] = (S22B + S21)(S12B + S11)
−1, (A.5.2)

if we write S =

(
S11 S12

S21 S22

)
. This indeed is well-defined and gives a group action of Sp(V )

in Σn. We have [Fol89]
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Theorem A.5.3. (i) If B ∈ Σn and S ∈ Sp(V ) then S[B] ∈ Σn.

(ii) For any B1, B2 ∈ Σn there is S ∈ Sp(V ) such that S[B1] = B2, i.e. Sp(V ) acts
transitively on Σn.

(iii) The stabilizer of i1n ∈ Σn in Sp(V ) is given by Sp(V ) ∩O(V )

Thus we have that Σn ' Sp(V )/(Sp(V ) ∩O(V )). Now a (totally) complex Lagrangian
plane determines a complex structure on V compatible with ω, see e.g. [Woo97].

Proposition A.5.4. Denote by JL the complex structure on V determined by L, by gL the
induced metric and by hL the corresponding hermitian form. We have for any S ∈ Sp(V )
that

JSL = SJLS
−1, hSL = (S−1)∗hLS

−1.

Since gL is the real part of hL this immediately gives

gSL = (S−1)∗gLS
−1.

If we have chosen symplectic coordinates in V C such that L is represented by (A.5.1), then

JL =

(
−(=B)−1<B (=B)−1

−(=B + <B(=B)−1<B) <B(=B)−1

)
and

gL =

(
=B + <B(=B)−1<B −<B(=B)−1

−(=B)−1<B (=B)−1

)
. (A.5.3)

Furthermore, gL ∈ Sp(V ) and det gL = 1.

Now let H ∈ C∞(T∗
R
d,R) be a Hamiltonian function and consider the linearized flow

Sz(t) : Tz(0)(T
∗
R
d)→ Tz(t)(T

∗
R
d) (A.5.4)

about a trajectory z(t) corresponding to the flow generated by H. Then

d

dt
Sz(t) = JH ′′(z(t))Sz(t), (A.5.5)

where J =

(
0 1

−1 0

)
. Since S(t) is a symplectic map, we have an action S(t)[B] = B(t)

on the Siegel upper half plane. A direct calculation, see e.g. [Sch01], gives

Ḃ(t) = −H ′′
x,ξB −H ′′

x,x −BH ′′
ξ,ξB −BH ′′

ξ,x.

If we define the multiplier

m(S(t), B) :=
√

det(S(t)12B + S(t)22), (A.5.6)

then the above equations can be used to show that

d

dt
log m(S(t), B) = −1

2
tr(H ′′

ξ,x +H ′′
ξ,ξB) = −1

2
tr((Ṡ(t)12B + Ṡ(t)11)(S(t)12B + S(t)22)).



Appendix B

The moment map and Lie algebra
cohomology

B.1 Lie algebra cohomology

In this Section we will briefly specify the Lie algebras that we will be concerned with in
the following, on a algebraic level. To this end let g be a Lie algebra and V a g-module.
Let Λk(g, V ) be the antisymmetric k-linear maps g→ V . We define the operator

δ : Λk(g, V )→ Λk+1(g, V )

by

δf(ξ0, . . . , ξk) =
k∑
i=0

(−1)iξif(ξ0, . . . , ξi−1, ξi+1, . . . , ξk)

+
k∑

i,j=1
i<j

(−1)i+jf([ξi, ξj], ξ0, . . . , ξi−1, ξi+1, . . . , ξj−1, ξj+1, . . . , ξk).

(B.1.1)

For k = 0, f is an element of V and the last term does not occur so

δf(ξ) = ξf.

For k = 1, f is a linear map from g to V and

δf(ξ0, ξ1) = ξ0f(ξ1)− ξ1f(ξ0)− f([ξ0, ξ1]),

whereas for k = 2 we have

δf(ξ0, ξ1, ξ2) = ξ0f(ξ1, ξ2)− ξ1f(ξ0, ξ2) + ξ2f(ξ0, ξ1)

− f([ξ0, ξ1], ξ2) + f([ξ0, ξ2], ξ1)− f([ξ1, ξ2], ξ0).

189
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Note, that if V is a trivial g-module, then the first terms in (B.1.1) disappears. As a direct
calculation shows that δ2 = 0. Let us then define

ker δ ∩ Λk(g, V ) =: Zk(g, V ), and Bk(g, V ) := δ(Λk−1(g, V )).

The cohomology groups (see, e.g. [GH87, Hir78, Dol72]) of the above complex are

Hk(g, V ) := Zk(g, V )/Bk(g, V ).

In the following we will always suppose that the Lie algebras under consideration are finite
dimensional. The significance of the first cohomology group is expressed in

Proposition B.1.1. A Lie algebra g has the property that H1(g, V ) = {0} for all V iff
every representation of g is completely reducible.

In fact the assumptions of the above proposition have important consequences; in partic-
ular:

Proposition B.1.2. Any Lie algebra satisfying the hypotheses of Proposition B.1.1 has
H2(g, V ) = {0}.

We will be concerned with a special type of Lie algebras:

Definition B.1.3. A Lie algebra g is called semisimple if it contains no commutative
ideals.

Recall that a Lie group is called semisimple if it has no abelian connected normal subgroup
other than {e}.

The following is a criterion for semisimplicity

Proposition B.1.4 (Cartan). If g is a semisimple Lie algebra over a field with charac-
teristic zero and (ρ, V ) is a one-to-one finite-dimensional representation of g then the trace
form

bρ(ξ, η) := tr ρ(ξ)ρ(η)

is nondegenerate. If the trace form of the adjoint representation of a Lie algebra g, called
the Killing form, is nondegenerate, then g is semisimple.

Semisimple Lie algebras are particularly interesting since

Theorem B.1.5. A Lie algebra g is semisimple if and only if the cohomology groups with
values in a trivial g module are trivial, i.e. H1(g) = H2(g) = {0}.
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B.2 Symplectic homogeneous spaces

In this Section we are interested in homogeneous1 G spaces, where G is a Lie group with
semisimple Lie algebra g. Our discussion will use results given in [GS84] and also [MR94,
AMR88, AM78, Lan98a].

Let the Lie group G act on a manifold M . Since we may identify the left-invariant
vector fields on G with the Lie algebra g we also have an identification of left-invariant
q-forms on G with the exterior algebra Λq(g∗), where g∗ denotes the dual of g. Since the
exterior derivative d commutes with pull-backs [Fra97, KN63, Ste64] we have an induced
linear map

δ : Λq(g∗) −→ Λq+1(g∗).

Let us calculate δω for ω ∈ Λ1(g∗): If ξ is an invariant vector field then ıξω is constant,
thus

Lξω = ıξ dω + dıξω = ıξ dω,

and for any invariant vector field η clearly ıηω is constant, which implies

0 = Lξω(η) = (ıξ dω)(η) + ω([ξ, η]) = dω(ξ ∧ η) + ω([ξ, η]).

So we obtain
δω(ξ ∧ η) = −ω([ξ, η])

for ω ∈ Λ1(g∗). If ω ∈ Λ2(g∗) and ξ, η and ζ are in g, we can apply the same argument to
0 = Lξω(η ∧ ζ), and use the above formula to conclude that

δω(ξ ∧ η ∧ ζ) = −ω([ξ, η] ∧ ζ)− ω([η, ζ] ∧ ξ)− ω([ζ, ξ] ∧ η).

This allows for an inductive calculation of δ and explicitly shows that δ2 = 0. As usual we
define

Bk(g) := δ(Λk−1(g∗)) and Zk(g) := ker δ ⊂ Λk(g∗).

We also have the corresponding cohomology groups

Hk(g) := Zk(g)/Bk(g).

Since for compact G the averaging over the groups allows us to replace differential forms
by left-invariant ones, in this case Hk(g) is the kth de Rham cohomology group of G over
the reals. This need not to be true for non-compact G.

Why we are particularly interested in H1(g) and H2(g) will become clear if we consider
the following situation: Let (M,ω) be a symplectic manifold and denote by C∞(M) the
space of smooth functions on M and by ΞH(M) the space of all Hamiltonian vector fields on
M . Of course we have a linear map from C∞(M) to ΞH(M), C∞(M) 3 H 7→ XH ∈ ΞH(M)
defined by

dH = ıXH
ω.

1i.e. transitive
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If M is connected, the kernel of this map consists of the constant functions on M resulting
in the exact sequence

0→ R→ C∞(M)→ ΞH(M)→ 0

of Lie algebras. Since d{H1, H2} = ıX{H1,H2}
ω the above maps are also homomorphisms

of Lie algebras, where R is thought of as the trivial Lie algebra, and R → C∞(M) is the
injection of R into C∞(M) as the constant functions. Furthermore, R is the center of the
Lie algebra C∞(M) and therefore C∞(M) is a central extension of ΞH(M).

More generally, we consider the exact sequence of Lie algebras

0→ R→ f
ρ→ h→ 0, [R, f ] = 0, (B.2.1)

i.e. the central extension f of h by R. Suppose, we are given a homomorphism κ : g→ h.
Then we ask if there is a Lie-algebra homomorphism λ : g → f such that κ = ρ ◦ λ. To
this end consider the diagram

0 R f h 0

g

// // //
ρ

//
__??????????

λ
OO

κ .

Since g is a finite-dimensional vector space and f is a vector space, we can find a linear
map µ : g→ f such that ρ ◦ µ = κ simply by defining µ for basis elements of g. Since κ is
a Lie algebra homomorphism there is c ∈ Λ2(g∗) defined through

c(ξ, η) := µ([ξ, η])− [µ(ξ), µ(η)],

and a direct calculation shows that δc = 0. Furthermore, c defines an cohomology class [c]
since it is independent of the particular choice of µ. This leads to

Proposition B.2.1. Given a central extension (B.2.1) and a homomorphism κ : g → h,
there is a well-defined cohomology class [c] ∈ H2(g) that measures the obstruction to the
possibility of finding a Lie-algebra homomorphism λ : g→ f covering κ.

Such a λ exists iff [c] = 0, and in that case the possible choices for λ are parameterized
by H1(g). In particular, if H2(g) = {0} then a homomorphism λ always exists, and if
H1(g) = {0} it is unique.

Semisimple Lie algebras always have H2(g) = H1(g) = {0}, see Theorem B.1.5. Since
left multiplication commutes with right multiplication, right multiplication defines a rep-
resentation of G on Λq(g∗), which we denote by Ad#. If G acts on M for each g ∈ G and
m ∈M we obtain maps ψm : G→M and φg : M →M defined by

ψm(g) := gm and φg(m) = gm.

Now let Ω be an invariant q-form, i.e. φ∗gΩ = Ω for all g ∈ G. Then we have
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Proposition B.2.2. An invariant q-form Ω on M defines a map Ψ : M → Λq(g∗) given
by

Ψ(m) = ψ∗mΩ.

This map is a G-morphism, i.e. Ψ(am) = Ad#
a Ψ(m).

In particular, if (M,ω) is a symplectic manifold then Ψ(m) = ψ∗mω is closed and we
have

Ψ : M → Z2(g).

Theorem B.2.3. Any symplectic action of a Lie group G an a symplectic manifold (M,ω)
defines a G-morphism, Ψ : M → Z2(g), and Ψ(M) is a union of G-orbits. In particular,
if the action of G on M is transitive, the image of M under Ψ consists of a single G-orbit
in Z2(g).

In the following we will use a variant of symplectic reduction, see Section A.4. Let
M be a manifold and ω a closed two-form of constant rank, i.e. with the dimension of
(TmM)⊥ the same for all m ∈M2. The characteristic subbundle (TM)⊥ of a presymplectic
manifold (M,ω) is integrable, see Proposition A.4.2 The foliation M⊥ defined by the
characteristic subbundle is called characteristic foliation ofM . If the quotient spaceM/M⊥

is a smooth manifold, we have an induced symplectic structure on M/M⊥, which therefore
is a symplectic manifold, called the reduced manifold of M . In particular, this is the case
if the characteristic foliation is fibrating3.

Let us consider a symplectic manifold (Y,Ω) and a smooth map i : X → Y with
ω = i∗Ω. Now let the rank of ω be constant, then we obtain the quotient map ρ : X →
X/X⊥ =: M and hence the diagram

X Y

M
��
� �
� �
� �
�

ρ

//
i

where i∗Ω = ρ∗ω and ω is the symplectic form on M . Suppose that f1 and f2 are two
functions on Y such that i∗f1 and i∗f2 are constant along the fibers of the projection ρ,
therefore i∗fν = ρ∗Fν for some functions Fν on M .

There is a nice connection between the Poisson brackets for these classes of functions
and coisotropic immersion.

Theorem B.2.4. If i : X → Y is a coisotropic immersion whose characteristic foliation
is fibrating with projection map ρ : X → M , and if fν , ν = 1, 2, are functions on Y
satisfying i∗fν = ρ∗Fν then

i∗{f1, f2}Y = ρ∗{F1, F2}.
2In this case ω is called a pre-symplectic structure on M with characteristic subbundle (TM)⊥, see

Section A.4.
3i.e. if there exists a manifold X and a submersion ρ : M → X such that the leaves of the characteristic

foliation are all of the form ρ−1(x) for x ∈ X.
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Now let ω ∈ Z2(g) and define

hω = {ξ ∈ g; ıξω = 0}.

Then hω ⊂ gω, the isotropy algebra of ω, since gω = {ξ ∈ g; Lξω = 0} and Lξω = dıξω
since ω is closed. If ξ ∈ hω and η ∈ hω then

ı[η,ξ]ω = Lηıξω = 0,

therefore hω is an ideal in gω and, in particular, hω is a subalgebra of g. Let Hω be the
subgroup generated by hω. If Hω is closed we can form the quotient space M = G/Hω and
obtain the projection ρ : G→M . Then a check of the definitions shows that

Ψ(m) = ω,

where m is the identity coset in G/Hω. Therefore, the orbit in Z2(g) associated with G/Hω

is precisely the G-orbit through ω.
Now suppose we start with a symplectic manifold of the formM = G/H with symplectic

form Ω. Since TM = g/h and since G acts transitively on M , the fundamental vector fields
ξM fill out the tangent space at each point. Therefore h = hω and hence Hω is the connected
component of H, or Mω is a covering space of M . Thus, the set of transitive symplectic
manifolds of G is parameterized by the set of G-orbits through elements ω in Z2(g), whose
corresponding subgroup Hω is closed. Let τ ∈ Z2(g), then a criterion which guarantees
that the associated group Hτ is closed is given by

Proposition B.2.5 (Kostant-Souriau). If τ = − dβ the subgroup Hτ is closed and is
the connected component of the group

Gβ = {c ∈ G; Ad#
c β = β}.

Thus G/Hτ is a covering space of the orbit Gβ. In particular, each orbit Gβ is a symplectic
manifold with symplectic form ω given at the point β by

ω(ξβ, ηβ) = β([ξ, η]). (B.2.2)

Proof. Since ξ and η are left-invariant, we have

Lξβ = ıξ dβ.

Moreover Lξ(β(η)) = 0 implies (Lξβ)(η) = β([ξ, η]), since β(η) is constant. Therefore Hτ

is the connected component of Gβ. Now the vector ξβ corresponding to ξ at β is just the
image of ξ under the projection ρ : G → G/H. Therefore the left-hand side of (B.2.2) is
the value of τ evaluated on (ξ, η). But since

0 = Lξ(τ(η)) = (ıξ dτ)(η) + τ([ξ, η])

the proposition follows.

We also have

Theorem B.2.6 (Kostant-Souriau). If H1(g) = H2(g) = {0} then, up to coverings,
every homogeneous symplectic manifold for G is an orbit of G acting on g∗, i.e. a coadjoint
orbit.
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B.3 The moment map

Suppose we are given a symplectic action of a Lie group G on a symplectic manifold (M,ω),
with the associated map Ψ : M → Z2(g). If H1(g) = H2(g) = {0}, then for each m ∈ M
there is a unique element Φ(m) of g∗ with δΦ(m) = Ψ(m). In other words, there is a
unique map Φ : M → g∗ such that

δΦ = Ψ.

Now H1(g) = {0} means that [g, g] = g. Let ξ, η ∈ g with corresponding vector fields ξM
and ηM on M , then

LξM ıηM
ω = ı[ηM ,ξM ]ω

since LξMω = 0 and also
LξM ıηM

ω = dıξM ıηM

according to Cartan’s equation and dıηM
ω = 0. Therefore, if ζ = [η, ξ] then ıζMω = df ,

where f = ıξM ıηM
ω and ζM is the Hamiltonian vector field corresponding to the function

f . However, since [g, g] = g, which means4 that any element of g is a linear combination
of elements of the form [ξ, η] we have a homomorphism from the Lie algebra g into the Lie
algebra of Hamiltonian vector fields ΞH(M) on M .

0 R C∞(M) ΞH(M) 0

g

// // //
ρ

//

ddJJJJJJJJJJJJJ

λ

OO

Therefore, according to Proposition B.2.1, there is a unique homomorphism

λ : g −→ C∞(M),

sending ξ to fξ for each ξ ∈ g, where

dfξ = ıξMω.

Furthermore, since fξ depends linearly on ξ, for each m ∈ M we can define Φ(m) ∈ g∗

according to
〈Φ(m), ξ〉 = fξ(m).

The last equation can also be expressed as

〈 dΦ, ξ〉 = ıξMω,

where dΦ gives a linear map TmM → g∗. Therefore, under the identification of T∗
mM

with TmM given by the symplectic form ω, we can say that dΦm is the transpose of the
evaluation map from g to TmM . It follows that

ker dΦm = gM(m)⊥, (B.3.1)

4and follows from the semisimplicity of g
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where gM(m) denotes the subspace of TmM generated by all vectors of the form ξM(m).
If G acts transitively on M then ker dΦ = 0 and Φ is an immersion. If we denote by
(im dΦm)0 ⊂ g the space of vectors in g that vanishes when evaluated on any element of
im dΦm, then

(im dΦm)0 = {ξ ∈ g; ξM(m) = 0}.
One thus realizes that dΦm is surjective iff the stabilizer group of m is discrete.

Now G acts on g via the adjoint representation and the mapping ξ 7→ ξM is a G-
morphism. It follows that the map Φ is also a G-morphism, i.e.

Φ(am) = Ad∗a Φ(m).

Summarizing, we obtain

Theorem B.3.1. Let G be a connected Lie group with H1(g) = H2(g) = {0}. Suppose
we have a symplectic group action of G on a symplectic manifold (M,ω). Denote the
corresponding homomorphism of g to vector fields on M by writing ξM for the vector field
corresponding to ξ ∈ g. Then there is a unique homomorphism

λ : g −→ C∞(M)

that satisfies
ıξMω = dfξ,

where fξ = λ(ξ). The homomorphism λ is a G-morphism and allows us to define the map
Φ : M → g∗, called the moment map, by

〈Φ(m), ξ〉 = fξ(m).

In order to discuss further properties of the moment map we will have to introduce some
notation, for which, besides Appendix A, we refer to [Wei77b, BW97, GS90, Hör85a].

Let O ⊂ g∗ be a G-orbit and suppose that Φ : M → g∗ intersects O cleanly, see
Definition A.4.5. Let m ∈ Φ−1(O) and let W be the tangent space to Φ−1(O). Then by
the clean intersection hypothesis we have

Φ∗W = TO.

Now G acts transitively on O, therefore the tangent space TΦ(m)O is spanned by the vectors
ξg∗(Φ(m)). According to the equivariance of Φ we have

dΦm(ξM(m)) = ξg∗(Φ(m))

and therefore
W = gM(m) + ker dΦm = gM(m) + gM(m)⊥

according to (B.3.1). Therefore

W⊥ = gM(m) ∩ g⊥M(m) ⊂ W,

and W is coisotropic.
Now if ξ ∈ g such that ξM(m) ⊂ gM(m)⊥, then ξg∗(Φ(m)) = dΦm(ξM(m)) = 0 and

ξ ∈ gΦ(m), the isotropy algebra of Φ(m). We therefore have
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Theorem B.3.2 (Kazhdan, Kostant, Sternberg). If Φ : M → g∗ intersects an orbit
O cleanly, then Φ−1(O) is coisotropic and the null foliation through a point m ∈ Φ−1(O)
is the orbit of M under G0

Φ(m), the connected component of the isotropy subgroup of Φ(m).

More generally [GS84]:

Theorem B.3.3. Let C ⊂ M be an invariant submanifold of g∗. Given a Hamiltonian
action of G on a symplectic manifold M whose moment map Φ intersects C cleanly, then
Φ−1(C) is a coisotropic submanifold of M . The leaf of the null foliation through a point
m ∈ Φ−1(C) is the orbit of m under the G0

Φ(m).

B.3.1 Marsden-Weinstein reduction

Another important way to produce coisotropic submanifolds out of the moment map is
given by the Marsden-Weinstein reduction [MW74]. See also [Mar92].

Let M and N be two symplectic manifolds with Hamiltonian G actions whose moment
maps are ΦM and ΦN , respectively. Then M ×N is a Hamiltonian G-space with moment
map

ΦM×N(m,n) = ΦM(m) + ΦN(n).

If we reverse the sign of the symplectic form on N and denote the resulting symplectic
manifold by N , then the corresponding moment map reads

ΦM×N(m,n) = ΦM(m)− ΦN(n).

Now, as a particular case, let N = O be a coadjoint orbit, where the moment map is just
the injection O ↪→ g∗, see e.g. [MR94]. Thus

ΦM×O(m, η) = ΦM(m)− η.

Let us apply Theorem B.3.2 to M × O with the orbit taken to be the trivial orbit {0}.
Then ΦM×O intersects this orbit cleanly iff

Φ−1

M×O(0) = {(m, η) ∈M ×O; ΦM(m) = η}

is a submanifold of M × O and ΦM intersects O cleanly. Under the clean intersection
hypothesis Φ−1

M×O(0) is a coisotropic submanifold of M ×O, and the null foliation through
any point is the orbit of this point under the action of the connected component of the
isotropy group of 0 which, however, is all of G. So if we assume G to be connected then
the corresponding quotient space Φ−1

M×O−(0)/G carries a natural symplectic structure. This
symplectic space is called the Marsden-Weinstein reduced space MO of M at O.

Since G acts transitively on O we can identify in a set-theoretical sense

Φ−1

M×O(0)/G ' Φ−1
M (η)/Gη.

Now Theorem B.3.2 associates a symplectic manifold to an orbit by taking the quotient
of Φ−1

M (O) by its null foliation, provided that this foliation is fibrating. Let us denote this
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space by ZO and consider its relation to the Marsden-Weinstein reduced space MO. To
this end assume that ΦM intersects O cleanly and that the null foliation of Φ−1

M (O) is
fibrating over the symplectic manifold ZO. Since Φ−1(O) is invariant under G each of the
vector field ξM is tangent to Φ−1

M (O) and hence the functions fξ, defined in Theorem B.3.1,
are constant along the leaves of the null foliation; therefore then define functions Fξ on
ZO. The group G preserves the null foliation on Φ−1

M (O) and hence defines a symplectic
action on ZO. More precisely, this action is Hamiltonian with Fξ being the function on ZO
corresponding to ξ ∈ g. The moment map ΦZO is constant on the fibers of Φ−1

M (O) over
ZO and we have the commuting diagram

Φ−1
M (O)

ZO O
��
� �
� �
� �
�

ρ

��
??

??
??

??
??

ΦM

//
ΦZO

.

Now let z ∈ ZO and η = ΦZO(z) ∈ O and consider a point m ∈ M over z, i.e. ρ(m) = z,
so that ΦM(m) = η. If a ∈ G0

η, then Theorem B.3.2 implies ρ(am) = ρ(m) = z. However,
since ρ(am) = aρ(m) we have

G0
η ⊂ Gz,

and also
Gz ⊂ Gη,

since ΦZO is a G morphism. Thus, if Gη is connected, then Gz = Gη and hence the map
ΦZO gives a diffeomorphism of the orbit G · z through z and the orbit O. On the other
hand, let Fη = Φ−1

ZO
(η) = Φ−1

M (η)/Gη, that can be identified with MO. Then we have the
map

γ : O × Fη → ZO, γ(aη, z) = az,

which is well defined since Gz = Gη for all z ∈ Fη. We may also define

m 7−→ (m,Φ(m)), Φ−1
M (O) −→ Φ−1

M×O(0),

which induces
π : ZO/G −→ Φ−1

M×O(O)/G = MO.

We hence have
(ΦZO × π) : ZO −→ O ×MO,

whose inverse is γ, proving that γ is a diffeomorphism. This can easily be verified to be
symplectic.

Theorem B.3.4. Under the hypotheses of Theorem B.3.2, assume that the null folia-
tion is fibrating over a symplectic manifold ZO. Then ZO is a Hamiltonian G space with
moment map ΦZO . We can identify ZO/G with the Marsden-Weinstein reduced space
MO = Φ−1

M×O(0)/G = Φ−1
M (η)/Gη for any η ∈ O. If Gη is connected for some, and hence

all η ∈ O, then we have a symplectic diffeomorphism of ZO with O×MO, and this is a G
morphism identification when we regard MO as a trivial G space.
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B.4 Motion of a particle in Yang-Mills fields

Let P → M be a G principal fiber bundle. G acts on P from the right and M = P/G.
This action induces an action of G on T∗P as follows: In general any diffeomorphism φ of
a manifold P induces a transformation of T∗P into itself. This can be seen as follows: Let
(p, γ) ∈ T∗P . Then

φ∗ : T∗
φ(p)P → T∗

pP,

and we have an induced transformation on T∗P given by

φ̃(p, γ) = (φ(p), (φ∗)−1γ).

Let α ∈ Λ1(T∗P ) be the fundamental one-form, then

(φ̃∗α) = α

according to the definition of α. Therefore φ̃ preserves the symplectic form ω = dα on
T∗P . Now let φ be a flow on P generated by a vector field ξ. According to the above
considerations this flow induces a flow on T∗P with corresponding vector field ξ̃. Obviously

π∗ξ̃ = ξ

where π : T∗P → P is the canonical projection and

α(p,γ)(ξ̃(p,γ)) = 〈γ, ξp〉.

Since the flow generated by ξ̃ preserves α we have

Lξ̃α = 0 = ıξ̃ dα+ dıξ̃α

and therefore
ıξ̃ω = dfξ, with fξ = 〈α, ξ̃〉. (B.4.1)

This shows that the induced G action on T∗P is Hamiltonian with moment map Φ′ :
T∗P → k∗ given by the dual of the map g→ TP, ξ 7→ ξP , see also [Wei77a, GS78, GS82,
Ste77, Mon84]. Let O′ be a G-orbit in k∗, then we can consider the Marsden-Weinstein
reduced phase space

T∗PO′ = Φ−1
T∗P×O′(0)/G

where
ΦT∗P×O′(z, β) = Φ′(z) = β.

Since P is a principal bundle every point m ∈ M has a coordinate neighbourhood U
such that π−1(U) is isomorphic as a G space to U × G, where π denotes the projection
π : P →M , see [KN63, KN69, Kob87, Nak90, Fra97, Ste51, Hus75]. This isomorphism is
equivalent to the choice of a section of P over U . In this local trivialization we may also
identify

T∗(π−1U) ' T∗U × T∗G ' T∗U ×G× k∗,
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where we have used the identification of k with invariant vector fields onG, see, e.g. [BtD85].
In terms of this trivialization the moment map reads

Φ′(z, c, α) = −α, z ∈ T∗U, c ∈ G, α ∈ k∗,

and it is immediate that Φ′ is a submersion. Let us consider the Marsden-Weinstein reduced
space (T∗P )O′ = Φ−1

T∗P×O′
(0)/G. In the local trivialization a point (z, c, α, β) ∈ T∗P ×O′

belongs to Φ−1

T∗P×O′
(0) iff β ∈ O′ and β = −α. Therefore,

dim(T∗P )O′ = 2 dimM + dimO′.

Now let there be given a connection on P . According to [Wei77a] this allows us to
consider (T∗P )O as being fibered over T∗X. The choice of a connection is equivalent
to the choice of a horizontal subspace of the tangent space at each point of P , see e.g.
[BGV92]. For a fiber bundle P over X we have a short exact sequence of vector bundles

0 −→ VerP −→ TP −→ π∗TX −→ 0

such that we can identify π∗TX with the quotient of TP by its vertical subbundle VerP .
There is no canonical choice of a splitting of the above exact sequence. A connection
however gives such a splitting in the sense that the kernel of the connection one-form gives
the horizontal subbundle HorP such that

HorP ⊕ VerP = TP. (B.4.2)

Then we also have an identification

T∗
pP ' (Verp P )∗ ⊕ (Horp P )∗ ' (Verp P )∗ ⊕ T∗

xX, (B.4.3)

where x = π(p). In particular, there is a projection

κp : T∗
pP −→ T∗

xX.

Now let z ∈ TpP and n ∈ T∗
pP such that

z = v + w and n = l +m

with respect to the direct sum decompositions given in (B.4.2) and (B.4.3), and 〈n, z〉 =
〈l, v〉+ 〈m,w〉. Since v = ξP for some ξ ∈ k we have

〈l, v〉 = 〈l, ξP 〉 = 〈Φ(p, n), ξ〉

according to the definition of the moment map on the cotangent bundle, see (B.4.1).
Furthermore,

〈m,w〉 = 〈κ(n), π∗(z)〉.
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Let η ∈ T(p,n)T
∗P and z its image in TpP . The fundamental one-form αP on T∗P is given

by
αP (η) = 〈n, z〉 = 〈Φ(p, n), ξ〉+ 〈κ(n), π∗(z)〉,

where the last term equals κ∗αX(η) such that we have

αP = 〈Φ, θ〉+ κ∗αX ,

where θ is the connection one-form on P .
Now let f : Y → X be a smooth map and consider the pull-back bundle

f#P = {(y, p); f(y) = π(p)},

with projection π# : f#P → Y onto the first factor. This implies the commuting diagram

f#P P

Y X

//
f̃

��
� �
� �
� �
� �

π#

��
� �
� �
� �
� �

π

//

f

where f̃ is the projection onto the second factor of the pull-back bundle. Obviously, f#P
is a principal G-bundle over Y and f is a morphism of G bundles.

If θ is a connection form on P then f̃ ∗θ is a connection form on f#P . If we consider
the special case f : T∗X → X and denote P# := f#P we have

P# P

T∗X X
��
� �
� �
� �
� �

//

��
� �
� �
� �
� �

//

.

Now the map κ : T∗P → T∗X can be used to define

σ : T∗P → P#, σ(p, n) = (κ(p, n), p)

Thus obtain

T∗P P# P

T∗X X

//
σ

��
??

??
??

??
??

??

κ

��
� �
� �
� �
� �
�

π#

//

��
� �
� �
� �
� �
�

π

//

,

where, of course, the maps σ and κ depend on the connection. Now let Q be a Hamilto-
nian G-space with moment map ΦQ and form the Hamiltonian G space T∗P × Q whose
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symplectic form is dαP + ωQ. Its moment map is given by Φ = ΦT∗P×Q = ΦQ − Φ.

Consider the map σ × id : T∗P × Q → P# × Q which for fixed (p, q) ∈ P × Q maps
T∗
pP × {q} → T∗

xX × {(p, q)} and n ∈ T∗
pP to κp(n). Now the horizontal component of n

is determined by its image under this map while the vertical component is determined by

Φ(p, n) = ΦQ(q) when restricted to Φ
−1

(0). We therefore have a diffeomorphism, denoted

by χ, between Φ
−1

(0) and P# ×Q. Therefore

Proposition B.4.1. Let χ denote the restriction of σ × id : T∗P × Q → P# × Q to
Φ−1

T∗P×Q(0). Then χ is a G-equivariant diffeomorphism. Furthermore, if we define the

closed two-form ν on P# ×Q by

ν = d
(
〈ΦQ, θ

#〉+ π#∗αX
)

+ ωQ,

then χ∗ν is the restriction of the symplectic form of T∗P×Q to the coisotropic submanifold
Φ−1

T∗P×Q(0).

According the general reduction scheme, we know that the symplectic manifold asso-
ciated with Φ−1

T∗P×Q(0) is just the quotient under G. But (P# × Q)/G is the associated

bundle Q(P#). Thus we have

Proposition B.4.2. The leaves of the null foliation of the form ν on P#×Q are precisely
the orbits of the G action. In particular, there exists a unique symplectic form Ω on the
associated bundle Q(P#) such that

ν = ρ∗Ω, (B.4.4)

where ρ : P# × Q → Q(P#) is the natural projection. The diffeomorphism χ induced a
symplectic diffeomorphism χ of T∗PQ with Q(P#).

Now the choice of a connection on P induces a unique covariant derivative on the
associated bundle Q(P#), see e.g. [BGV92] and thereby a curvature on Q(P#). Let Q be
symplectic with symplectic form ωQ. This allows us to construct a two-form ω̃Q on Q(P#),
see [GS84].

Proposition B.4.3. Let P → X be a principal bundle with structure group G, and let
P# → T∗M be the pull-back of P to the cotangent bundle T∗M of M . Let θ be a connection
one form on P and θ# the induced connection on P#. Let Q be a Hamiltonian G space
and Q(P#) the associated bundle. The moment map Φ : Q → k∗ induces a function
Φ̃ : Q(P#) → k∗(P#). The symplectic form ωQ on Q together with the connection θ
induces a two-form ω̃Q on Q(P#) and the curvature θ# gives rise to a k(P#)-valued two-
form F# on Q(P#). Then

Ω = dπ#∗αX + 〈Φ̃, F#〉+ ω̃Q (B.4.5)

is a symplectic form on Q(P#), which coincides with the symplectic form in (B.4.4). In
particular, there is a symplectic diffeomorphism of T∗PQ with (Q(P#),Ω).
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Since a connection on P induces a projection T∗PQ onto T∗X, any Hamiltonian on
T∗X pulls back to T∗PQ. Thus together with the symplectic form a connection induces a
Hamiltonian vector field XH on T∗PQ. This construction is called the principle of minimal
coupling [GS84, Ste77, GS78, GS82]. For example, suppose that G = U(1) and Q is taken
to be a point in g∗ which in the case of an Abelian group is a coadjoint orbit. The term
ω̃Q in the above Proposition does not occur, and for M = R

3 we get a modification of the
canonical symplectic structure on T∗

R
3 associated to a magnetic field. If we take M = R

4

and H(x, ξ) = 1
2
‖ξ‖2 the resulting equations of motion contain the Lorentz force. Thus

the equations of the principle of minimal coupling generalize Lorentz forces to an arbitrary
gauge field.

Let us examine what these equations look like in general: the symplectic form Ω in
Proposition B.4.3 is the negative of the symplectic form on T∗PQ and the Hamiltonian
vector field XH is determined by ıXH

Ω = dH. Let us write

XH = λ(a∂x) + λ(b∂ξ) + w,

in terms of local coordinates on T∗M , where λ(v) is the horizontal vector corresponding
to the vector v ∈ T(T∗M), and w is vertical. Then

ıwΩ = ıwω̃Q,

since the first two terms in (B.4.5) vanish when evaluated on a vertical vector. Since dH
has no vertical component, we conclude that w = 0. The coefficient of dξ in ıXH

Ω is −a,
so we see that

a = ∂ξH.

The dx term in ıXH
Ω is

b dx+ 〈Φ̃, ıa∂xF 〉

which must equal −∂xH dx. Now 〈Φ̃, ıa∂xF 〉 is a covector that we can consider as a point
of T∗M . Thus we obtain the equations

dx

dt
=
∂H

∂ξ
,

dξ

dt
+ 〈Φ̃, ıẋF 〉 = −∂H

∂x
.

These equations, together with w = 0, are Hamilton’s equations corresponding to a Hamil-
tonian function H on T∗M . Notice that w = 0 says that the solution curves are all
horizontal, i.e. obtained by parallel transport from their projections onto T∗M .

In the caseQ = O a coadjoint orbit in k∗ these equations have an intrinsic interpretation:
the connection θ induces a projection from T∗P to T∗M and the Hamiltonian H pulls back
to a function on T∗P , which is G invariant. The corresponding flow leaves Φ−1

P (η) invariant
and therefore determines a flow on the reduced space Φ−1(η)/Gη, which equals T∗PO, where
O is the orbit through η. Now two connections θ and θ0 differ by a g-valued horizontal
one-form Ã on P ,

θ − θ0 = Ã.
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In particular Ã is equivariant with respect to the action of G on P . Let A# be the pull-back
of Ã to T∗P . Then 〈Φ, A#〉 is an invariant horizontal one-form on T∗P . If κ and κ0 are
the projections T∗P → T∗M induced by θ and θ0, respectively, then

κ = κ0 + 〈Φ, A#〉.

Let us apply this to the case where P is (locally) given as P |U = U × G and where
we take θ0 to be the flat connection corresponding to this product decomposition. Thus
κ0 : T∗P ' T∗U × T∗G → T∗U is the projection onto the first factor. Then the form Ã
will be given at (x, c) ∈ U ×G as

Ã(x,c) = Adc−1 Ã(x,e).

We denote by A the g-valued one-form obtained as a representative under the trivializing
section s(x) = (x, e) according to

A = s∗Ã = s∗θ.

Hence we can write
A(x,c) = Adc−1 Ax.

Finally, by the left-invariant identification T∗G ' G × g∗ the moment map Φ is given by
Φ(c, β) = −β and we have

κ(x, ξ, c, β) = (x, ξ − 〈β,Adc−1 Ax〉) = (x, ξ − 〈Ad∗c β,Ax〉),

where x ∈M , ξ ∈ T∗
xM, c ∈ G and β ∈ g∗. So

κ∗H = H(x, ξ − 〈Ad∗c β,Ax〉),

and in canonical coordinates on T∗U Hamilton’s equations read

dxi
dt

=
∂H

∂ξi
,

dξi
dt

=
∂H

∂xi
+
∂H

∂ξi

∂〈Ad∗c β,Ax〉
∂xi

.

In this setting they are also known as Wong’s equations [Won70, Mon84].



Appendix C

Fundamentals of the structure and
representation theory of Lie groups

In this Appendix we give a concise review of Weyl’s theory of representations of compact
Lie groups, see [Sam90, Ada69, Sim96, FH91, Ste97]. Let G be a semi-simple compact Lie
group and g its Lie algebra. Since G is compact, the adjoint representation of G on g can
be made unitary; a possible choice of an inner product is the negative Killing form

(X, Y ) := − tr(adX adY ),

where X, Y ∈ g and adX(Z) = [X,Z] for Z ∈ g. This inner product allows us to identify
g with its dual g∗ in concrete situations.

The first part of Weyl’s theory of representations of G is to diagonalize as much as
possible: We pick a maximal connected abelian subgroup T of G, i.e. a maximal torus,
whose Lie algebra t ⊂ g is called the Cartan subalgebra; its dimension is the rank of the
Lie group G. Up to conjugation there exists only one maximal torus, i.e. all maximal tori
are conjugate, see [BtD85].

Let there be given a representation (π, V ) of G on a (finite-dimensional) complex space
V . We can simultaneously diagonalize

{ dπ(X); X ∈ t},

i.e. we seek λ ∈ h∗ and v ∈ V such that

dπ(X)v = λ(X)v

for all X ∈ t. Then λ is called weight and v weight vector. The weights of the adjoint
representation1 are called roots. Let α be a root, i.e.

adX Xα = [X,Xα] = α(X)Xα,

1 More precisely, the weights of the complexification of Ad on gC.
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for all X ∈ t. The eigenvector Xα is then called root vector. Thus we have

dπ(X)( dπ(Xα)v) = dπ(Xα) dπ(X)v + dπ([X,Xα])v = (λ(X) + α(X)) dπ(Xα)v,

implying that dπ(Xα)v is a weight vector2 with weight λ + α. Thus, the structure of the
Lie algebra plays an important role in the theory of representations. In particular, it forces
the weights to obey certain integrality conditions so that the weights have to lie in an
integral lattice J .

Another important role in this theory is played by the Weyl group W (T ), which by
definition is the group of automorphisms of T . These arise from those inner automorphisms
of G leaving T setwise invariant, i.e. the normalizer N(T ) = {g ∈ G; Adg T = T} by taking
the quotient

W (T ) = N(T )/C(T ),

where C(T ) = {g ∈ G; Adg h = h for all h ∈ T} denotes the centralizer of T . Now let
S ∈ W (T ) be induced by g ∈ G, i.e.

S(h) = Adg(h), h ∈ T.

If then λ is a weight for π, vl the corresponding weight vector and X ∈ t

dπ(X)π(g)vl = π(g)π(S(X)−1)vl = λ(S−1(X))π(g)vl = (Sλ)(X)π(g)vl,

with the obvious dual action of W (T ) on t∗. Thus, π(g)vl is a weight vector and Sλ is a
weight, i.e. the weights of π are left invariant by the action of W (T ). We can therefore
consider the action of W (T ) on h∗, whose geometry is characterized by the following
properties:

(i) W (T ) is generated by elements of order two which act on t∗ as reflections (with respect
to the natural inner product on t∗ which comes from that on g∗) at hyperplanes.

(ii) Any λ ∈ t∗ left invariant by some non-trivial S ∈ W (T ) is left invariant by some
element of order two acting as a reflection. Thus the set of invariant elements is a
family of hyperplanes.

(iii) If these hyperplanes are removed from t∗, the remaining points are a union of open
polyhedral cones whose closure are called Weyl chambers.

(iv) The Weyl chambers are images of each other under the action of the Weyl group
and each non-trivial element of the Weyl group leaves no chamber setwise invariant.
Thus the number of Weyl chambers is precisely the order of W (T ).

One chooses one chamber once and for all and calls it the fundamental (Weyl) chamber.
Those elements of the weight lattice J which lie in the fundamental chamber are called the
dominant weights, denoted by Jd, and those in the interior of the fundamental chamber
are the strongly dominant weights. The basic theorem is then

2if non-zero
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Theorem C.i. There is a one-to-one correspondence between irreducible (unitary) repre-
sentations of g and elements λ ∈Jd. The representation πλ corresponding to λ is uniquely
determined by the fact that λ is a weight of πλ, and among all weights it is the maximal in
the Jd-order. Moreover, {v; v is a weight vector for λ} is one-dimensional.

λ is called the maximal weight of πλ. Recall, that Jd has an ordering which is defined
by λ > µ if and only if λ− µ ∈Jd.

C.1 Coherent projections and maximal weight vec-

tors

In this Section we want to collect some facts and analytical properties of coherent projec-
tions, i.e.

Definition C.1.1. Let H be a Hilbert space and (X,Σ, µ) a measure space. A family
of coherent projections is a weakly measurable map x 7→ P(x) from X to the orthogonal
projections on H such that

(i) dim ran P(x) = 1 for all x ∈ X.

(ii)

∫
X

P(x) dµ(x) = 1, in the sense that

∫
X

〈ϕ,P(x)ψ〉 dµ(x) = 〈ϕ, ψ〉

for all ϕ, ψ ∈H .

It is an immediate consequence of (ii) in the above Definition that

d = dim H =

∫
X

dµ(x)

if H is finite-dimensional. Furthermore, coherent projections always arise from coherent
vectors:

Proposition C.1.2. If P(x) is a family of coherent projections then there exists a mea-
surable family ψ(x) of unit vectors so that P(x) = 〈ψ(x), ·〉ψ(x). Moreover, the ψ(x) are
total.

This immediately shows that in our case the coherent projections arise as the projections
on the subspaces spanned by coherent states, see Section 3.6. Therefore we can define lower
symbols

σl[A](x) = tr(AP(x))
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for any bounded operator A on H and upper symbols σu[A] in an analogous way through

A =

∫
X

P(x)σu[A](x) dµ(x).

If we now study the properties of coherent projections we can obtain analytical properties
for the upper and lower symbols. Let us first remark that

‖σl[A]‖∞ ≤ ‖A‖

and
‖A‖ ≤ ‖σu[A]‖∞,

which explains the names upper and lower symbol, since operators are always bounded
from below by the norms of lower symbols and from above by the norms of upper symbols.

Definition C.1.3. We say that a family of coherent projections is complete if and only if
the map f 7→

∫
X

P(x)f(x) dµ(x) is sequentially strongly dense3 in the bounded operators
on H .

Theorem C.1.4. Let P(x) be a family of coherent projections on a separable Hilbert space
H and let A ∈ I1 be of trace class. Then σl[A] ∈ L1(X, dµ) and

tr

(
A

∫
X

f(x)P(x) dµ(x)

)
=

∫
X

f(x)σl[A](x) dµ(x)

holds for any f ∈ L∞(X, dµ).
Furthermore, let A ∈ Ip, which means that the singular values of A are p-summable4.

Then σl[A] ∈ Lp(X, dµ) and ∫
X

|σl[A](x)|p dµ(x) ≤ tr(|A|p).

If f ∈ Lp(X, dµ) then for all ϕ, ψ ∈H

〈ϕ, op[f ]ψ〉 =

∫
X

〈ϕ,P(x)ψ〉f(x) dµ(x)

converges, and the corresponding operator op[f ] lies in Ip and obeys

tr(| op[f ]|p) ≤
∫
X

|f |p(x) dµ(x).

3This means that it is dense in the strong operator topology, i.e. the weakest topology on the Banach
space of operators such that the maps Eψ : L(H ) → H defined by Eψ(T ) = Tx are continuous for all
ψ ∈H . In this topology a net {Tα} of operators converges to an operator T if and only if ‖Tαψ−Tψ‖ → 0
for all ψ ∈H .

4see [GVF01, Sim79, GK69]
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It is important to know that a family of coherent projections is complete if the kernel
of the lower symbol map is trivial in the trace class operators.

Theorem C.1.5. A family P(x) of coherent projections is complete if and only if kerσl ∩
Ip = {0}.

Let us add

Remark C.1.6. Note the following properties:

1. The notion of completeness is equivalent to norm density in the compact operators.

2. If dim(H ) <∞ all the topologies are equivalent and all subspaces are closed so that
ran op[·] = L(H ) if and only if kerσl[·] = {0}.

3. In general ker op[·] is very large even if kerσl[·] is trivial, i.e. upper symbols are highly
non-unique.

We now turn to a special class of coherent projections: we consider P(g) with g from a
compact simple Lie group G. We want to calculate the upper symbol for a representation
operator dπλ(X), where X ∈ g and (πλ, Vλ) a unitary irreducible representation with
maximal weight λ. Let dµ denote the Haar measure on G which is normalized according
to
∫
G

dµ = dimVλ and let P(e) be the projection on the maximal weight weight vector for
πλ. Then

P(g) = π(g)P(e)π(g)−1.

By Schur’s lemma it follows that ∫
G

P(g) dµ(g) = id,

and we claim that

dπλ(X) = c

∫
λ(Adg−1X)P(g) dµ(g),

where c = 1 + 2 〈λ,δ〉〈λ,λ〉 with δ the magic weight, i.e. the sum of the fundamental weights.
We use that the lower symbol map based on this family of coherent projections has trivial
kernel, see Proposition 3.7.2. According to the above remark this means that any A ∈
L(H ) is of the form op[f ] for some f . Now we have

Theorem C.1.7. Let (π′, V ′) be a second irreducible representation of G of dimension m.
Let A1, . . . , Am be operators obeying

π(g)Aiπ(g)−1 =
∑
j

Vji(g)Aj.

Then there exist functions f1, . . . , fn on G such that

Ai =

∫
G

fi(g)P(g) dµ(g)
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and
fi(h

−1g) =
∑
j

Vji(h)fj(g).

Let us now consider the adjoint representation Ad and let B be any map from g to
EndVλ that is linear and fulfills

π(g)B(X)π(g)−1 = B(AdgX).

By the above Theorem and the Peter-Weyl theorem5 we conclude that

B(X) = Cη(X) =

∫
G

η(Adg−1 X)P(g) dµ(x). (C.1.1)

We have

Theorem C.1.8. dπλ(X) is of the form (C.1.1) for some η ∈ g∗ with

〈η, λ〉 = 〈λ, λ〉+ 2〈λ, δ〉.

It is important to note the following invariance property:

Proposition C.1.9. Let Cη be given by (C.1.1) and let g ∈ G with Ad∗g λ = λ. Then

CAd∗g η = Cη.

In particular, this result implies that if τ denotes the projection from g∗ to t∗, those
elements of g∗ which are zero on t⊥, then

Cη = Cτη.

These properties allow us to pull down the coherent projections from the group to the
coadjoint orbit G/Gλ: let P(λ) denote the projector on the maximal weight space, then
π(g)P(λ)π(g)−1 = P(λ) if and only if Ad∗g λ = λ. Now let η ∈ Oλ ' G/Gλ and define

P(η) = π(g)P(λ)π(g)

for any g ∈ G such that Ad∗g λ = η, so the above definition for P(η) is independent of the
particular g chosen. Moreover, we have∫

Oλ

P(η) dη = dimVλ

∫
G

π(g)P(λ)π(g)−1 dµ(g) = 1.

5which implies that the only functions on G that transform under the left-regular representation as
under the adjoint representation are of the form η(Ad−1

(·) X) for some η ∈ g∗



Appendix D

Relations for Poisson brackets of
matrix valued functions

In this appendix we collect some relations for Poisson brackets of matrix valued functions
on the phase space T∗

R
d that are needed in section 2.3.2. These relations are already

stated in [EW96, GMMP97, Spo00] and can be verified by straightforward calculations.
Our convention for the Poisson bracket of smooth matrix valued functions A,B ∈

C∞(T∗
R
d)⊗Mn(C) is

{A,B} := ∂ξA∂xB − ∂xA∂ξB.

The first general relation then reads

A{B,C} − {A,B}C = {AB,C} − {A,BC}. (D.1)

Furthermore, for projection matrices P = PP one finds

P{λ, P}P = 0, (D.2)

where λ is any smooth scalar function on T∗
R
d.

For B ∈ C∞(T∗
R
d)⊗Mn(C) commuting with P one then derives

P{λ,B}P = {λ, PBP} − [PBP, [P, {λ, P}]]. (D.3)

In particular, using (D.1) for projection matrices one obtains

P{P,B} − {P, P}B = {P,B} − {P, PB}

and

B{P, P} − {B,P}P = {BP,P} − {B,P}.

Using these relations together with the condition [B,P ] = 0 one obtains

P
(
{B,P} − {P,B}

)
P = [B,P{P, P}P ].
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Furthermore, for different projection matrices Pµ and Pν , with PµPν = 0 for ν 6= µ, the
general relation (D.1) implies

Pµ{Pν , Pν} = −{Pµ, Pν}(1− Pν)

and
{Pν , Pν}Pµ = −(1− Pν){Pν , Pµ}.

In the case [Pν , B] = 0 = [Pµ, B] one finds

Pν{Pµ, B} − {Pν , Pµ}B = −{Pν , PµB},
B{Pµ, Pν} − {B,Pµ}Pν = {BPµ, Pν}.

These equations imply

Pν
(
{B,Pµ} − {Pµ, B}

)
Pν = −[B,Pν{Pµ, Pµ}Pν ].

One can now apply the above relations to expressions of the type arising in section 2.3.2,
i.e.,

Pµ

(
∂

∂t
B(t) +

1

2

(
{B(t), λνPν} − {λνPν , B(t)}

)
+ i[B(t), H1]

)
Pµ

=
∂

∂t
PµB(t)Pµ − δνµ{λν , PµB(t)Pµ}

+

[
λν
2

(−1)δνµPµ{Pν , Pν}Pµ − δνµ[Pν , {λν , Pν}]− iPµH1Pµ, PµB(t)Pµ

]
.

Therefore, the definition

H̃1 := i(−1)δνµ
λν
2
Pµ{Pν , Pν}Pµ − i δνµ[Pν , {λν , Pν}] + PµH1Pµ (D.4)

allows us to conclude that

∂

∂t
PµBPµ − δνµ{λν , PµBPµ} − i[H̃1, PµBPµ] = 0. (D.5)



Appendix E

Singular cohomology and Čech
cohomology

E.1 Singular cohomology

In the context of line bundles we will frequently encounter local constructions. The typical
problem then is to patch the local constructions together in order to from a globally defined
line bundle. This problem is concerned with global topological properties of the underlying
manifold.

We start by considering the map

(x1, . . . , xn) 7→ (x1, . . . , xn, 0),

which embeds Rn naturally in Rn+1. One can thus view each Rn as subspace of Rn+1 and
consider the union

R
∞ =

⋃
n≥0

R
n.

As in [BT82, Alv85] denote by pi the i-th standard basis vector in R∞ and by p0 the origin.
The standard q-simplex is then given by

∆q =

{
q∑
j=0

tjpj;

q∑
j=0

tj = 1

}
.

Now if X is a topological space, a singular q-simplex in X is a continuous map s :
∆q → X and a singular q-chain in X is a finite linear combination of singular q-simplices
with integer coefficients. These q-chains form an abelian group Sq(X). We define the i-th
face map of the standard simplex to be the function

∂iq : ∆q−1 → ∆q, ∂iq

(
q−1∑
j=0

tjpj

)
=

i−1∑
j=0

tjpj +

q∑
j=i+1

tjpj.
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Then the graded group of chains

S∗(X) =
⊕
q≥0

Sq(X)

can be made into a differential complex (see e.g. [Bre93] for a definition) with boundary
operator

∂ : Sq(X)→ Sq−1(X), ∂s =

q∑
i=0

(−1)is ◦ ∂iq,

for which ∂2 = 0. The homology of this complex is the singular homology with integer
coefficients H∗(X,Z). By taking linear combinations of simplices with coefficients in an
Abelian group G, we obtain the singular homology with coefficients in G, H∗(X,G).

Now a singular q-cochain on a topological space X is a linear functional on the Z-
module Sq(X) of singular q-chains. Thus the group of singular q-cochains is Sq(X) =
Hom(Sq(X),Z), where the coboundary operator is defined by ( dω)(c) = ω(∂c), under
which the graded group S∗(X) =

⊕
Sq(X) becomes a differential complex. The cohomol-

ogy of this complex is the singular cohomology of X with integer coefficients. Again, by
replacing Z with an general abelian group G we obtain the singular cohomology H∗(X,G).

The relation between homotopy and singular homology for the first groups is given by

Theorem E.1.1. Let X be a path-connected space. Then H1(X) is the Abelianization of
π1(X), i.e.

H1(X) = π1(X)/[π1(X), π1(X)].

In higher dimension, we have

Theorem E.1.2 (Hurewicz Isomorphism Theorem). Let X be a simply connected
path-connected CW-complex. Then the first non-trivial homology and homotopy occur in
the same dimension and are equal.

For the definition of CW -complexes see [BT82, Bre93, SZ94].

E.2 Čech cohomology

We use the brief presentation given in [SW76]. Let M be a smooth manifold and let
U = {Ui; i ∈ I} be a fixed open contractible cover1 of M .

A k-simplex in the sense of Čech is any k + 1-tuple (i0, . . . , ik) ∈ Ik+1 such that Ui0 ∩
· · · ∩ Uik 6= ∅. Let G be an abelian group, then a k-cochain is any totally skew map

g : (i0, i1, . . . , ik) 7→ g(i0, . . . , ik) ∈ G,

1i.e. each of the intersections of the elements is either empty or contractible
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from the set of k-simplices into G. The set of all k-cochains is denoted by C k(U,G). We
have a sequence of group homomorphisms

δk : C k(U,G)→ C k+1(U,G)

defined by

δg(i0, . . . , ik+1) =
k+1∑
j=0

(−1)i(i0, . . . , 6 ij, . . . , ik+1),

with δ2 = 0. A cochain g ∈ C k(U,G) such that δg = 0 is called k-cocycle. If, in addition,
g = δh for some h ∈ C k−1(U,G), g is called a k-coboundary. The set of k-cocycles is
denoted by Zk(U,G). The k-coboundaries Bk(U,G) form a subgroup of Zk(U,G) and the
quotient Ȟ(U,G) := Zk(U,G)/Bk(U,G) is called the k-th cohomology group. If V is a
refinement of U one has a homomorphism Ȟk(U,G)→ Ȟk(V,G), which enables us to take
the inductive limit over all coverings. This limit is the Čech-cohomology group Ȟ(X,G),
and for any particular covering U we have a natural homomorphism Ȟk(U,G)→ Ȟ(X,G),
which becomes an isomorphism if U is contractible. However, contractible coverings exist
and every covering has a contractible refinement.

A generalization of the above procedure is given by allowing g(i0, . . . , ik) to be a smooth
function on Ui0 ∩ · · · ∩Uik , where then all the operations have to be understood pointwise.
The resulting cohomology groups are denoted by Ȟ(U,G).

Example E.2.1. We choose a triangulation of X with vertices {xi; i ∈ I} and take U to
be the set of star neighbourhoods of the vertices, that is U = {Ui}i∈I where

Ui = {x ∈ X; x lies in the interior of a simplex in the triangulation with vertices xi}.

This then implies the following intersection relations:

xi, xj, . . . , xk are the vertices of a simplex in the triangulation ⇐⇒ Ui∩Uj∩· · ·∩Uk 6= ∅.

Thus, the simplices making up the triangulation are in one-to-one correspondence with the
Čech simplices of the covering U .

Now let α be a complex k-form. This defines a k-cochain relative to U according to

α(i0, i1, . . . , ik) =

∫
xi0

xi1
···xik

α,

where xi0xi1 · · ·xik is the simplex in the triangulation with vertices xi0xi1 · · ·xik . By Stoke’s
theorem we obtain

δψ(i0, . . . , ik+1) = ( dψ)(i0, . . . , ik+1).

This association of k-forms with k-cochains sets up an isomorphism between the k-th
(complex) de Rham cohomology group and Ȟk(U,C).

This isomorphism exists for more general contractible covers:
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Theorem E.2.2 ([Wei52]). There is an isomorphism w : Hk
dR(X,R)

∼→ Ȟk(X,R) be-
tween the de Rham cohomology of X and the Čech cohomology of X with real coefficients.

Now suppose that π : L → X is a line bundle and that {Ui, si} is a local system of
sections. We may assume that U = {Ui} is contractible2. Then the transition functions

cij : Ui ∩ Uj −→ C
×

on non-empty intersections of the covering Ui ∩ Uj 6= ∅ define a 1-cochain c ∈ C 1(U,C×).
Furthermore, the relation

cijcjkcki = 1 on Ui ∩ Uj ∩ Uk (E.2.1)

shows that c is a 1-cocycle, thus L determines an equivalence class [c] ∈ Ȟ1(U,C×). In
addition, if L1 and L2 are two equivalent line bundles over X, see e.g. [Ste51, Hus75] for a
definition, the corresponding cohomology classes are equal: an equivalence of line bundles
τ : L1 → L2 is given by the following commuting diagram,

L1 L2

X
��

??
??

?? π1

//
τ

����
��

��
π2

By choosing a sufficiently fine cover we have local systems {Ui, s(k)
i }i∈I,k=1, 2 for L1 and L2

and can define a set of functions gi : Ui → C
× according to

s
(1)
i = gis

(2)
i .

From these we obtain an induced relation for the transition functions

c
(1)
ij = gic

(2)
ij g

−1
j ,

such that the gi define a 0-cochain g ∈ C 0(U,C×). Hence the last equation can be rewritten
as

c(1) = δgc(2).

This shows explicitly, that L1 and L2 define the same equivalence class in Ȟ1(U,C×).
Conversely, given [c] ∈ Ȟ1(U,C×) we can construct a line bundle L with transition functions
in [c]: choose a map

cij : Ui ∩ Uj → C
×

on the Čech simplices such that the cocycle relation (E.2.1) is fulfilled and take L to be
the disjoint union ⋃

i

Ui × C,

2We can pass to a contractible refinement if necessary
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factored by the equivalence relation

(x1, z1) ∼ (x2, z2) ⇐⇒ x1 = x2 in X and z1 = ci1i2(x)z2. (E.2.2)

Then, with the obvious projection, L is a line bundle over X. We can construct a local
system by defining

si : Ui −→ L, x 7−→ [(x, 1)],

where [(x, 1)] is the equivalence class of (x, 1) ∈ Ui × C under the equivalence relation
(E.2.2). The transition functions of this line bundle are then just the cij, and clearly a
different choice of the representative c for [c] will lead to an equivalent line bundle. Thus,
for a given contractible cover the set of equivalence classes of line bundles over X for which
it is possible to construct local systems of the form {Ui, si} is in one to one correspondence
with the set of cohomology classes Ȟ1(U,C×) 3.

We can give a more tractable description of the above correspondence if we consider
the exact sequence

0→ Z→ C→ C
× → 0,

where Z → C is the inclusion and C → C
× is given by z 7→ e2π i z. This sequence induces

an exact sequence in cohomology,

· · · → Ȟ1(U,C)→ Ȟ1(U,C×)
ε→ Ȟ2(U,Z)→ Ȟ2(U,C)→ · · · ,

where ε : Ȟ1(U,C×)
∼→ Ȟ2(U,Z) is the connecting isomorphism, see [GVF01]. Since C is

contractible the cohomology classes Ȟ1(U,C) and Ȟ2(U,C) are trivial, and as a consequence
we have an isomorphism

Ȟ1(U,C×) ' Ȟ2(U,Z),

where Ȟ2(U,Z) is the same as Ȟ2(U,Z) since smooth integer valued functions are necessar-
ily trivial. In the case of a line bundle we can explicitly construct the map ε : Ȟ1(U,C×)→
Ȟ2(U,Z) by defining

fij : Ui ∩ Uj → C, fij =
1

2π i
log cij.

Because of (E.2.1) we have exp(2π i aijk) = 1 for

aijk = fij − fik + fjk.

But then aijk has to be Z-valued and therefore constant on Uijk, so defining an element
of C 2(U,Z). It clearly is a two-cocycle and thus defines an element [a] ∈ Ȟ2(U,Z) which
clearly is independent of the choice of logarithms and the of representative within an
equivalence class of line bundles. We have

Proposition E.2.3. The map

κ : L −→ Ȟ2(X,Z)

from the equivalence classes of line bundles to Ȟ2(X,Z) is bijective.

3This correspondence becomes a group isomorphism when the tensor product is used to define the
group structure on the equivalence classes of line bundles.
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For a proof see [Kos70].

Remark E.2.4. A line bundle L → X is called trivial if it is equivalent to the product
bundle X ×C, i.e. if and only if it is possible to find a nowhere vanishing section, which is
equivalent to the triviality of Ȟ2(X,Z). One can regard κ[L] as the obstruction to finding
a nowhere vanishing section.

E.3 Existence of a metalinear bundle

Suppose we are given a principal GL(n,C) bundle π : B → X over a manifold X. We
want to investigate the question, when it is possible to find a principal ML(n,C) bundle
π̃ : B̃ → X and a double covering τ : B̃ → B such that

(i) τ commutes with the the projection

B̃ B

X
��

??
??

?
π̃

//
τ

����
��

��
π

(ii) τ commutes with right translations

B̃ ×ML(n,C) B̃

B ×GL(n,C) B

��

τ×ρ

//

��

τ

//

,

where the horizontal arrows denote group actions and ρ : GL(n,C) → ML(n,C) is
the covering map.

We rephrase this questions in terms of transition functions

gij : Ui ∩ Uj → GL(n,C)

of the bundle B → X, and ask if it is possible to find a set of maps

zij : Ui ∩ Uj → C
×

such that

det gij = (zij)
2 on Ui ∩ Uj

and

zijzjk = zik on Ui ∩ Uj ∩ Uk.
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If this is possible the maps

g̃ij : Ui ∩ Uj → ML(n,C), x 7→
(
gij(x) 0

0 zij(x)

)
satisfy the cocycle relation and can be used to construct B̃. We start by taking fij :
Ui ∩ Uj → C to be one of the square roots of det gij. Since Ui ∩ Uj is assumed to be
contractible, this is well defined and we obtain

(fijfjkfki)
2 = 1.

Thus, if aijk = fijfjkfki, then

a : (i, j, k) 7→ aijk ∈ Z2

is a cocycle and defines an equivalence class [a] ∈ Ȟ2(X,Z2) which is independent of the
choice of the fij. By construction a is a cocycle in C 2(U,C×), but it will in general not be
a coboundary in C 2(U,Z2). If a is a coboundary in C 2(U,Z2) then

aijk = cijcjkcki.

for some one-cochain c ∈ C 1(U,Z2), and the problem is solved by putting

zij =
fij
cij
.

Conversely, if zij’s can be found then, on making the choice fij = zij, it is clear that [a]
vanishes. Thus the construction of B̃ is possible if and only if [a] vanishes in Ȟ2(X,Z2).
This is why [a] is called the obstruction cocycle. If the obstruction vanishes, the only
freedom available in the construction of B̃ lies in the choice of c, and the various possible
equivalence classes of B̃ will be parameterized by the elements [c] ∈ Ȟ1(X,Z2).

Since metaplectic structures are used to impose a metalinear structure on Lagrangian
subbundles we note

Theorem E.3.1. Let (X,ω) be a symplectic manifold and let L ⊂ TX a Lagrangian
subbundle, then TX admits a metaplectic structure if and only if L admits a metalinear
structure.

See [BW97] for a proof.

E.4 Existence of (pre-)quantum structures

In this Section we will briefly show how to use cohomology and characteristic classes to
obtain a criterion for the existence of prequantum structures: let ω ∈ Λ2(M) be a real
closed two-form and [ω] ∈ H2(M,R) its cohomology class. We associate an element in
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Ȟ(M,R) to [Ω]. Let {Ul} be an contractible covering of M such that Ω|Ul
= dθl. Then

we have
dθl = dθj

on Ulj = Ul ∩ Uj and thus θj − θl = dflj. On Uljk we have dflj + dfjk − dflk = 0, thus
flj + fjk − flk = αljk is constant on Uljk and the map (Ul, Uj, Uk) 7→ αjkl is a Čech cochain
associated with the cohomology class [ω]. We can construct a map

H2(M,R)→ Ȟ2(M,R), [ω] 7→ [a]

since da = 0. Furthermore, the natural inclusion Z ↪→ R induces a morphism

ε : Ȟ2(M,Z)→ Ȟ2(M,R)

where [ω] (resp. [a]) is the image under ε if and only if there is a contractible covering {Ul}
such that

flj + fjk − flk ∈ Z.

Now let ω be the curvature form of a connection on the complex line bundle L→M with
hermitian metric h. Let {Ul, sl} be a trivialization of the bundle with h(sl, sl) = 1. Then
the restrictions ωl are real and

(ωj − ωl)Ulj
= dflj =

1

2π i

dclj
clj

where clj denote the transition functions in the above trivialization. For this we have the
cocycle relation cljcjk = clk. Since 2π i flj = log clj it follows that log clj + log cjk − log clk
is an integer multiple of 2π i and hence the cohomology class [ω] is integer. On the other
hand, if [ω] is integer we define clj = e2π i flj to be the transition functions for a complex
line bundle in a certain trivialization which also gives a hermitian structure. Then we have

Theorem E.4.1. A necessary and sufficient condition for ω to be the curvature form of
a hermitian connection on a line bundle L→ M endowed with a hermitian metric is that
the cohomology class [ω] ∈ H2(M,R) is integer, i.e. the Čech cohomology class canonically
associated with [ω] belongs to the image of the morphism ε : Ȟ2(M,Z)→ Ȟ2(M,R).

The possible prequantum structures can be parameterized according to the following

Theorem E.4.2. Let M be a differentiable manifold and ω an integer real closed two-form.
The group Ȟ1(M, S1) acts freely and transitively on the set of equivalence classes of complex
line bundles with hermitian connection with curvature ω.

In particular, if M is simply connected then Ȟ1(M, S1) is trivial and there is a unique
line bundle with the above property.
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[MRW84] J. E. Marsden, T. Raţiu, and A. Weinstein, Semidirect products and reduction in
mechanics, Trans. Amer. Math. Soc. 281 (1984), 147–177.

[MS98] D. McDuff and D. Salamon, Introduction to Symplectic Topology, 2nd ed., Oxford
Mathematical Monographs, Oxford University Press, Oxford, New York, 1998.



BIBLIOGRAPHY 233

[MT95] D. McMullan and I. Tsutsui, On the emergence of gauge structures and generalized
spin when quantizing on a coset space, Ann. Physics 237 (1995), 269–321.

[MT02] D. Martinez and J. Trout, Asymptotic spectral measures, quantum mechanics, and
E-Theory, Commun. Math. Phys. 226 (2002), 41–60.

[Mun00] J. R. Munkres, Topology, second ed., Prentice Hall Inc., Englewood Cliffs, N.J., 2000.

[MW74] J. E. Marsden and A. Weinstein, Reduction of symplectic manifolds with symmetry,
Rep. Mathematical Phys. 5 (1974), 121–130.

[Nak90] M. Nakahara, Geometry, Topology and Physics, Graduate Student Series in Physics,
Institute of Physics Publishing, Bristol, Philadelphia, 1990.

[Nen93] G. Nenciu, Linear Adiabatic Theory. Exponential Estimates, Commun. Math. Phys.
152 (1993), 479–496.

[Nen02] , On asymptotic perturbation theory for quantum mechanics: Almost invari-
ant subspaces and gauge invariant magnetic perturbation theory, J. Math. Phys. 43
(2002), 1273–1298.

[NS01] G. Nenciu and V. Sordoni, Semiclassical limit for multistate Klein-Gordon systems:
almost invariant subspaces and scattering theory, preprint, 2001.

[NWX99] V. Nistor, A. Weinstein, and Ping Xu, Pseudodifferential operators on differential
groupoids, Pacific J. Math. 189 (1999), 117–152.

[Odz88] A. Odzijewicz, On reproducing kernels and quantization of states, Commun. Math.
Phys. 114 (1988), 577–597.

[Odz92] , Coherent states and geometric quantization, Commun. Math. Phys. 150
(1992), 385–413.

[Ose68] V. I. Oseledec, A multiplicative ergodic theorem. Lyapunov characteristic numbers
for dynamical systems, Trans. Moscow Math. Soc. 19 (1968), 197–231.

[Per72] A. M. Perelomov, Coherent states for arbitrary Lie groups, Commun. Math. Phys.
26 (1972), 222–236.

[Per86] , Generalized Coherent States and Their Applications, Texts and Monographs
in Physics, Springer-Verlag, Berlin, Heidelberg, New York, 1986.

[Pet97] P. Pettersson, WKB expansions for systems of Schrödinger operators with crossing
eigenvalues, Asymptot. Anal. 14 (1997), 1–48.

[PST03] G. Panati, H. Spohn, and S. Teufel, Space-adiabatic perturbation theory, Adv. Theor.
Math. Phys. 7 (2003), 145–204.
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Soc. Math. France, Paris, 1954, pp. Exp. No. 100, 447–454.

[Shn74] A. I. Shnirelman, Ergodic properties of eigenfunctions (in Russian), Usp. Math. Nauk
29 (1974), 181–182.

[Shu01] M. A. Shubin, Pseudodifferential operators and spectral theory, second ed., Springer-
Verlag, Berlin, 2001.

[Sim68] J. B. Simms, Lie Groups and Quantum Mechanics, Lecture Notes in Mathematics,
vol. 52, Springer-Verlag, Berlin, Heidelberg, New York, 1968.

[Sim79] B. Simon, Trace Ideals and their Applications, London Mathematical Society, Lecture
Note Series, vol. 35, Cambridge University Press, Cambridge, 1979.

[Sim80] , The classical limit of quantum partition functions, Commun. Math. Phys.
71 (1980), 247–276.

[Sim83a] , Holonomy, the quantum adiabatic theorem, and Berry’s phase, Phys. Rev.
Lett. 51 (1983), 2167–2170.

[Sim83b] , Semiclassical analysis of low lying eigenvalues. I. Nondegenerate minima:
asymptotic expansions, Ann. Inst. H. Poincaré Sect. A (N.S.) 38 (1983), 295–308.
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[SZ94] R. Stöcker and H. Zieschang, Algebraische Topologie, B. G. Teubner, Stuttgart, 1994.

[SZ02] B. Shiffman and S. Zelditch, Asymptotics of almost holomorphic sections of ample
line bundles on symplectic manifolds, J. Reine Angew. Math. 544 (2002), 181–222.

[SZ03] , Addendum: “Asymptotics of almost holomorphic sections of ample line bun-
dles on symplectic manifolds” [J. Reine Angew. Math. 544 (2002)], Proc. Amer.
Math. Soc. 131 (2003), 291–302.

[Tay81] M. E. Taylor, Pseudodifferential Operators, Princeton Mathematical Series, vol. 34,
Princeton University Press, Princeton, New Jersey, 1981.

[Tay84] , Noncommutative microlocal analysis. I, Mem. Amer. Math. Soc. 52 (1984).

[Tay86] , Noncommutative Harmonic Analysis, Mathematical Surveys and Mono-
graphs, vol. 22, American Mathematical Society, Providence, 1986.

[Tay96] , Partial Differential Equations I, Applied Mathematical Sciences, vol. 115,
Springer-Verlag, New York, Berlin, Heidelberg, 1996.

[Teu03] S. Teufel, Adiabatic Perturbation Theory in Quantum Mechanics, Lecture Notes in
Mathematics, vol. 1821, Springer-Verlag, Berlin, Heidelberg, New York, 2003.



BIBLIOGRAPHY 237

[Tha92] B. Thaller, The Dirac Equation, Texts and Monographs in Physics, Springer-Verlag,
Berlin, 1992.

[Tho27] L. H. Thomas, The kinematics of an electron with an axis, London Edinburgh Dublin
Philos. Mag. J. Sci. 3 (1927), 1–22.

[Tia90] G. Tian, On a set of polarized Kähler metrics on algebraic manifolds, J. Differential
Geom. 32 (1990), 99–130.
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MA, 1991, pp. 446–441.

[Wei91b] , Symplectic groupoids, geometric quantization, and irrational rotation alge-
bras, Symplectic geometry, groupoids, and integrable systems (Berkeley, CA, 1989),
Math. Sci. Res. Inst. Publ., vol. 20, Springer, New York, 1991.

[Wei01] , Groupoids: unifying internal and external symmetry. A tour through some
examples., Groupoids in analysis, geometry, and physics., Contemp. Math., vol. 282,
Amer. math. Soc., 2001, pp. 1–19.

[Wer97] D. Werner, Funktionalanalysis, 2nd ed., Springer-Verlag, Berlin, Heidelberg, New
York, 1997.

[Wil86] N. Wildberger, On the Fourier Transform of a Compact Semisimple Lie Group,
preprint, Yale University, 1986.

[WO93] N.E. Wegge-Olsen, K-Theory and C∗-Algebras, Oxford Science Publications, Oxford
University Press, Oxford, New York, Tokyo, 1993.

[Won70] K. S. Wong, Field and particle equations for the classical Yang-Mills field and parti-
cles with isotopic spin, Nuovo Cimento 65A (1970), 689–694.



BIBLIOGRAPHY 239

[Woo97] N. M. J. Woodhouse, Geometric Quantization, 2nd edition ed., Oxford Mathematical
Monographs, Oxford University Press, Oxford, New York, Tokyo, 1997.

[Wu98] Y. Wu, Quantization of a particle in a background Yang-Mills field, J. Math. Phys.
39 (1998), 867–875.

[WX91] A. Weinstein and P. Xu, Extensions of symplectic groupoids and quantization, J.
Reine Angew. Math. 417 (1991), 159–189.

[Zel87] S. Zelditch, Uniform distribution of eigenfunctions on compact hyperbolic surfaces,
Duke Math. J. 55 (1987), 919–941.

[Zel90] , Quantum transition amplitudes for ergodic and completely integrable sys-
tems, J. Funct. Anal. 94 (1990), 415–436.

[Zel92] , On a “Quantum Chaos” theorem of R. Schrader and M. Taylor, J. Funct.
Anal. 109 (1992), 1–21.

[Zel96] , Quantum ergodicity of C∗ dynamical systems, Commun. Math. Phys. 177
(1996), 502–528.

[Zel97] , Index and dynamics of quantized contact transformations, Ann. Inst. Fourier
(Grenoble) 47 (1997), 305–363.
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