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Abstract 
As a booming technology, face recognition has been studied for many years and is expected 
to be widely used in daily identification systems, communication systems, public security 
systems, and in law enforcement systems.  

Most state-of-the-art machine learning systems are based on the supervised learning theory 
and image processing techniques, which require separate pre-training procedure for enrolling 
every new face and updating existing faces. Therefore, an additional human supervisor is 
normally required. Users’ cooperation is expected as well during the training phase. 
However, a human vision system is far more intelligent. It has no difficulty to automatically 
memorize the faces they have interacted with for future recognition. All the enrollments, 
updates, and comparisons have been done completely in the brain without any outside 
assistance. Although the biological reasons behind it are not clear until now, it is not hard to 
imagine that the brains can combine all information that is useful for recognition, including 
“image processing”, video context, logic deduction, experiences etc.  

Inspired from the human vision system, we combined the conventional learning algorithms 
and image processing algorithms with predefined rules to increase the intelligence of 
machine recognition systems. As the first step, face detection is implemented by an 
industrial image-based face detector combined with novel temporal differencing algorithms. 
The face detection result, an industrial image-based classifier, temporal filtering and video 
context related rules are all combined for face recognition. The database can be constructed 
online and be adapted automatically according to the update rules. State machine is 
introduced to keep the system running automatically and stably. 

The major feature of the system is self-learning. No separate or pre-training is required. It 
can start with an empty database and get to know the faces of the people showing up in an 
unsupervised way. When known people enter again, the system can recognize them and 
adaptively update the corresponding databases to keep up with recent views. The proposed 
system can find promising applications in many fields especially for consumer electronics. 
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Chapter 1 Introduction 

1.1 Motivation 

Face recognition has been studied for many years and is expected to be widely used in daily 
identification systems (e.g. automatic banking and access control etc.), in communication 
systems (e.g. teleconferencing and video-phone etc.), in public security systems (e.g. 
criminal identification, digital driver license etc.) and in law enforcement systems. 

Face recognition in a perception system from human beings seems instinctive, but it is really 
a tough and complex task for a machine-based system. Although the psychophysical and 
neurobiological background behind human face recognition has been long studied by 
scientists, their contributions to the mathematical models and engineering solutions for a 
machine vision system are not satisfying. Therefore, researchers from the computer science 
are constructing vast numbers of mathematical models and dedicated algorithms, which may 
cover the field of artificial intelligence, statistical learning, image processing and even video 
signal processing. We will briefly overview popular methods in chapter 2.4. 

Machine vision systems have several major advantages over humans. It can have a huge 
storage medium to deal with much larger amount of people. Furthermore, a machine is not 
easy to be tired and can work 24 hours a day without any problems. It is always expected to 
replace human resources to significantly lower the cost. More importantly, the use of 
machine can keep the privacy. It is always fair and can 100% follow the predefined rules. 
For example, suppose that a completely automatic system is required to alarm strangers. A 
machine will not keep the information of known people and therefore is not violating their 
privacy. But a human supervisor cannot manage it during the monitoring. And in this case 
probably all people under supervision would prefer a machine than a human supervisor. 
Nevertheless, in terms of recognition precision, even the most successful state-of-the-art face 
recognition technology in general is still far from the level of our human systems.  

From the engineering point of view, there is too little attention to the research on face 
recognition by imitating a human being in a fundamental way, which could combine every 
means for recognition, not necessarily based on pure psychophysical/neurobiological science 
or pure mathematical models. For example, it is just a piece of cake for a nine-year old child 
to recognize people when they turn their heads from frontal to profile views in a video 
sequence, but can lead to failures for many face recognition systems. The reason behind it 
might be that, in this special case, a child applies his/her multiple approaches including 
“image processing”, video context, logic deduction, experiences etc. to recognize the people, 
while those machine-based systems are merely using the mathematical-based image 
processing methods to calculate the correlation. 

Another crucial drawback of current machine recognition techniques is their lack of 
intelligence. Many systems are not able to memorize the faces by themselves without the 



Chapter 1 - Introduction 

 
2 

help of a human supervisor or the cooperation of the users. Any new user is supposed to 
follow some instructions to be enrolled into the databases. The instructions are normally 
from a human supervisor who is also required to select and update the databases. They are 
hence invasive to the users and are difficult to be applied in consumer electronics. Quite 
recently, there are some advances ([1], [2], [3]) in the research of building an automatic face 
recognition system. But their assumptions restrict the real applications. The most critical one 
is that they normally assume only one person existing in a video sequence, which greatly 
decreases the complexity of the automatic procedure. With the same previous example, the 
child has no difficulty in self-learning and memorizing unknown faces, identifying known 
faces even if several people existing with free behaviors. But that would make a typical error 
for those systems.  

Robustness is the most concerned question for the researchers. Recent face recognition 
surveys ([4], [5]) reveal that lighting changes, indoor outdoor changes, pose variations and 
elapsed time databases are the critical parameters which greatly influence the performance of 
a face recognition system. But the effect from those parameters is significantly database 
dependent. If a database has already enrolled different mugshots under various environments 
and can update with recent views, state-of-the-art face recognition techniques can produce 
robust enough results.  

Inspired from the above, we define an ideal machine-based face recognition system, which 
features the following:  

• Self-learning — completely automatic and unsupervised; 

• Non-invasive; 

• Robust — with unconstrained environment, against pose and lighting changes, 
occlusion and aging problems.  

In this dissertation, we are exploring the ways and algorithms to approach such an ideal 
system, especially for the application for consumer electronics. 

1.2 Proposed Approach 

The rule-based algorithms for computer vision and pattern recognition used to be popular 
more than fifteen years ago. For example, to detect faces, people used eyes, noses, mouth 
and other features to define the corresponding rules. When there are several facial features 
detected, and the location of the features agrees with some predefined rules, a face is 
expected to exist. Although intuitive, these rules are not robust enough to deal with partial 
occlusions, pose and other frequent day-to-day face changes when applied in images. 
Learned based methods therefore appeal more attractions. Nearly all the best face detection 
and recognition algorithms from the state-of-the-art are learn-based. However, the machine 
learning method generally suffers from requiring huge numbers of examples for training 
which makes it difficult to build an automatic system without any human supervision or 
user’s cooperation. In this dissertation, we explore the ways to combine some general rules 
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as major methods together with learn-based methods to achieve such a system for face 
recognition in video. 

 

 

Figure 1.1 Overview of the System Functional Blocks 

For the convenience of describing the proposed approaches, we list the overview of the 
functional blocks of the automatic system ([6]) in Figure 1.1.  

Images are continuously acquired from a video source. An image-based face detector and a 
novel temporal-based face tracker are included to detect whether there are faces in the 
current image. Any typical image-based face detection techniques (mostly learn-based) can 
be applied here. The temporal information [7] derives from the limited day to day human 
moving speed, a reasonable processing speed assumption and human face dimensions. They 
are therefore rule-based. The combined information from both greatly increases the detection 
rate although the image-based face detector alone can only detect nearly frontal faces.  

The next block is the main block for the same person decision. It is used to determine 
whether a certain face in the current frame remains the same as in the past several frames. 
This block is a combination of three components: a face recognition classifier, the temporal-
based face tracker and a filter. Any robust face recognition classifier can be included which 
is mostly learn-based as well. A linear filter with the filter length of n frames is designed to 
mainly handle a sudden lighting change, shot change and to remove some sporadic face 
negatives. It is based on predefined rules. A state machine is applied to define a complete list 
of all possible states produced by the three components. The majority voting method with 
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some assisting rules is used to judge the transition between each state and to deliver the final 
output of the same face decision.  

If it is guaranteed that the current face remains the same, we define it as a known face. 
Otherwise, the system compares it with all existing databases to find a match by a 
recognition classifier. After that, the global output notifies whether known faces or new 
faces are found. For a new face, a corresponding database is created. And for a known face, 
the update rules help to select qualified mugshots to be enrolled into the databases. A rapid 
growth is crucial when a database is newly created. The more enrolled mugshots, the higher 
the recognition quality while the more database redundancy. With more and more mugshots 
en rolled, we are then concentrating on the variety of the databases. Since faces seem quite 
different from one day to another, it is also important to keep up with the recent views of 
them. Those rules guarantee the purity, variety, rapidity, updatability and uniqueness of the 
databases ([7], [8]). The implemented prototype shows robust performance for consumer 
applications [9]. 

1.3 Prospective Applications 

The proposed non-invasive and unsupervised face recognition system can find prospective 
applications in consumer electronics. [10] describes a passive person identification system 
which can automatically memorize frequently visiting customers and welcome them. [11] 
introduces how an adaptive recognition system is used to prevent children from viewing 
undesirable materials on the internet or TV. In this section, we further foresee three other 
examples of application. 

1.3.1 Home Security 

The first one is a home security system which can be mainly integrated on a TV set. It 
automatically learns the faces of family members through their daily behavior even without 
their awareness. It can be defined to have two modes: a normal mode and a monitor mode. 
When none of the family members (or only none of the host/hostess) is at home, the system 
is set to be in a monitor mode, i.e. being alert to strangers. When an unknown face enters the 
home without accompany of any family members, his/her face shots are autonomously 
selected and stored in the database. An alarm signal is at the same time sent to the 
host/hostess who is not at home. Transmission of such an alarm signal as well as a qualified 
(ideally frontal view) mugshot from a stranger can be handled through telephone calls or 
internet connections. For example, when the security system is connected to the home 
telephone cable, it can automatically dial the mobile phone number of the home owner to 
send him the alarm message as well as the mugshot of the stranger. It is also possible to 
obtain a higher resolution mugshot through an email. The owner can then decide whether to 
call the police for an urgent help. When the owner who is not at home doesn’t want to be 
notified at all, the system is in a normal mode which is still learning new faces and updating 
known faces. Under this situation, update is therefore very crucial to keep a low false alarm 
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rate. For a convenient use, the system should be able to switch from one mode to the other 
not only by pressing the on-system button but also through a remote control when the owner 
is away from home.  

1.3.2 Automotive 

Another interesting application might be an intelligent system inside cars. A self-learning 
and adaptive face recognition system can contribute to different functions — such as guard 
of being stolen, setting of drivers’ preferences, and detection of driver’s attention. The 
system can automatically learn its owner’s face in different views and keep updating the 
database. The key of the car is not only used to open the door and engine the motor, but also 
for keeping the intelligent system in a normal mode. When some one else enters the car 
without the key, the system is switched into an alarm mode. It can help to send the 
corresponding warning message to the owner who can decide whether to report to the police. 
The face shots of the unknown driver are stored in the database. Since GPS and mobile 
communication systems are more and more popular in cars, the mugshot as well as the car’s 
current position can be sent by using the in-car mobile phone to the car owner if the alarm is 
verified by the car owner. In this case, the car is not able to drive faster than a certain limit 
and it can not restart any more when it stops. If the owner thinks it is a false alarm, he/she 
can use the mobile phone to switch the system back to the normal mode again. In normal 
mode, the system learns new faces which might be from the spouse, relatives or friends of 
the owner. It can then automatically memorize the preferences of different drivers. For some 
high-end cars, different types of keys are normally used to differentiate the preference 
settings for different drivers (normally a couple). But when the keys are exchanged, it 
doesn’t work at all. With the help of the face recognition system, it is not so annoying any 
more. During driving, the system can also be used to learn and detect the normal status of 
eyes for each specific driver when he drives. The information might include the blink times 
per minute, the opening degrees of the eyes etc. When a driver is sleepy, the status changes 
and a warning voice might occur to notify him. Obviously, it is much more precise to detect 
the usual status of eyes for a specific person than for a generic person model. 

1.3.3 Entertainment 

A third promising application might be in entertainment, e.g. as a part of an electronic pet. It 
is shy to strangers but can learn to get to know him with a long enough interaction. It can 
show some friendly expressions or poses to welcome a known person. [12] describes in more 
detail as such an example -- a humanoid robot.  

In interactive electronic games, automatic face recognition could be also promising to be 
applied. Any user would find it cool if the game character resembles him/her, even 
presenting the real-time facial expressions of the user. It will be just like be personally on the 
scene. When multiple users are playing the game, automatic face recognition is absolutely 
required. 
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1.3.4 Mobile Phone 

Mobile phones are more and more widely used. Many parents would like to have their 
children taking it for security reasons when away from home. The mobile phone with the 
automatic face recognition function can be pin-free. It is then easier to restrict the children to 
only call their parents. It can also help to frequently memorize the face shots of unknown 
persons who are staying with the children. The pictures can be automatically sent to the 
parents for security purposes. 

1.4 Dissertation Outline 

The remainder of the dissertation is arranged as follows. 

Chapter 2 introduces the background and related research in biometric recognition, face 
detection and face recognition. We have proposed new ways of classifying face detection 
and face recognition methods and procedures. The state-of-the-art research of video base-
face recognition and unsupervised recognition systems are reviewed in more detail. 

Chapter 3 explores the algorithms on how to automatically extract faces of interest from live 
video input. Face region estimation, temporal-based face detection and tracking and the 
corresponding detection performance are mainly described in this chapter. 

Chapter 4 covers the unsupervised face recognition procedure. Adaptive similarity threshold, 
temporal filter and the combined same face decision algorithms are explored. 

Chapter 5 describes the ways of adaptively constructing the face databases. General 
supervised and unsupervised learning methods are firstly reviewed and then an improved 
clustering structure and an adaptive updating threshold are introduced. Finally, the features 
of an optimum database are proposed.  

Chapter 6 introduces a state machine based method to put all the detection, recognition, and 
database construction procedures together as an automatic and self-learning system.  

Chapter 7 focuses on implementation issues. Hardware configuration and software 
implementation are firstly described. A list of additional technology dependent parameter 
settings is also included. 

Chapter 8 demonstrates the performance of all previously proposed algorithms. As two main 
contributions, the combined same face decision algorithms and the database construction 
methods are evaluated respectively. The overall performance of the whole recognition 
system is given in the final part of the chapter. 

Chapter 9 summarizes the contributions of the dissertation and explores the future research 
directions. 
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Chapter 2 Background and Related 

Research 

2.1 Biometric Recognition 

As a booming technology, biometric recognition of a person has been successfully applied in 
many security systems. Typical biometric technology can be defined as a 3-step procedure: 
enrollment, formatting and matching. For enrollment, the users have to cooperate to follow 
some instructions from a supervisor. The biometric data are then acquired and stored as a 
certain format in the formatting step. We can denote the data as templates or databases. 
Matching is actually the comparison between the live biometric data and the databases.  

We list several biometric recognition methods in Table 2.1 with the comparison of three 
important features.  

Table 2.1 Comparison between different biometric recognition techniques 

Biometric 
recognition methods Robustness Invasiveness Usability 

Iris + + – – – 

Retina + + – – – 

Fingerprint + + – – – 

Voice – + + + + 

Face + + + 

 

Iris, retina and fingerprint are the most precise techniques for human identification. They are 
usually used for the systems where the recognition quality is the most important factor and 
all the other issues such as cost, usability etc. can be negligible. Legal applications or 
military systems are the two major application areas. But the critical problems are their 
usability in daily life. The users have to be extremely close -- around 0~30 centimeters to the 
capturing system in both enrollment and matching procedures. They are therefore too 
annoying to the users as well. And for iris and retina, a users’ head has to keep stable for a 
certain time until his/her identification is verified. Fingerprint is a little bit easier for 
application but it’s the most invasive technology since it is conventionally used for 
criminals. 

Voice is convenient of use and can be passively applied, but the vocal characteristic for a 
person is changing too much from time to time. So it is normally used for speech 
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recognition.  

For consumer electronics, we are more interested in an identification system that ranks high 
for all the parameters. Face recognition is appealing because it promises high accuracy, 
requires less user cooperation compared to the iris and retina methods, and is less invasive 
and is potentially fast and cheap.  

In the following, we mainly discuss the person identification by using facial characteristics. 

2.2 Face Detection 

Face detection is the first and crucial step for any face processing system. Its task is to search 
everywhere in an image or in a video stream, detecting whether or not there are faces 
existing and finding their locations. According to its applications, face detection can be 
grouped into image-based and video-based. Image-based face detection methods are the 
basis. Its development provides different mathematical models for face detection. To detect 
faces in videos, temporal information is normally included for assistance. In the following, 
face detection methods are shortly discussed. More detailed surveys can be found in [13] and 
[14]. The categories of face detection methods are summarized in Figure 2.1. 
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Figure 2.1  Categories of face detection methods. 

As an expanding hot topic, numerous algorithms are developed for image-based face 
detection in the last 20 years. [16] defines the image-based face detection approaches as two 
groups (see chapter 5.1 of the book [16]): local feature-based and holistic-based. But skin-
color approach is not included according to the grouping method. [14] classifies the image-
based face detection methods into four categories: knowledge-based methods, feature 
invariant approaches, template matching methods, and appearance-based methods. But those 
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categories have large overlaps, especially for knowledge-based and template matching 
methods. We apply here a new classification rule so that the image-based face detection 
approaches fall into two groups: rule-based and learn-based.  

In a rule-based method, faces are detected based on some knowledge or predefined rules by 
experts. Facial features, skin color, and predefined templates all belong to this category. In 
facial feature models [17], eyes (eyebrows are often considered as secondary features), 
mouth, and nose (nostrils are often considered as secondary features) etc. are separately 
searched. The combination of each feature detector decides whether there is a face. This 
method is quite intuitive but often fails to detect faces with occlusion. Even when a small 
part of a face is occluded, one of the feature detectors may not work and therefore may result 
in face detection failure. Skin color, as a rule for face detection is not so obvious to normal 
people. We define different ethnic people as yellow, white or black etc. in daily life, but 
research in [18] shows that the so called different “colors” mainly derives from the 
brightness rather than the chromatic color. The main problems of this method, however, are 
its sensitivity to camera parameter changes, sensitivity to varying lighting condition, and 
difficulties with skin-colored objects in background. For template-based models [19], [20], 
the rules are general descriptions of what a face looks like. In this method, the image to be 
examined is compared with the predefined face template. The main limitation of this 
approach is that it cannot effectively deal with scale, pose, and shape change of faces. Multi 
resolution, sub templates and deformable templates are subsequently proposed as solutions.  

Learn-based methods for face detection are greatly booming during the past several years to 
deal with changes in facial appearance, lighting, and poses. They generally rely on statistical 
analysis and machine learning theorem. Examples of face and non face images are normally 
required. Hence, this approach can also be termed as example-based. Principal component 
analysis (PCA) is proposed in [10] for both detection and recognition and further developed 
in [21]. Neural networks are successful applied in [22], [23] with exciting results. [24] 
proposes the support vector machines (SVM) algorithm to classify face and non-face 
patterns. Bayesian approach is explored in [25] with wavelet representations. Sparse network 
of Winnows (SNoW) is used in [26] to specifically learn very large numbers of features. 
Recently, [27] applies AdaBoost learning algorithm for real-time frontal face detection and 
is extended to multi-view detection in [28]. A detector-pyramid architecture is proposed in 
[29] for fast multi-view detection and the training is based on a metaboot learning algorithm.  

Video-based face detectors can benefit a lot from the temporal information, which is mostly 
the motion. Frame differencing and background subtraction are two main cues to detect 
motion. Some video-based systems even apply the motion information alone to detect faces. 
[3] subtracts the current image from the initial background to detect a face. This method, 
however, requires a stable background with no face. [30] and [31] make an attempt at 
segmenting moving faces by intensity changes between neighboring frame images. When 
stereo cameras are available, stereo disparities are more precisely providing the motion 
information ([10]). But motion detection alone may have difficulties with multiple moving 
faces, with faces in occlusion, or with relatively static faces. Thus, many robust video-based 
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face processing systems ([18], [10], [32], [33]) combine temporal information with image-
based face detection techniques for face detection. 

There are several major terms that have been defined to indicate the performance of a face 
detection technique. As mentioned in [14], the face detection error can be grouped into two 
categories: false positives in which an image region is detected to contain a face but in 
reality does not; and false negatives in which existing faces are not detected. Face detection 
rate (FDR) is the percentage of correctly detected faces over all testing images. It can be 
mathematically represented by the following: 

(2.1) 

where FPR is the false positive rate and FNR is the false negative rate. 

2.3 Face Tracking 

To process dynamic faces, the spatial information alone obtained from each frame is not 
helpful enough. People are almost always in motion and in variation. The frame-based face 
detection techniques are quite sensitive to the changes of scales, poses and occlusions. They 
are not sufficiently robust to locate the faces. Temporal information from video context is 
therefore important. Tracking techniques are introduced by researchers to use the temporal 
context. Obviously, tracking is applied to follow a certain face in dynamic scenes and is 
supposed to compensate for the face motion effect. In general, hands, arms, body blobs and 
faces are the frequently used human parts to locate and follow a person. Each method has its 
own advantages and disadvantages and can be selected according to different applications. 
For example, body blobs are normally used in a security system to analyze the people’s 
behavior. But face tracking attracts the most attention especially in face recognition systems. 
We briefly survey the popular face tracking algorithms here. 

Face tracking is actually the task of prediction and update. It can be normally defined as a 
statistical process, in which the tracking goal is to estimate the actual state of a face from a 
sequence of observations in the order of temporal changes. At each video frame, a vector of 
observations may include scales, colors, and positions etc. of a certain face in the image. 
Markov processes are often applied to combine prior information and observations for 
prediction, which are mathematically represented by propagation of probabilities of 
detection and the detection parameters over time. Hidden Markov Models (HMM), 
Conditional Density popagation (Condensation) and Kalman filters are the three major 
filtering techniques. But they are relatively computational expensive for the application in 
consumer electronics.  

Several categories of the observations can be divided for face tracking. Some systems are 
using the facial features such as eyes, eyebrows, nose, nostrils, and lips etc. as tracking 
targets. But they might meet errors when those features are not visible due to pose changes 
or partial occlusions. Color-based approaches are more advantageous in terms of speed and 
successful systems are claimed in [34], [35], and [36]. But the main problems are their 

FNRFPRFDR −−=1   
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weakness in illumination changes. The combination of different approaches is proposed with 
improved results. [37] fuses the ellipse contour of faces and the color characteristics together 
to track a face in video. It declares to be robust against out-of-plane head rotation and partial 
occlusions. But only one face is assumed and a manual initialization is required.  

More recently, Verma et al. ([38]) put forward a system that simultaneously combines the 
face detection and tracking information. It accumulates probabilities of detection over a 
sequence which leads to coherent detection over time with improved detection results. It also 
predicts the positions, scales, and poses of detection to guarantee the accuracy of 
accumulation as well as a continuous detection. But the tracking is based on two face 
detectors: one for frontal face and one for profile. If both detectors fail for several 
consecutive frames, the tracking eventually fails. Therefore, it cannot improve the detection 
very well. Another weakness is their difficulties in dealing with crossing-over faces. In their 
experiments, when one face is gradually occluded by another face, the tracking is lost. When 
both faces are visible again, however, they are tracked as new faces. It should be noted that 
most tracking algorithms would have the same problems. 

2.4 Face Recognition 

2.4.1 Overview 

Different from face detection, which finds the generic characteristics of human faces that are 
differentiated from any other objects, face recognition is to find the unique characteristics of 
every single face to be differentiated from any other face. It is therefore a much more 
complex task and in principle can only be based on machine learning algorithms rather than 
rule-based methods. A really booming research has not started until a milestone in machine 
recognition of faces in [30] in 1991, where an eigenface-based system of detecting and 
recognizing faces was demonstrated. A large number of algorithms have been developed 
since then. [39] in 1995 and [4] in 2002 are two important surveys of machine-based face 
recognition. Much of our discussion in this section (Chapter 2.4) is stimulated by the two 
papers. Additionally, [40] is the most recent paper that explores the 3D face recognition 
approaches. 

The public available FERET (Face Recognition Technology) database and its protocols 
([41], [42]) provide large databases and standard evaluation methods for assessing different 
face recognition techniques. There had been three FERET evaluation tests from 1994 to 
1997: first--Aug94, second--Mar95, and third--Sep96 (administered in Sep. 1996 and Mar. 
1997). The tests were sponsored by U.S. government and appealed many university research 
groups. The tests do not only provide the possibility to objectively evaluate different face 
recognition algorithms under almost real-world situations, but also clearly propose the 
possible future research directions. There was a gap between 1997 and 2000 and the program 
has turned its interests to commercial products since 2000. Up to now, there have been two 
FRVTs (Facial Recognition Vendor Test): FRVT 2000 [43] and FRVT 2002 [5], both of 
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which are mainly based on the same FERET evaluation protocols with updated databases. 
Those tests are useful for customers to decide whether to choose a face as a recognition 
method and decide which product is better for a certain application. Although not ideal, 
researchers can still learn from the lessons of the current products. In the following two 
paragraphs, we list the report results derived from FRVT 2000 and FRVT 2002 to 
demonstrate the state-of-the-art commercial face recognition techniques. 

FRVT 2000 result was published in Feb. 2001 [43]. It identified temporal and pose 
variations as two key areas for future research in face recognition. The FRVT 2000 shows 
that progress has been made in temporal changes, but developing algorithms that can handle 
temporal variations is still a necessary research area. In addition, developing algorithms that 
can compensate for pose variations, and illumination and distance changes were noted as 
other areas for future research. The FRVT 2000 experiments on compression confirm the 
findings of Moon and Phillips that moderate levels of compression do not adversely affect 
performance. The resolution experiments find that moderately decreasing the resolution can 
slightly improve performance. In most cases, compression and reducing resolution are 
lowpass filters. Both results suggest that low-pass filtering probes could increase 
performance. 

FRVT 2002 report [5] is published in March 2003. It finds out that indoor face recognition 
performance has substantially improved since FRVT 2000 but outdoor recognition 
performance needs improvement. Other detailed conclusions are: 

• Face recognition performance decreases approximately linearly with elapsed 
time database and new images. 

• Top face recognition systems do not appear to be sensitive to normal indoor 
lighting changes. 

• Three-dimensional morphable models ([44], [45]) substantially improve the 
ability to recognize non-frontal faces. 

• Recognition from video sequences was not better than from still images. 

• Males are easier to recognize than females. 

• Younger people are harder to recognize than older people. 

• For identification and watch list tasks, performance decreases linearly in the 
logarithm of the database or watch list size. 

There are also some general terms that are often used in face recognition. Face recognition 
can be further divided into two groups according to their applications: verification and 
identification. Identification is comparing a new unknown face image with a set of face 
image groups or a set of templates in the face database to find out who is the person. 
Verification is comparing a face image, which is claimed to be a certain person, with the 
corresponding group or template in the face database and checking whether it is true.  

Similar to face detection, two categories of recognition errors are used to evaluate the 
performance of a method. The false acceptance rate (FAR), sometimes referred to as the 
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false alarm rate, corresponds to false positive rate in face detection. It is the percentage of 
face shots which have been wrongly identified as somebody else. There are two cases for 
FAR. One is that an unknown face is wrongly identified as known. The other one is that a 
certain known face is wrongly identified as another known face.  

A false rejection rate (FRR) is corresponding to a false negative rate (FNR) in face detection, 
that is the percentage of face shots which are detected as unknown or but actually they are 
enrolled (known) faces. 

The false acceptance rate and false rejection rate are actually correlated. There is a tradeoff 
between them. The requirement to receive a lower false acceptance rate can also lead to a 
higher false rejection rate and vice versa. A plot of numerous false acceptance rate-false 
rejection rate combinations versus similarity threshold is called FAR/FRR curve. The curve 
shows the natural compromise between FAR/FRR of a certain recognition technique. From 
this curve, we can easily choose a threshold to achieve either a lower FAR or a lower FRR 
according to different application purposes. For example, a security system to identify a 
criminal is preferably to keep an extremely low FRR but an automatic banking system would 
rather take a higher FRR to achieve an extremely low FAR.  

Similar to equation (2.1), the recognition rate FR can be represented as the following: 

 (2.2) 

2.4.2 Recognition Procedures and Methods 

[39] separates the task of face recognition into segmentation (face segmented by detection), 
feature extraction from face regions, identification and matching. Without considering the 
face detection, we define here the face recognition as three procedures: enrollment, 
matching/classification and update. Figure 2.2 summarizes the face recognition procedures 
and methods. 

The key to successful face recognition is a high quality enrollment. In this step, one or more 
images of one person’s face are grouped and often encoded as one template. Many templates 
(groups) construct a face database. There are some parameters which represent a high quality 
enrollment. We divide this procedure into five substeps: same face decision, mugshots 
selection, and feature extraction, encoding and database construction. That is to say, a 
person's database is expected to be robust enough to recognize him/her afterwards.  

Same face decision is the crucial step although most people overlook its importance. For a 
machine recognition system, it has to make sure that the selected face shots for an expected 
person are really from the person and not from anyone else. Since enrollment is traditionally 
deemed as a pre-training phase for any kind of learning method, the task of the same face 
decision here is normally implemented by a human supervisor. So it is really a challenging 
problem for a machine system to manage it by itself.  

 

FRRFARFR −−=1   



Chapter 2 - Background and Related Research 

 
14 































































































































Update

HMM
 based-ticProbabilis

networks Neural
SVM

based-Learn

matching Elastic

distanceneighbor Nearest 

ation)(Classific
Matching

onconstructi Datbase

WT
DCT
LDA
ICA
PCA

Encoding

features facial Visual
sticscharacteriabstract  Local

 extraction Feature

selection Mugshots

 decision face Same

Enrollment

M

M

M

 

Figure 2.2  Category of face recognition procedures and methods. 

Once a target face is selected, the second step is to select qualified face shots of it from all 
available images or data. The selection is more or less dependent on the encoding and 
classification methods. Some technology might emphasize the variety of head postures; other 
technology might require the variety of facial expression. Nevertheless, the purpose of the 
selection is to ideally make sure that the faces that have been pre-trained should be identified 
when they show up again. This step is also normally handled with the help of human beings 
instead of machines themselves. The human assistance in the first two steps appears to be 
inevitable and has been accepted for many years until quite recently. How can a machine 
recognition system know that who is who without any pre-trained database? But the amazing 
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thing is human beings have this ability. Therefore, there must be ways for machine-learning 
systems to achieve the tasks. We will address the related research of these unsupervised face 
recognition methods in 2.4.4. 

Feature extraction and encoding are the third step and fourth step respectively in the 
enrollment, on which most research efforts are concentrated. The traditional term “features” 
indicates facial features such as nose, eyes, mouth, nostrils, chins and forehead. The feature-
based method is normally classified as the antonym of the holistic method and is a popular 
approach for face recognition in earliest research. And the holistic approach plays a more 
important role for a machine recognition system. It mainly emphasizes the global 
characteristic and description of faces without considering any facial features. However, 
biological study ([46], [47]) of human perception systems show that both holistic and feature 
information are crucial for the perception and recognition of faces [4]. Most successful 
recognition systems use the hybrid of both. Therefore, we include the feature extraction as 
the necessary step for enrollment. A more general definition of the term “features” is 
preferred, which can be either local abstract characteristics in the face region such as lines, 
curves, edges, fiducial points or areas, or visually facial features such as eyes, mouth, nose 
etc.. 

Encoding is required to decrease the dimension of a data space of face regions. A greyscale 
image with a resolution of m×n pixels is normally represented by a m×n matrix with each 
element corresponding to the intensity value of each pixel. The matrix is also called an 
image space with m×n dimensions, which needs too many computation efforts to make 
comparisons and too much storage to save them. Efficient encoding approaches have to be 
found to greatly reduce the data without losing much information. Eigenfaces [30], which is 
based on principal component analysis (PCA), independent component analysis (ICA) [48], 
linear discriminant analysis (LDA, known as Fisher discriminant analysis—LDA) [49], [50], 
discrete cosine transformation (DCT) [51], [52], [53] and wavelet transformation (WT) [54], 
[55], [56] are the major well-known encoding methods. 

The main idea of PCA is trying to project a m×n dimensional space onto a much smaller 
subspace, which is a linear combination of orthogonal (uncorrelated) vectors. Those vectors 
are named as principal components or eigenvectors, which are ranked by the associated 
eigenvalues of the covariant matrix of the whole image space data. Since each eigenvector 
has the same dimension of the original face image and is also “face-like” in appearance, it is 
defined as “eigenface” [30]. PCA is aimed to reduce the redundancy of datasets while 
remains a minimum loss of information. Thus, the least mean square reconstruction error is 
always concerned in PCA.  

ICA is a generalization of PCA. While the goal of PCA is to achieve the minimum mean-
squared reprojection error by minimizing the linear dependencies of input data, the goal of 
ICA is to minimize both second-order and higher-order dependencies in the input. The 
normal procedure is to firstly decorrelate the input data by PCA, and then reduce the 
remaining higher-order dependencies by ICA. Therefore, unlike PCA, the basis vector of 
ICA is neither orthogonal nor ranked in order. There are contradictory arguments of whether 
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PCA or ICA is the better for face recognition, [57] is the most recent paper we could find 
that more completely compares both methods.  

LDA is trying to represent the input data with the vectors that best discriminate different 
classes. Those vectors are computed to maximize the inter-class variance and minimize the 
intra-class variance. From the mathematical point of view, it might be generally believed that 
the LDA method outperforms PCA when applied into face recognition. The former 
reconstructs a face by classes with maximum separability while the latter does not pay any 
particular attention to the underlying class structure. But the experiments in [58] show that it 
is not always the case. The superiority of PCA over LDA occurs when the number of 
samples per class is small.  

All traditional PCA, ICA and LDA are linear encoding methods. But the image data are in 
general nonlinear. Therefore, non-linear (kernel-based) approaches are introduced quite 
recently: Kernel-PCA (KPCA), Kernel-ICA (KICA) and kernel-LDA (KLDA/KDA) [59], 
[60]. There are few papers that make comparison among all PCA/KPCA, ICA/KICA and 
LDA/KLDA. A recent one we could find is [61], but some of the conclusions don’t agree 
with [57]. Further explorations are required to tell which one in which case is better. But 
they are beyond the scope of this dissertation and we are just putting forward this question as 
a research challenge. 

DCT is a popular technique in image and video compression especially with the widely used 
JPEG format. It divides an image into subblocks and each block is decomposed by 2D DCT 
basis functions. Although it is not as optimum in terms of energy compaction as PCA, ICA 
and LDA approaches, DCT is still very attractive for the application of face recognition [51], 
[52], [53] thanks to its computational efficiency and ease of implementation both in 
hardware and in software. 

Wavelet transformation is well known for providing a multiresolution analysis of an image. 
Its computational efficiency also makes it possible for a real-time application. With the 
extensive application of JPEG2000 (based on wavelet transformation) for image and video 
compression, wavelet encoding has more and more appeals.  

The final step of enrollment is to arrange the encoded face data into a certain structure, 
which is known as database construction. An efficient database structure is important to 
achieve high recognition accuracy. 

After enrollment, the second main step is to make classifications, which can be also defined 
as a matching problem. Matching is to examine the similarity of a subject image with the 
existing databases. Any kind of classification method can be taken from pattern recognition 
theory. The popular approaches are nearest neighbor distance, elastic graphic matching, 
learn-based method and probabilistic approach. 

Nearest neighbor distance is the most apparent and simple method. Euclidian distance is 
applied together with eigenfaces in [30].  

Elastic matching approach together with wavelet transformation is proposed in [55]. It is a 
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more complex method which runs heuristically to find the image graph which maximizes the 
graph similarity function.  

Support vector machines (SVM) [62], [63], [64] and neural networks [65], [66] are two 
major machine learning-based methods, which outperform the Euclidean distance approach 
but with sacrifice of computation efforts. 

As a probabilistic method, Hidden Markov Models (HMM) [51], [52] are successfully 
applied as face recognition classifiers and [54] claimed that the combination of wavelet 
encoding together with HMM can outperform other methods. A more complete study of the 
comparison among the classification approaches for face recognition is still on demand.  

Update, as the last procedure for face recognition, is also not a very hot topic of research. 
Traditionally, there are two approaches for dealing with update. One way is trying to 
represent a face with complete enough pre-training mugshots and does not require any 
update. However, as stated in the most recent FVRT 2002 test [5], face recognition 
performance decreases approximately linearly with elapsed time database and new images. 
This strongly addresses the importance of update. The other way is to have an additional 
human supervisor, who makes the decision on when and which mugshot to be updated. 

2.4.3 Video-based Recognition 

There are two main groups of research for face recognition: image-based and video-based. 
Recognition from video attracts much more research interests in recent years with the 
availability of cheap video cameras and fast computers for video processing. It has more 
application prospects than the image-based research since most practical systems acquire 
mugshots from video capturing sources. Moreover, in the real world, faces are almost always 
moving. Recognition through video sequences can find more underlying biological supports. 
In the previous section, we have discussed the general procedures and approaches which are 
all suitable for the image-based methods. But the video-based recognition has a lot of 
additional features which have not been covered in our preceding discussion. There are a few 
basic differences between dynamic and static image analysis. In this section, we are mainly 
talking about the differences between the two and give an overview of the state-of-the-art of 
research in video. 

Compared to static-image analysis, video-based recognition might have the following 
difficulties: 

• Motion. Moving faces produce too many changes to make identification. The 
movement includes local facial movement and global face movement. Faces 
from different persons with the same facial expression might have a bigger 
similarity than Faces from the same person but with variant facial expressions. 
Global face movement, especially the pose changes are even more harmful [5].  

• Complex background. There might be a lot of unpredictable moving objects or 
people in the video. Those background moving objects/people can occlude the 
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face of interest and hinder the tracking of faces. Another issue is the variation of 
lighting conditions. A sudden illumination change often occurs with turning 
on/off the light. Shadows can mask many valuable facial characteristics.  

• Resolution. To save storage as well as bandwidth, and to be suitable for the real-
time processing, the available video data are often with low resolution, normally 
much lower than an ideal face shot in static images. Hence, it obtains less 
information from a certain video frame. 

Those disadvantages slow down the application of face recognition in security systems. A 
typical example is a criminal-alarm system at the airport. A commercial face recognition 
system was tested at the Palm Beach International Airport and Boston’s Logan Airport in 
U.S.A. 2002. Although it claimed to be one of the best systems in the market, both airports 
showed their absolute disappointment with the performance. 

However, there are also some benefits available from video: 

• Temporal information. Video provides temporally correlated image sequences, 
which make it advantageous over image-based methods. Temporal information 
is crucial for tracking faces and consequently makes it easier for the same face 
decision procedure. 

• Abundant data. More than enough frames for a certain face are usually 
available for recognition. Recognition errors in part of the frames can still be 
compensated from those successful frames. It allows the system to discard bad 
quality frames and select only qualified frames for enrollment and matching. 

• Environment. Although moving objects/people are a big challenge, videos are 
often recorded in a constrained area. With a location-fixed video camera, there 
are also static objects that are not changing frequently. The background 
subtraction algorithms can be applied as a secondary approach for face detection 
as a preprocessing step to determine the regions of interests. For that reason, it is 
for some applications quite useful, e.g. a video surveillance system, to watch 
whether there is someone in a restricted area and who is showing up. 

In earlier research such as [30], [55], although they are using video sequences as inputs, 
mere still-image face recognition techniques are applied without considering any above-
mentioned video advantages.  

More real video-based approaches use both spatial information (in each frame) and temporal 
information (relations between the frames). Those published research before 2002 has been 
surveyed in [4]. We explore the more recent research here. 

[67] proposes adaptive Hidden Markov Models inspired by speech recognition. It requires a 
supervised enrolment procedure and an unsupervised matching procedure. During training, 
each frame (only containing face portion) is considered as an observation. The statistics and 
temporal dynamics are learned by HMM. During the matching process, the likelihood scores 
provided by the HMMs are compared to find the identity of a certain test video sequence. 
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Moreover, each HMM is also adapted with the test sequences to obtain better modelling over 
time. The performance concludes that it is better than using majority voting of image-base 
recognition results. But they use cropped images which contain only faces in their 
experiments, which is a too strict requirement. 

[68] presents a general framework which provides a complete statistic description of human 
identities. Their proposed subspace identity encoding is claimed to be invariant to location, 
illumination and pose changes. The performances are expected to be degraded with face 
occlusions. 

A comparative study based on experimental analysis between face recognition in static 
images and videos is demonstrated in [69]. PCA and LDA are chosen as pure image-based 
methods while HMM [67] was as video-based method. Two major conclusions have been 
drawn. Firstly, thanks to the combination of spatial and temporal information it makes the 
video-based method much less sensitive to bad image quality than the image-based 
approach. Secondly, the joint spatial-temporal representation is more sensitive to sequence 
length than the static method. That is to say, short video may lead to worse performance with 
HMM method, which cannot efficiently extract the dynamic information from too small 
number of frames.  

[70] proposes a multi-classifier approach for video-based face recognition. They first use 
audio information to align frames in different videos in the order of image similarity. After 
that, majority voting and a sum rule are applied to combine the unified subspace analysis 
classifiers from each frame. Their experiments show perfect results, but the subjects are 
asked to speak predefined sentences to contribute to the audio alignment.  

[71] takes advantages of face motion manifold from video. The Resistor-Average distance 
(RAD) is computed on nonlinearly mapped data using Kernel PCA. RAD is then used as a 
dissimilarity measure between distributions of face images. Sources of enrollment errors are 
modeled and incorporated in the recognition framework to improve the recognition. Videos 
with random face motion are tested with successful results. But their methods do not handle 
the well-known illumination problems. 

It is important to mention that although the above-mentioned papers propose different 
valuable ideas and algorithms for video-based face recognition, all of the performances are 
tested with highly constrained videos. The most critical one is that every sequence consists 
of only one person at one time, without moving background objects, which is still far from 
the complex environments in real world. 

2.4.4 Unsupervised and Automatic Systems 

The so far discussed face recognition technology requires a separate enrollment (training) 
step, where face images are collected, selected and labeled manually. Human supervision is 
therefore always required. For an online training, where databases are constructed through 
live video, moreover, the difficulty and importance of update has not been sufficiently 
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addressed by many researchers. There are two conventional ways to construct face databases 
from videos. One is to have a pre-training procedure before recognition, in which the face 
images from a certain person are carefully selected by a human supervisor. Those chosen 
face shots are then encoded in a certain format and stored into the corresponding database. 
The selection criteria are dependent on the recognition methods. Most robust recognition 
systems collect various face shots of a certain person under varying lighting conditions, 
multiple views, different head poses and expressions etc. Although those systems perform 
well, the training procedure itself demands significant efforts for a human supervisor to 
select qualified images. The other way for face database construction requires little effort 
from human supervision, but the co-operation of subjects is necessary. This approach can be 
annoying to the subjects. A supervisor normally asks them to change their poses and 
expressions from time to time during the training phase. 

A completely automated system with no help from outside assistance and no requirement for 
users is hence on demand. The features of such an intelligent system can be described as the 
following. The system starts with no database at all. At the beginning, every person is a 
stranger whose face shots are considered to be unknown faces. The system should be able to 
automatically select qualified face shots of each unknown person, enrolling them into a self-
constructed database, which is expected to support recognizing the person when he/she 
appears again. Moreover, it must not erroneously combine different persons into one 
database. For known faces which have a corresponding match in existing databases, update 
is required to keep up with the recent views of a certain person. It is a big challenge to 
perform the task without any human assistance. Recently, there are advances in automatic 
and unsupervised face recognition. [72], [1], [73], [12], [3], [2] are the important scientific 
papers we could find from state of the art.  

[30] might be the first article which studies the unsupervised recognition of faces. They use 
eigenfaces to classify a face image. A new face can be automatically added if its face image 
has a big enough Euclidean distance when compared with existing databases. However, no 
temporal information has been used and they have not considered the update procedure.  

[74] claims an automatic person verification system. It includes video break, face detection 
and authentication modules. In the video break, motion information is firstly used to set the 
region of interests (ROI) as face candidates. A simple optical flow method is used when the 
image SNR level is low. When the SNR level is high, simple pair wise frame differencing is 
used to detect the moving object. In the face detection module, coarse-to-fine face location 
methods are used. A decision tree works as a precise approach to determine the face regions. 
The face images are then used for authentication using a radial basis function (RBF) 
network. The matching (actually only the verification task here) task is accomplished by 
comparing with existing face databases. This system is tested on three image sequences: the 
first was taken indoors with one subject present; the second is taken outdoors with two 
subjects; the third is taken outdoors with one subject under stormy conditions. Perfect results 
were reported on all three sequences. It is one of the few automatic systems which are able to 
deal with multiple people situations. However, the system is not a fully automatic system in 
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broadly speaking. It achieves only a verification task with a pre-constructed database, which 
is not expected to automatically enroll new faces. Another limitation is that they have only 
tested with frontal or nearly frontal faces, which is still a too constrained requirement. 

A real autonomous face recognition system was firstly introduced by [72]. They propose an 
unsupervised learning approximator—SHOSLIF, to incrementally create a tree from training 
samples. PCA and LDA are used recursively to build a feature space for every internal node 
(also called a leaf node) of the tree. For any given input, a certain number of top matched 
leaf nodes are reported. Then a spatial-temporal cluster method is applied to group primitive 
clusters out of leaf nodes. Eight people are tested which shows perfect performance—100% 
recognition rate has been achieved. However, their experiments have the following 
requirements: one person exists in one sequence; each subject always try to place his/her 
face in the center of an image, which means that each frame is actually a face image; only 
frontal views are taken for testing the performance. 

[1] is an extension of [72]. An incremental hierarchical discriminating regression (IHDR) 
decision tree is constructed to deal with the classification problem. The IHDR algorithm 
applies the discriminant analysis rather than PCA to split data. Virtual labels are formed by 
clustering in the output space. These virtual labels are used to extract discriminating features 
in the input space. This procedure is performed recursively. The resulting discriminating 
subspace is organized in a coarse-to-fine fashion and the corresponding information is stored 
in a decision tree. The algorithm has been tested with a large number of people—143 
different subjects. Each subject is recorded with one video sequence of around 50-60 frames 
in length. A correct recognition rate of 95.1% has been achieved, which is claimed to be 
comparable to the nearest neighbor classification method but with much faster speed. 
Although not clearly stated, the system seems to still inherit the limitations of [72]. 

[73] proposes a framework for adaptive person recognition. The system consists of two 
stages: spatial-temporal segmentation; integration of object recognition and knowledge 
adaptation. For segmentation, motion and convex shape are applied to each frame to set 
region of interests (ROI). Bunch graph matching is then performed on these ROIs to verify 
whether they contain faces. Tracking of moving faces are managed by space and time 
discontinuity cues of the face trajectory. The second stage is further divided into three steps: 
recognition, knowledge adaptation and forgetting. For recognition, facial similarity between 
frames is analyzed to obtain a frame-to-frame similarity value. When it cannot provide 
enough information, torso-color analysis is applied. A simple adaptation rule is applied. 
When a certain face shot is identified as a known face, its view representation is always 
added to the existing databases and a new average of the view representations is computed. 
For an unknown face, a new entry is created with a new identity label. Forgetting process is 
able to discard redundant or irrelevant information over time. The system has been 
successfully tested with sequences recorded in a seminar room. Each sequence contains one 
person with free motions. Nevertheless, there are several assumptions of the system: the 
torso-color method requires that one person always dresses in the same clothes; the faces are 
only showing up with frontal views.  
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[12] presents a humanoid robot which can silently and passively get to know new people 
who have interactions with it. The system is based on the face detection method in [28] and 
the face recognition method in [30]. A simple heuristic clustering method is applied to 
examine input data, which are collected into batches. For each batch, the system iteratively 
holds out every image, treating it as a class and calculates the eigenfaces of the remaining 
images. Threshold values for the maximum allowable distance to the generic face space and 
an existing known face space are empirically determined. Each face has multiple clusters. 
There are two major assumptions: one is that most of the input images contain faces and the 
other is that there are a few images per individual inside each batch. The performance shows 
that each database for a certain person keeps high purity, i.e. no face shots from any other 
persons are wrongly enrolled. But the system can learn 4 out of 9 subjects although most of 
the subjects have long interactions with it. Furthermore, the construction of the databases is 
wholly dependent on the image-based face detection algorithm without considering the 
temporal information from video. Another critical limitation is that only a single salient face 
is allowed to interact with the robot. 

An “associative chaining” (AC) method is proposed in [3]. Their system allows all stages of 
the face recognition system to run automatically, with well recognition rate for both frontal 
and profile face shots. There are several stages of the AC approach. In the preprocessing 
stage, a combination of several face segmentation methods is applied. Background 
subtraction is firstly used to detect moving objects. The binary silhouettes of a certain 
subject are extracted at each resolution level of a multi-resolution image pyramid. Blob 
information and the location relation between the shoulder and the head are fused to 
determine the face region. “Blob” is a frequently used term in computer vision, which can 
indicate a human body part or a specific region that contains a body part. A separate face-
only image sequence is accordingly produced. In the learning stage, the AC algorithm is run 
on those face-only image sets to partition them into face clusters without using category-
specific information. This is achieved by “chaining” together associations (similar views) by 
two types of connecting edges depending on local measures of similarity. A minimal 
spanning tree (MST) is applied for clustering. The learning process is grouped into two 
modes: a batch mode and an incremental mode according to requirements of different 
applications. Encouraging results are observed for data of more than 300 face image 
sequences obtained over several months from 17 subjects. The assumption is that each 
separate image sequence belongs to the same category (same subject), i.e. different people 
are not expected to show up at the same time.  

[2] is the most recent paper we could find. It introduces a database quality measure which 
can automatically select qualified mugshots of both known and unknown faces from a 
twelve-camera system. A four step procedure is proposed to segment a possibly existing face 
from each frame. Image subtraction and dynamic threshold between the background image 
model and every frame are firstly applied. Those pixels which have passed the threshold test 
are then filtered based on color to detect regions of skin tone. In the next, a morphological 
erosion operation is applied to the remaining pixels to further decrease the bounding regions 
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which might contain faces. Finally, symmetry of each region is measured to eliminate 
moving regions that have skin tone color but are actually not the subject’s face. To 
automatically and incrementally construct the database, the Fraunhofer Line Discriminator 
(FLD) measurement approach is applied to estimate the quality of it. The measure is used to 
compare the quality difference between the database before and after adding the new 
mugshot sample. Their experiments show that automatic acquisition of a high-quality 
database from a twelve-camera network is feasible. Although not clearly stated, their method 
is subject to fail when there are more than one faces showing up at the same time, and when 
there is a sudden change that one face disappears and another face is showing up. Their 
system deals well with frontal faces due to the limitation of the image-based face recognition 
method. Additionally, each of the twelve cameras needs to be connected to a PC, which is 
quite a big hardware requirement. 

Patents and published patent applications are another important reference resource. They 
normally demonstrate the industry’s interests on a specific research area and are especially 
referential for engineers. There are some published patents and patent applications dealing 
with the problem of unsupervised and automatic face recognition. In the following, we 
survey four important ones. 

An earlier patent in [75] describes an autonomous face recognition machine. It is claimed to 
be insensitive to variations in brightness, scale, focus and can operate without any human 
intervention or inputs. Image differencing method is applied to determine a region of moving 
object from a frame image. A facial feature based face detector is performed on the motion 
region to detect whether it contains a face. Then an elliptical mask with the facial 
characteristics (is defined as a gestalt-face) is extracted and compared with the stored data. 
The system assumes the following: faces are always moving (stable faces are not able to be 
detected); there is only one face existing at one time; a constant illumination for the scene; 
faces are showing up with frontal or at least nearly frontal views. The system is applied to 
identify known persons, which does not deal with learning new faces and update known 
faces.  

[10] is a more recent patent which describes a passive system for biometric customer 
identification and tracking. It defines a more systematic idea on how such an automatic 
system will behave. It is expected to passively memorize new customers, update known ones 
and remove the people of non-interests (those who come once or occasionally in a certain 
period of time). The automatic system can welcome frequently visiting clients and can be 
alert to those with bad credits. The patent is useful as a meaningful guidance for research 
directions. It has not discussed any technical details, such as which biometric data are useful 
and which algorithms are suitable for such definitions.  

[11] is a recently published patent application. An adaptive facial recognition system and 
method is demonstrated. It is a more detailed system than [10], which uses the facial 
characteristics for recognition. Faces are firstly detected by a generic template of eigenfaces. 
A tracking method (no details) is also included to track a detected face (a multi-face situation 
is not discussed). The detected face is then compared with the database by any existing 
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distance criterion (actually a classifier by our definition). If the face shot is determined to 
belong to any known classes, it is to be updated based on selection rules (not mentioned in 
any detail). Otherwise, a new class is created. [76] patents a real-time facial recognition and 
verification system. Motion, color and blob information are combined to localize a face 
region in an image. A series of templates (eigen templates) are used to process the detected 
face region. Matching is also based on PCA method. Although somehow similar to [75], the 
proposed ideas are to be performed with a much higher speed. 

In general, most current automatic systems have several common limitations. 

Firstly and most importantly, they assume a single face case within a certain sequence. The 
occurrence of multiple people with occlusions or a sudden change from one person to 
another may lead to failure. Although not subject to happen for video sequences from live 
cameras, the sudden shot change often occurs in films or TV programs. 

The one-face assumption greatly decreases the complexity of the automatic procedure. 
However, it is a very strict requirement for the environment and does not have enough 
practical application prospects. 

Moreover, the general ways to further compensate for face detection and face recognition 
limitations by using the temporal information from video sequences are not sufficiently 
explored. 

Another crucial point is that research on automatically building high efficient and high 
quality databases is far from adequate. 
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Chapter 3 Combined Face Detection 

and Tracking Methods 

3.1 Introduction 

This chapter explores how to automatically extract face(s) of interest from live video input. 
It is the first but crucial step for an automatic and unsupervised face recognition system.  

As mentioned in chapter 2.1, the combination of motion detection and image-based face 
detection techniques is commonly applied in many video-based face processing systems. 
Although motion information alone can be used to detect a face in video [3], it is normally 
used in the preprocessing step ([77], [32], [33]) to segment moving objects from background, 
e.g. to determine the regions of interests. An image-based (frame-based) face detector is then 
applied to verify the faces in those regions. 

The image-based detector can reduce the number of false positives from the temporal 
detector, but it has difficulties in detecting the false negatives. That is to say, the faces that 
are not detected in the temporal detector are not likely be detected in the image-based 
detector as well. And motion is subject to produce many false negatives in real cases without 
any human supervision. Background subtraction and frame differencing are the two main 
methods to detect motion. The first one requires a static background. However, there are 
unavoidable failures when subtracting the initialized background from the current frame with 
a varying background. Complicated adaptive background models are introduced as a 
compensation in [78], but with significant additional computation efforts. For the frame 
differencing method, when a face is not moving apparently, or other moving objects existing 
in the background, it might not work well. 

To achieve better results, we include an image-based face detector (IFD) in the first step and 
then apply the motion-based face detector (MFD) as a post-processing procedure rather than 
in the preprocessing step. Apparently, as the first step, IFDs are generally the most robust 
and can achieve much higher face detection rate than MFDs. But no technology is perfect. 
When the first step fails, the corresponding motion information can still help to complete the 
face detection procedure.  

Inside IFD, besides the detector, we further introduce a face region estimation method based 
on anatomy. The region is used not only for extracting faces but also for supporting the 
following MFD. Temporal information and the logic deduction of human movement analysis 
are combined for the MFD. The hybrid methods especially the non-mathematical 
fundamentals make the detection procedure intelligent. From the technical point of view, the 
detection rate is significantly improved while the mathematical complex still keeps low. 
Although MFD is computationally simple, which is mainly based on the daily people 
moving speed assumption and frame differencing, it can significantly improve the false 
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negatives. Figure 3.1 illustrates the procedure for face detection.  
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Figure 3.1 Function blocks of face detection 

3.2 Image-based Face Detection 

The IFD includes two parts. One is the face detector which indicates where the face is. 
Moreover, it should also be able to detect the eye positions. The other one is the face region 
estimator which can extract the face region according to the detected eye positions. The face 
region estimator as well as the detected eye positions is required for a following MFD. 

3.2.1 Choice of the Detection Algorithm 

From the performance point of view, it is always an optimized choice if we can include the 
best available technology for our system. The two main third-party components we need for 
the whole automatic system are an image-based face detector and a recognition classifier. 
The face recognition technology FaceVACS® (from Cognitec Systems GmbH) ranked the 
first in the FRVT 2002 test [5]. Hence, we take its SDK (Software Development Kit) with a 
special academic price offer. The SDK also includes an image-based face detector. Although 
the detector is not as outstanding as the recognition classifier, it still meets our requirements 
– eye detection algorithms are included and a fast processing speed can be achieved. For the 
above reasons, we have taken the FaceVACS® as our face detector rather than other popular 
detection algorithms such as [28] and [29]. 

3.2.2 Overview of the Detection Algorithm 

It is a rule-based face detection method by using a predefined face template, according to the 
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face detection categories described in chapter 2.1. The following two paragraphs briefly 
introduce the detection algorithm from the publicly provided information in [79]. 

To locate one face, a so-called image pyramid is formed from the original image. An image 
pyramid is a set of copies of the original image at different scales, thus representing a set of 
different resolutions. A mask is moved pixelwise over each image in the pyramid, and at 
each position, the image section under the mask is passed to a function that assesses the 
similarity of the image section to a predefined face template. If the similarity value is high 
enough, the presence of a face at that position and the corresponding resolution is assumed. 
From that position and resolution, the position and size of the face in the original image can 
be calculated.  

From the position of the detected face, an estimation of the eye positions can be derived. In a 
neighborhood around those estimated positions, a search for the exact eye positions is 
started. This search is very similar to the search for the face position, the main difference 
being that the resolution of the images in the pyramid is higher than the resolution at which 
the face was found before. The positions yielding the highest similarity values are taken as 
final estimates of the eye positions. 

3.2.3 Face Region Estimation 

 
Figure 3.2 Proportional illustration of face region depending on the eye distance. 

The study of anatomy ([80]) repeals that most human faces follows a certain range of width-
height ratio, which can be also represented by the eye distance. In this thesis, we empirically 
apply the following equation to extract the face region from detected eye positions. 
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where ED is the eye distance, FW and FH are face width and face height respectively. 

Figure 3.2 uses grids to proportionally illustrate the relationship between the estimated face 
height, face width and the detected eye distance. 

To evaluate the face extraction method, we have collected images containing a face from 
Internet, TVs and video cameras with different resolutions. Each image is processed through 
the mentioned image-based face detection method to obtain the eye distance of a certain 
face. Face regions are then extracted by equation (3.1). 

 
(a) 

 

 
(b) 

Figure 3.3 Example of face extraction 

Figure 3.3 shows examples of the extracted faces and the thumbnails of the corresponding 
original images. For the sake of displaying, the whole images are re-sampled to the same 
resolution while the face regions are shown in their original size. Thumbnails re-sampled 
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from TV programs and video cameras are listed in (a). The corresponding face regions in 
their original resolutions are extracted from each image in (a), which are shown in (b). It can 
be seen that although there is a large resolution difference of the images, each face is well 
extracted without losing any useful facial information. 

3.2.4 Face Detection Quality 

To evaluate the performance of a face detection algorithm, the following factors shall be 
considered: 

• Head pose 

• Scale 

• Facial expression 

• Lighting 

• Motion blur (detection from video) 

Variance of head poses can greatly influence the success of detection. Three dimensional 
motion of a face includes pitch, yaw, roll or combination of them. Figure 3.4 shows 
examples of those pose changes.  

       

 

Figure 3.4 Variance of 3D head poses 

Scale and facial expressions are important factors for the image-based detection algorithms 
since they significantly change the appearance of faces. Varying lighting conditions can lead 
to failures of many face detection algorithms especially for color models. Motion blur 
typically occurs with moving faces taken from standard videos.  

We have made experiments to qualitatively evaluate the FaceVACS detection method, which 
is shown in detail in 8.2. Although relatively robust for pitch, scale and facial expression 
changes, it is sensitive to roll faces and may fail with profiles. 

To keep the generality, we study here all common failures of face detection algorithms and 
explore the ways to benefit from temporal information from video. False positives from 
video can be further divided into two major groups. One type of failure occurs when some 
static face-like objects are in the background. The other kind occurs for some objects which 
are falsely detected as faces due to motion artifacts. We will discuss the false positive 
problem and the solution for that in more details in Chapter 4.3.3. In the following section, 

(b) Yaw faces (c) Roll faces (a) Pitch faces 
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we mainly focus on how to handle the false negatives. 

3.3 Temporal-based Face Detection 

3.3.1 Overview 

Widely used algorithms for predicting motions are Kalman filters, Hidden Markov Models 
and Conditional Density Propagation (Condensation). In [16], those methods are described 
in detail especially for face tracking. We introduce here a simple frame differencing method 
for motion detection, which is based on the eye distance from IFD. No motion estimation 
vector is required. It is therefore computationally more efficient for a real-time system 
compared to existing techniques. The proposed temporal-based face detector can be divided 
into three parts by its functionality. A face region is defined for each detected face so that it 
contains one and only one face. An expanded region centered on the face region is then 
marked according to an average day-to-day maximum expected moving speed. The region is 
named the search region, inside which a face is expected to stay for at least two consecutive 
frames of video. Motion detection is applied in each search region to decide whether there is 
much temporal difference. Small motion meets the expectation that a certain face is in the 
search region while big motion indicates that the corresponding face does not exist in the 
search region any more. The temporal-based face detector is equivalent to the functional 
block “Face found by MFD ?” in Figure 3.1 and can be further decomposed into four sub-
blocks as shown in Figure 3.5. 
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Figure 3.5 Function blocks of temporal-based face detector 

3.3.2 Search Region Estimation 

In daily life, most people don’t move extremely fast. The general walking speed of a person 
is around 4~5 km/hour, approximated as 110cm/s~140m/s, which can be estimated as the 
motion speed of a face. We accordingly suppose that a human face within a video sequence 
follows that speed limit, providing valuable temporal information for detecting faces. 
Stereoscopic literature [81] finds out that the vast majority of adults have interpupillary 
distance in the range 5.5cm~7cm, which is about 1/20 of the assumed face motion speed by 
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only considering the absolute value. The motion speed of one face in videos can be thus 
represented by the following equation:  
 
 

(3.2) 

where DF denotes the maximum speed that one face can move, and ED equals to the absolute 
value of the detected eye distance although it is physical representing speed. 

 

 
 

 
Figure 3.6 Two examples of face region fast movement. 

For the convenience of processing frame images, equation (3.2) can be converted to:  
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where MF denotes the maximum distance that a face can move between two successive 
frames and ?t is the time interval between the two frames. 

MF actually defines a region inside which a certain face is expected to remain for at least two 
consecutive frames. This region is named the search region here.  

We have made an experiment to assess the relationship between the eye distance and the 
search region. Two video sequences are recorded with one person moving as fast as possible. 
The resolution is 384×288 pixels and the recording speed is based on PAL standard with 25 
fps. The thumbnails shown in Figure 3.6 are the main face regions cut from the original 
images. (a) lists the consecutive frame images with a person moves the head up and down as 
fast as possible. (b) shows the consecutive frame images with a person moves the head left 
and right as fast as possible.  

Table 3.1 Comparison of MF and actual speed in the experiment shown in Figure 3.6  

 Image 
name 

Left eye 
position 

Right eye 
position 

Actual Speed 
(in pixel) 

Eye distance 
(in pixel) MF 

Frame U1 (76, 208) (109,207) / 
Frame U2 (77,193) (109,193) 15 
Frame U3 (79,173) (109,175) 20 
Frame U4 (79,153) (110,153) 20 
Frame U5 (81,132) (112,133) 21 
Frame U6 (82,111) (111,111) 22 
Frame U7 (84,93) (113,92) 22 

Example 
(a) 

Frame U8 (84,75) (114,75) 17 

31 20*31*1/25 
=24.8 

Frame L1 (52, 65) (84,61) / 
Frame L2 (67,66) (99,61) 15 
Frame L3 (91,66) (121,62) 24 
Frame L4 (116,63) (149,61) 25 
Frame L5 (149,62) (182,60) 33 
Frame L6 (187,62) (220,61) 38 
Frame L7 (228,61) (260,61) 41 

Example 
(b) 

Frame L8 (266,63) (298,65) 38 

33 20*33*1/25 
=26.4 

 

We manually measure the eye positions and eye distance of each frame image in pixels and 
accordingly obtain the actual speed (in pixels) of the face region in every frame. MF is 
calculated by equation (3.3). The results are listed in Table 3.1, which point to the following 
conclusions: 

• All image frames except L5, L6, L7 and L8 fulfill equation (3.3); 

• Due to extremely fast moving speed, U5, U6, U7 and U8 contain significant 
motion blur and are not suitable for further processing any more. With a 
commonly used 25fps capturing system, such moving speeds can be omitted 
without loosing the generality. For applications in high-speed motion with high 
speed capturing systems, equation (3.3) can be easily revised with a bigger 
coefficient. 
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According to equation (3.3), however, there is a typical case that the search region 
estimation does not have enough contribution to face detection. In the above example, the 
sequences are processed offline, which indicates the assumption of the processing speed with 
25fps. If the detection system runs slower or the sequences are captured with a less fps, e.g. 
with ?t equals to 1 second, the calculated search region is even larger than the original 
image. By such a big search region, motion detection is not helpful any more since moving 
objects in the background or a changing background may lead to errors. Moreover, the actual 
processing speed has to be online detected according to equation (3.3), which brings more 
calculation efforts. For further simplification, we suppose that the detection system is 
working with a constant speed of 20fps and ?t can be accordingly removed from equation 
(3.3). This assumption is logic enough if a face processing system is built on a chip. Even for 
a system implemented by software, it is becoming less critical to achieve a real-time 
processing speed. Recent advances in real-time robust face detection ([27], [28], [29]) 
strongly support the above assumption. Equation (3.3) is converted as the following:  

 

(3.4) 

 

 

Figure 3.7 Proportional illustration of face region and search region 

Figure 3.7 proportionally illustrates the search region by this simplification. Under this 
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condition, the search region dimension varies with the eye distance by the following 
equation: 
 

(3.5) 

where ED is the eye distance, CW and CH are width and height of the search region 
respectively. 

In example (a) of Table 3.1, AF is about 8049 pixel2 and AC about 23785 pixel2, which 
respectively accounts for 7.9% and 23% of the whole image area. 

The area of the search region AC and the area of the face region AF can be therefore 
represented by the following equation: 

 

(3.6) 

 

 

Empirically, when a person’s face is not purposely moving extremely fast, the search region 
is not only suitable for a 20fps or a higher speed, but also working well with 10fps~20fps 
speed. 

3.3.3 Analysis of Temporal Changes 

Once a certain search region is determined, we can apply the temporal information inside 
this region to further examine whether an expected face is still there. The design of the 
temporal-based detection should be computationally simple to be fit for the real-time 
processing purpose. As shown in Figure 3.5, motion detection is implemented by three 
functional blocks, image difference, motion pixels calculation and significant motion 
detection. 

Suppose that IN and IN-1 denote the search regions of successive frame images respectively. 
Image difference is implemented by: 
 

(3.7) 

where ID (x, y) is the intensity change at each image coordinate (x, y), and ID (x, y) is the Nth 
frame of a certain sequence. 

The following equation is used to calculate the motion pixels: 
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(3.8) 

 
 
 
IM (x, y) is the binary moving pixels in the search region recalculated by a predefined motion 
threshold TM, ND is the number of motion pixels, NS is the total number of pixels of the 
search region, and MP is the motion parameter representing the percentage of motion pixels 
in the search region. A pixel is defined as a motion pixel when intensity change of a pixel is 
bigger than a predefined threshold. 

There is a dilemma for the selection of TM. On one hand, it should not be too small to be 
influenced by noise. Intensity changes due to noise can vary from one pixel to even more 
than 10 pixels. On the other hand, it makes no sense if too big value of TM is chosen. With an 
extremely big TM, motion cannot be detected at all.  

To roughly estimate the range of TM, we have recorded sequences to a PC with a TV card. 
The video sources are from TV news channels and from live video captured by a CMOS 
camera for comparison. 
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Figure 3.8 Example images to find the range of TM. 

Figure 3.8 shows the example images of the experiment. There are three image pairs with 
(a1)-(a2) and (b1)-(b2) from camera and (c1)-(c2) from TV. (a1)-(a2) pair is with relatively 
fast motion, (b1)-(b2) pair and (c1)-(c2) pair are with slow motion. The search regions and 
face regions are set by the first frame images, as shown in (a1) and (b1).  

To examine the lower range of TM, we are interested in the motion pixels in the part of the 
search region excluding the face region, which is the area between the white frame and the 
grey frame in Figure 3.8. That is because any facial expression change and face movement 
inside the face region can affect the analysis of the noise influence. We marked every face 
region with a black block as shown in Figure 3.8(d) for the convenience of calculation. The 
respective percentage of motion pixels varied with TM for each three pair is illustrated in 
Figure 3.9. We can estimate the motion pixels from Figure 3.8. Around 15% of the search 
region in (a1)-(a2) pair is in motion while the (b1)-(b2) and (c1)-(c2) pairs have hardly 
moving pixels (less than 5%). We accordingly take the range of 15~35 pixels for TM for 
further testing. 

Regarding the decision of significant motion, the critical parameter is the threshold of the 
motion pixels MP, which we define as Mth. If MP is below Mth, the same face is expected to 
be remained in the search region, independent from the image-based face detector result.  

The area of the face region is about 1/3 of the search region according to (3.6). When there is 

(c1) (c2) 

(d) 
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a sudden change in the face region, there are roughly 30%~40% pixels of the search region 
in motion.  

 

Figure 3.9 Percent of the motion pixels in the search region (face region excluded) 

Adapted from (3.8) together with the above parameter discussions, we summarize in (3.9) 
the conditions under which the detection of a certain face is verified by the Motion-based 
Face Detector (MFD). 

 

 
 

(3.9) 

 
 
 

3.4 Summary 

The fusion of IFD and MFD guarantees that the detection procedure benefits from both the 
image-processing advantage in each single frame and the temporal context in video 
sequence. The automatic procedure is accordingly achieved without any assistance outside 
the system. This procedure is the first step to assure the whole autonomous recognition 
system. 

Moreover, the combination of the multiple face detection methods significantly improves the 
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detection rate especially for the critical cases like head pose variations and facial expression 
changes. In chapter 8.2, we will elaborate the detection performance analysis. But the two 
main benefits of improving the face detection false negative rate are deserved to be 
emphasized here: 

• The failure of the face detection step leads to the failure of the whole system. No 
recognition classifier can work without face(s) detected. It is therefore always 
beneficial to have one system which features as low as possible the false 
negative face detection rate. 

• The detector can also work as a face tracker which is contributed to the same 
face decision algorithms for face recognition. We will explore the tracking 
advantages in chapter 4.4. 

The face detection false positive rate is not so harmful. If a non-face object is detected as a 
face, there are still possibilities to remove it. Chapter 4.3.3 provides such a solution. 

3.5 Further Discussions 

database 
Person A 

database 
Person B 

database 
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database 
Person A 

database 
Person B 

      
 
 

   
 
 
 

 

Figure 3.10 Sequences of multiple people 

The IFD can only output the most salient face for each image and therefore is not well in 
detecting multiple faces simultaneously. Since each search region of our proposed MFD is 
independently calculated from each corresponding face, the proposed temporal-based 
method has no trouble in handling multiple faces when a multiple IFD is available. Typical 
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examples of multi-face sequences are shown in Figure 3.10. 

To detect multiple faces with the same detection quality as the single face detection with the 
specific IFD that we are using, the following idea is proposed, as illustrated in Figure 3.11. 
This method and is a workaround for the specific IFD. Therefore, we do not intend to discuss 
it in detail here. 

 
 
 
 
 
 
 
 
 

Old image 

New image 

Select Found a 
face? 

Yes 

No 

Delete the 
face region 

 
Figure 3.11 Proposal for the multiple IFD 

For future research, it is proposed to apply other IFDs including multi-IFDs to test the 
generality of our approaches.  
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Chapter 4 Automatic Face Recognition 

4.1 Overview 

When faces are detected in a certain video sequence, the next two roles for an automatic face 
recognition procedure are: to determine the identification of the person and to determine 
whether to put it into the database. Identification, or termed as recognition, means to identify 
whether a certain live face is a known face or an unknown face. As mentioned in Chapter 
2.4.2, we classify the face recognition task in a broad sense into three procedures: 
enrollment, matching (classification) and update. In this chapter, we mainly focus on 
recognition, which corresponds to the matching procedure and the classification-related sub-
steps of the enrollment procedure, including same face decision, feature extraction and 
encoding. The database-related sub-steps such as mugshot selection, database construction as 
well as the update procedure will be discussed in the next chapter.  

Feature extraction and encoding methods are taken from existing techniques which will be 
firstly and briefly covered. Then the matching algorithms are described in detail, which 
includes an image-based classification method, an adaptive way of selecting the thresholds 
for the classifier, and a video-based temporal filtering method. Finally, the combined same 
face decision algorithms are discussed. Each single method is running passively which 
guarantees the autonomous procedure of recognition. 

4.2 Feature Extraction and Encoding 

To determine the identification of a certain live face, feature extraction and encoding have to 
be applied before comparison. Any robust method could be suitable for this purpose. Here 
we still use the techniques from FaceVACS, the same commercial product as we have used 
for image-based face detection. In the following, we will briefly introduce the techniques 
according to [79].  

A face image is firstly divided into an M×N block, as shown in Figure 4.1(a). Feature 
extraction is then performed in each of these blocks. The extraction method is based on local 
abstract characteristics according to our category method discussed in Chapter 2.4.2. Local 
information in each block is extracted and transformed into a vector. As a commercial 
product, the specific applied encoding (transformation) method is not open to the public. 
Any of the mature techniques could be used such as PCA, ICA, LDA, DCT, WT etc. Every 
local area is transformed and the amplitude values in the frequency domain can be taken as 
local feature information. For a certain face image, an M×N number of vectors are 
accordingly determined to make a vector set, as illustrated in Figure 4.1 (b). A global 
transformation is further applied to the vector set to construct a new feature vector, which is 
expected to represent the face image efficiently. In this way, each enrolled face shot of a 
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certain person is encoded as one feature vector. Figure 4.1 (b), (c) show the global 
transformation procedure from a vector set to a feature vector. The parameter of the global 
transformation should be selected to achieve the maximum ratio of the inter-person variation 
to the intra-person variation.  

 

Figure 4.1 Feature extraction of a face region 

The encoding algorithms from FaceVACS are not open to the public. The procedures we 
developed are independent from those encoding algorithms.  

4.3 Matching/Classification 

4.3.1 Image-based Classifier 

When the features are encoded, they are to be arranged in a certain structure as the database 
construction, which is normally based on the clustering methods if no human teacher is 
available. How to build an optimum face database for high quality recognition will be 
discussed in more detail in the next chapter.  

Suppose that there are already face databases available, the next step after feature extraction 
is matching. Any classification method as discussed in chapter 2.4.2 can be applied. How to 
select a well classifier is quite a critical point. The most important characteristic of a 
classifier might be the distance measure method. The intra-class and inter-class similarity are 
represented by distance measure. As mentioned earlier, the FaceVACS classifier seems to be 
a good candidate since it performs the best during the FRVT 2002 test [5]. However, the 
FRVT test only takes each classifier as a black box, and having only made high-level 

(a) Face image (b) Vector set (c) Feature vector 

• 
• 
• 



Chapter 4 - Automatic Face Recognition 

 
42 

performance analysis, such as the influence of the recognition rate by lighting change, scale 
variation, aging etc. It does not indicate which distance measure algorithm is used in 
FaceVACS since the algorithm is not open to the public. Therefore, it seems to be really 
necessary to analyze the distance measure performance through more experiments.  

 

Figure 4.2  Comparison between Bayesian distance and center distance 

Among many distance measure methods, minimum distance and Bayesian decision are more 
frequently applied in face recognition. Figure 4.2 sketches the differences between them. As 
shown in (a), while minimum distance method only measures the Euclidean distances, 
Bayesian distance additionally considers the probability distributions of each class. (b) 
visually demonstrates the classification result by using the two methods. The shaded circle, 
which in reality belongs to Class A, will be wrongly classified to class B if minimum 
distance method is applied, while the classification is correct if Bayesian distance is applied. 

For testing purposes, we have chosen 10 pairs of classes. Each pair contains two classes, and 
each class represents the face database of one person. The cross similarity between both 
classes in each pair is chosen to be relatively high, meaning that each pair contains two 
similar-looking people. To simulate the case shown in Figure 4.2 (b), one class is set to be 
significantly larger (9 face shots) than the other (4 face shots). The Euclidean distance in 
each class is calculated and a new face shot (corresponding to the shaded ball) is chosen 
according to the following conditions: 

• The new face shot in reality belongs to class A 

• The new face shot is classified to be class B according to Euclidian distance 
measure 

The same procedure runs for the FaceVACS classifier. The Euclidian distance method fails 
for all the 10 pairs of classes while the FaceVACS classifier successes for 8 pairs. Hence, we 
can then conclude that the classifier is very likely to be a Bayesian classifier. 

Now we can take the classifier as a black box and only examine input/output values and 
important threshold values.  
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Figure 4.3 FAR/FRR curves 
(Derived from the FaceVACS-SDK Reference Manual, version 1.9, pp.166 with cosmetic changes) 

The classifier accepts a detected face shot as an input. It compares the face image with the 
existing databases. For each comparison, there is a similarity value assigned to be linked to 
the corresponding face database. The similarity value is denoted by Sv, which lies between 0 
and 1. Zero means no similarity at all between the current face shot and a database, and one 
means there is 100% the same element found in a certain database. Sv can be also explained 
as the probability of being identified as a certain person. Intuitively, Sv = 50% can be taken 
as the threshold for identification. Beyond the threshold, it is identified as a known face; 
otherwise, it is probably an unknown face. However, the choice of the threshold highly 
influences two importance parameters: false acceptance rate (FAR) and false rejection rate 
(FRR). Their relationship is clearly demonstrated in the FAR/ARR curves in Figure 4.3. The 
curves are obtained by taking face images under varying lighting conditions, different poses 
and facial expressions. Consequently, they represent the typical indoor cases. As shown in 
the figure, the bigger the similarity threshold, the higher FRR and the lower FAR. At the 
point of similarity threshold equaling 0.5, FAR and FRR have the same error rate. But Sv = 
50% is not preferred here since FAR is much more harmful for our automatic procedure. 
With only one wrong face shot from another person, a certain database may continuously 
enroll more erroneous mugshots from the same wrong person. Hence, the threshold should 
be chosen that a low enough FAR (e.g. smaller than 0.1%) is achieved.  
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For any other given classifier, the similarity threshold can be accordingly selected from the 
typical FAR/FRR curves. Such curves can also be obtained through experiments if they are 
not available. 

4.3.2 Adaptive Similarity Threshold 

 

Figure 4.4 FAR/FRR curves – enrollment from 1 vs. 16 
(Derived from the FaceVACS-SDK Reference Manual, with cosmetic changes) 

In the above, we have discussed the question of choosing a prior value of Sv which can keep 
the low FAR. As a penalty, the corresponding FRR is unavoidably high. Since a person’s 
database is incrementally constructed, the FRR is too big to be tolerated especially at the 
beginning of a newly built database. The comparison is shown in Figure 4.4. FRR16 means 
that the database is enrolled with 16 different face images of a same person, and FRR1 
denotes that only one image is enrolled in the database. Let us assume that the similarity 
threshold is selected to equal 0.65 as a prior value so that FAR is below 0.1%. In this case, 
the difference between FAR1 and FAR16 is so tiny that it can be neglected. However, FRR1 
and FRR16 are obviously different. FRR16 approximately equals to 1.5% while FRR1 
approximates 6.5%. Therefore, we introduce an adaptive similarity threshold (AST), denoted 
by equation (4.1).  
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(4.1) 
 

where SV0 is the minimum value of AST and can be predetermined by the FAR/FRR curve. i 
denotes the actual number of enrolled face images for a certain person. a  is the weight 
which is smaller than one. Nmax represents the maximum number of enrolled face images for 
a certain person. 

From the above equation, it is obvious that AST should be assigned lower with fewer images 
enrolled into a database and higher with more enrollments. In our above example, 0.65 is 
corresponding to the maximum value of AST which equals to max0 NaSV •+ , where maxNa •  

can be set to 0.1 such that the minimum number of AST (SV0) equals to 0.55.  

It is to be noted that although the introduction of AST is analyzed based on the FaceVACS 
classifier, the theoretical fundamentals for designing AST remain the same if we apply 
another classifier.  

4.3.3 Temporal Filtering 

Up to now, all the discussions regarding matching assume that only one single frame image 
is used for comparison. To further decrease the probability of making wrong decisions, 
taking more frame images is helpful. Thanks to the video context, we could use the valuable 
temporal information from video sequences. A temporal filter is consequently designed:  

 

(4.2) 
 

where Ai represents the coefficient with the range between 0 and 1, n is the filter length, m is 
a factor and can be intuitively approximated to n when each Ai equals to 1. Sv, i denotes the 
respective similarity value of the ith frame image compared with a corresponding database.  

Applying this filter, the classifier identifies a certain person only if the above condition is 
fulfilled, instead of using only one image.  

Obviously, the filter has a low-pass characteristic, which can deal with sporadically as well 
as frequently occurring errors. Such typical errors might include: 

• False positives from the face detector 

• Falsely accepted frames from the matching procedure 

 
As we discussed earlier, there are two categories of false positives in face detection. One is 
due to some static face-like objects and the other might mainly come from the motion 
effects. Figure 4.5 demonstrates such two examples. As shown in Figure 4.5(a), the region 
around the monitor is falsely detected as a face. We marked the region in dark curve to show 
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its dimension. But this frame is the only frame out of a 100-frame sequence which leads to 
the false positive detection. If no filter is applied, the monitor will be saved as a new face. In 
Figure 4.5(b), we can observe the motion effects which lead to a wrong face detection in the 
marked region. Similarly, it is one of the two frames that output the wrong face region in a 
100-frame sequence. Obviously, the wrong cases can be filtered by the temporal filter. 

 

(a) False face detection due to a static face-like object 

 

(b) False face detection due to motion 

Figure 4.5 Two examples of false positives in face detection 
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Table 4.1 Similarity comparison of two similar persons  

 

Person 1’s frame images Person 2’s database  

 

Person 1—image1  

 

Sv, 1 = 0. 72 

Person 1—image2  

 

Sv, 2 = 0.59 

Person 1—image3  
 

Sv, 3 = 0. 65 

Person 1—image4  

 

Sv, 4 = 0.51 

Person 1—image5  

 

Sv, 5 = 0.11 

Person 1—image6  

 

Sv, 6 = 0.08 

Person 1—image7  

 

Sv, 7 = 0.65 

Person 1—image8  

 

Sv, 8 = 0.39 

Person 1—image9  

 

Sv, 9 = 0.53 

Person 1—
image10  

 

Sv, 10 = 0.50 

Average Sv, average = 0.43 
 
Regarding the improvement of false acceptance rate, let’s take a look at another example. 
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Table 4.1 shows the case of comparing two persons which could confuse the classifier when 
only one frame is used. It can be seen that there are two face images from person 1 which 
have pretty high similarity value when compared to some classes of person 2. Assume that 
max(AST) is set to be 0.65. Without the filter, the two persons will be wrongly merged into 
one database. With a simple average calculation, as long as the filter length is not small, they 
can be clearly distinguished although they are similar to each other.  

4.4 Combined Same Face Decision Algorithms 

To further improve the face identification quality, we apply the combined results from MFD 
(chapter 3.3) and from the temporal filter. The sequence context is also included to 
contribute to same face decision.  

 

Figure 4.6 An example of face occlusion with slow motion 

As mentioned in chapter 3.3, the temporal-based face detector provides the temporal 
information of a certain detected face in video. Therefore, it behaves like a face tracker and 
can be applied as the first processing step to determine a same face. Intuitively, in most 
cases, when motion pixels are much less than stable pixels in a certain face region, it can be 
decided to be in the same face state. But the condition may not be fulfilled in the following 
situations: 

• Slow moved faces with occlusions  

Face A Face B 

(a) Frame t (b) Frame t+2 (c) Frame t+4 (d) Frame t+6 

(e) Frame t+8 (f) Frame t+10 (g) Frame t+12 (h) Frame t+14 
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• Sequence shot change 

Figure 4.6 demonstrates an example of the face occlusion. Every second frame of a 16-frame 
image sequence is shown in Figure 4.6 (a)-(h). In the sequence, person A (colored in gray) is 
rolling his head and person B keeps stationary. In (a), face B is almost completely occluded 
by face A and in (h), person B is showing up in the same face region as person A. Since the 
movement is not significant from frame to frame, the temporal-based face detector always 
assumes that person A is in front of the camera even though in (h), which is a critical failure.  

For a sudden shot change where the previous face region remains hardly change, similar 
failure could be made. For example, in TV news, it often occurs that the scene is suddenly 
changing from one reporter to another with similar background. In that case, the face region 
is very likely to be detected with no significant motion.  

Therefore, the same face decision algorithms cannot only dependent on the output of face 
tracker. In addition, the filtered output from the face recognition classifier and the output 
from the image-based face detector (IFD) are used. For simplicity, we suppose that each of 
the three components has binary output only, described as follows: 

• IFD: 

RIFD = 1 ⇒ a face is detected by the image-based face detector;  
RIFD = 0 ⇒ no face is detected by IFD. 

• Face tracker: 

RFT = 1 ⇒ small motion is detected in the previous face region, indicating that 
the face tracker considers the current face to be the same face as existing in 
preceding frames; 

RFT = 0 ⇒ big motion is detected in the previous face region, indicating that the 
face tracker considers that there is a change in the previous face region. 

• Temporal filter:  

It provides the temporal filtered results from the image-based recognition 
classifier. The temporal filter has binary results according to equation (4.2): 

iv
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i SA ,
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• is either below the similarity threshold m•AST or beyond it. It is the 

decision from both the image-based recognition classifier and the filter. When 
above the threshold, the current face is very likely to be the same face; otherwise 
it is likely to be a different one. 

RTF = 1 ⇒ current detected face is identified as the same face by the filter;  
RTF = 0 ⇒ if RIFD = 1, current detected face is identified as a different face by 
the filter; otherwise, there is no filtered output, i.e. the image-based recognizer 
fails to output any Sv. It happens when the extracted face region from the face 
detector has so low quality that the recognizer cannot take it as a real face shot. 

Majority voting is an intuitive way to make the decision out of the above three outputs. That 
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is to say, if two of the parameters vote for “same face”, we can finally judge that it’s “same 
face”. However, it is much more complicated in reality and the majority voting is subject to 
lead to failures. For example, when a person’s head is turning so that only profile is shown to 
the system, the detector failures (RIFD = 0). Due to small motion, RTF equals to 1. RIFD is 0 in 
this case. The majority voting decides that it’s not a “same face” case. But it would be better 
to hold on and further examine more following frames rather than deciding that no face 
exists. Another example is as shown in Figure 4.6, where RIFD = 1, RFT = 1 and RTF = 0. 
Although the majority votes for “same face”, it is not true. The result in this case is much 
more harmful since two persons are to be enrolled into one database. The errors cannot be 
corrected without any human help. 

Table 4.2 List of all cases for combined same face decision algorithms 

Case 
categories 

I II III IV V VI  

RIFD 0 1 1 1 0 1 0 0 

RFT 0 0 0 1 1 1 0 1 

RTF 0 0 1 1 0 0 1 1 

Same 
face 

No No Yes Yes Yes/No Yes/No 
No decision 

(such cases are 
not existing) 

 

Therefore, we list in Table 4.2 all the possible combinations of the three parameters to 
explore all cases. The last two columns in the table are theoretical combinations which do 
not exist in reality. RIFD = 0 means that no face is detected from IFD. As a result, no features 
are extracted from the current frame image and the recognition filter couldn’t recognize it. 
Consequently, we discuss in the following the other six cases where further video context 
analysis is applied under some conditions: 

Case I RIFD = 0, RFT = 0, RTF = 0. As all the three parameters indicate, there is no 

face detected and recognized in the current frame. Since a big motion is detected, 

it might indicate that a new sequence is starting or a sudden lighting change is 

occurring etc.  

Case II RIFD = 1, RFT = 0, RTF = 0. A face is detected by IFD but not identified by 

the classifier. It is determined to be not a “same face”. However, quite different 

from case I, this case is a temporal case and can transit into either case V or case 

III or case VI depending on the future filtered classifier outputs. Since big 

motion is detected, there mainly exist two possibilities: one is a false positive 

error in IFD; the other is that a new face might be showing up. If RTF keeps 0 for 
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a certain number of frames, this case becomes case V. Otherwise, when RTF 

becomes 1, a new face might start and the condition of case III or case VI is 

fulfilled.  

Case III RIFD = 1, RFT = 0, RTF = 1. Although there is a big motion detected, it’s still 

safe enough to use the majority voting in this case to judge “same face”. In 

reality, it might correspond to a rapid head motion or a lighting condition 

change. 

Case IV RIFD = 1, RFT = 1, RTF = 1. As all the three parameters agree with each 

other, there is no doubt that “same face” is guaranteed. This is a stable state that 

“same face” is recognized. 

Case V RIFD = 0, RFT = 1, RTF = 0. The “same face” decision can be either yes or no, 

depending on the previous cases. We name the states relationship analysis as 

video context analysis. 

1) When case I or case II is the preceding case, the current frame is determined 

as a static blank background with no face detected. 

2) When the current state is transited from case III, it can be considered as a 

temporal state where the current of is only out of tracking but still existing. For 

example, when a face is rotated to profile or is rolled very much, IFD could fail 

to detect it, small motion condition in face region is fulfilled, and the classifier 

couldn’t recognized it. But it would be better to hold on and further examine 

more following frames rather than deciding that no face exists. In realistic cases, 

the profile head is very likely to turn back to his frontal pose. 

3) This case can also be directly transited from case IV. Let’s take the example 

of scale changes shown in. When a person is slowly leaving from the camera or 

approaching the camera, there is an upper resolution threshold and lower 

resolution threshold where IFD couldn’t detect the face. Therefore, there might 

occur be a sudden change from case IV to case V. The ideal process is to take 

this situation as “same face”. 

Case VI RIFD = 1, RFT = 1, RTF = 0. The decision of “yes” or “no” under this 

condition is also relied on video context analysis.  

1) When it the previous state was case II or case V, it could be a new face 

showing up, the decision is therefore “no”. 

2) When the previous state was case IV, it’s held on to search the following 

several frames. One typical case in reality could be like the following: a person 
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keeps the same, but the filter could not recognize it due to some special head 

poses or expressions. The decision should be “yes” in this case. FRR (false 

rejection rate) is accordingly improved by this way. 

3) When it has been in case VI for a certain number of frames, a new person 

could show up. A typical and real example for this situation is as shown in 

Figure 4.6. The decision is therefore “no”. 

The challenge is to realize the above mentioned state transitions. We have designed 
hierarchical state machines to deal with it, which will be described in more detail in Chapter 
6.  
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Chapter 5 Unsupervised Face 

Database Construction 

5.1 Overview 

In this chapter, we mainly discuss the unsupervised way to build databases. We firstly 
introduce the related machine learning background, including supervised and unsupervised 
learning methods, and analysis of typical clustering structures. A proposed fused clustering 
structure as well as the related parameters for building the face database is then described. 
That is corresponding to the database construction step of the enrollment procedure in Figure 
2.2. Finally, we explore the features that are important to achieve an optimized database, 
which are basically the mugshot selection criteria as well as the update rules. Those are 
crucial for the success of the whole automatic system while most of the current state-of-the-
art systems are not paying much attention to them.  

5.2 Backgrounds for Constructing Face Databases 

5.2.1 Supervised Learning 

There are in general two major machine learning methods: supervised and unsupervised. 
Supervised learning attracts many research interests, among which inductive learning is the 
most popular. It generalizes from observed training examples by identifying features that 
empirically distinguish positive from negative training examples, which is defined in [85]. 
The prerequisite step is to construct classes based on training data. The training process 
relies on an external human teacher who has the whole knowledge of the training data while 
the machine learner does not. Both the teacher and the learner are exposed to the training 
data. The learner applies a certain kind of target function to classify each piece of the 
training data into an output, which might be either correct or wrong. The teacher is able to 
provide a desired target response of that piece of data. Accordingly, the teacher either 
verifies or corrects the output of the learner and feedbacks the informative results to the 
learner to adjust its target function. In other words, during training, labels are manually 
assigned to each individual observation of data, indicating the corresponding classes. The 
process is carried on iteratively through a large amount of data until the learner is expected 
to be as optimal as the teacher is. After the training step supervised by the teacher, the 
learner is expected to be able to group an observation of new data into the existing classes. 
Instance-based approach, decision trees, neural networks, and Bayesian classification and 
genetic algorithms are the popular examples of inductive learning. Detailed discussions of 
these traditional methods can be found in many machine learning textbooks such as [85]. For 
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inductive learning, the training data is therefore a key to a successful classification. It should 
be abundant enough to completely represent all possible distributions of data. An optimum 
supervised learning method can build such a model based on the training data that each new 
test observation can be correctly grouped into a certain existing class. However, if the 
distribution of the data is unknown, it is difficult to determine how many observations of 
data are sufficient enough and which kinds of data are suitable for training.  

Prior knowledge together with deductive reasoning is another way to deal with the 
information provided by the training examples. This branch of supervised learning is defined 
as analytical learning [85]. Since prior knowledge is usually mathematically represented by a 
set of predefined rules which are not dependent on the training data, we also define this 
method as the rule-based learning. The rules are used to analyze each piece of training data 
in order to infer which one is more relevant to the target function and which one is not. In 
principle, with the help of the additional prior knowledge, this method is much looser 
conditioned by the training data than the inductive method. In the extreme case, pure 
analytical learning requires only a tiny amount of training data. It mimics the manner of 
human learning systems to a much larger extent and is theoretically more promising than 
inductive learning. However, the rule-based learning suffers a lot from choosing suitable 
predefined rules. Ideally, the learner’s prior knowledge is assumed to be correct and 
complete, but in reality the assumption is often violated. In most practical systems, there are 
not plentiful training data available and no perfect predefined rules provided. The reciprocal 
combination of both prior knowledge and inductive analysis of training data is proven to be a 
better choice to overcome the shortcomings in both methods [85]: better generalization 
accuracy when predefined rules are provided and reliance on observed data when prior 
knowledge is only approximately correct and incomplete.  

Another critical assumption in most supervised learning is: the distribution of data is not 
changing from time to time, which is actually frequently occurring in real world. For our 
specific face recognition problem, it is exactly the case that faces are always looking 
different from time to time. To deal with such difficulties, update is required. The classes 
and target functions have to be accordingly adapted to the distribution of new coming data. 
For example, outdated classes or some outdated parts of a certain class are to be removed 
and new classes are to be created. Hence, the update is similar to the training process and 
should also be supervised by a teacher. This updatable learning is defined as reinforcement 
learning. 

5.2.2 Unsupervised Learning 

For unsupervised learning, the class labels are unknown since no external teacher is available 
to help for the class labels. During training, the learner has to discover and generalize the 
distribution and characteristics of the observed data, making classifications of the data by 
itself. This kind of self-classification is also called clustering. A good clustering method is 
expected to produce high quality clusters with high intra-class similarity and low inter-class 



Chapter 5 - Unsupervised Face Database Construction 

 
55 

similarity. In other words, the distance between any pair of elements inside a class is small; 
and the distance between any two elements from different classes is big.  

 

a) Minimum distance b) Maximum distance 

c) Average distance d) Center distance 
 

Figure 5.1 Four different ways of distance measure 

Figure 5.1 lists some of the popular cluster distance measure methods. Minimum distance 
and maximum distance presentation are the two easiest ways to calculate the cluster distance. 
The distance between clusters is represented by the distance of the nearest elements from 
different classes. It is also defined as single linkage. For maximum method, the cluster 
distance is represented by the maximum distance between two elements, one from each 
cluster. It is also called complete linkage. Minimum distance is often used to calculate the 
intra-class similarity min(dintra) and maximum distance is often for inter-class similarity 
max(dinter). Ideally, for any given clusters, the max(dinter) should be always smaller than 
min(dintra). However, the assumption is too restricted for real world application. For face 
recognition, the feature vectors inside a cluster are expected to represent the encoded face 
shots from the same person with similar facial expressions, head poses and lighting 
conditions. When a live face is given, it is compared with all existing clusters and finds out 
the corresponding match group. Unfortunately, the similarity between faces from the same 
person with different views is often bigger than the faces from different persons with same 
poses and facial expressions. It therefore seems not possible to apply only the 
minimum/maximum distance methods to cluster the training sequence sets.  

Average distance and center distance are the two better ways of representing distances. The 
average distance method calculates the average of all distances between each pair of the 
elements. For center method, centroid is calculated from all elements from one cluster. 
Cluster distance is then denoted by the corresponding centroid distance. Although precise, 
these two methods suffer from big computational efforts. When a new observation is added 
to a cluster as an element, the cluster distances related to this cluster have to be recalculated. 
As mentioned in Chapter 4.3, the Bayesian-like FaceVACS classifier is applied, which can 
be considered as the an improved center distance method. In the following, we apply this 
representation to illustrate different clustering algorithms and structures. 
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5.2.3 Clustering Analysis 

There are in general two traditional clustering techniques: hierarchical algorithms and 
partitioning algorithms. In hierarchical method, the data are classified into clusters by 
different layers rather than only one hierarchy. The clusters therefore have a tree-like 
structure. The tree can be built by either a bottom-up order or a top-down order. The former 
case is defined as an agglomerative clustering and the latter one is defined as divisive 
clustering. Agglomerative clustering starts with each observation taken as one individual 
cluster. Clusters with the minimum distances are then merged into bigger classes. The merge 
is iteratively made until all data are finally combined as one single cluster. On the contrary, 
divisive clustering begins with one big class and gradually divides it into smaller and smaller 
clusters. This process continues until each cluster contains only one observation. The two 
hierarchical clustering methods are illustrated in Figure 5.2(a).  

In partitioning method, a prescribed number k of classes is given. Training data are grouped 
into the k classes according to their mutual distances. The grouping procedure is iteratively 
carried out until some partitioning criterion are fulfilled, which optimizes the homogeneity 
of a certain cluster. Figure 5.2 (b) illustrates the partitioning structure of the same 
observation data as in (a).  

Since both agglomerative and divisive procedures are executed incrementally, the produced 
clusters contain less failure elements compared to the partitioning method. Another 
advantage is that the number of clusters does not need to be defined in advance. However, 
the hierarchical algorithms are of no use in their final procedure. All observations are finally 
combined into one single cluster for agglomerative method, and every observation is 
eventually taken as one cluster for divisive method. Therefore, the major challenge in 
hierarchical algorithm is to determine that at which hierarchy the clustering procedure has to 
be terminated. For partitioning, the data are grouped into parallel clusters. It is optimum if 
certain criteria are clearly defined to be appropriate for all data, as shown in the example in 
Figure 5.2 (b). But the major challenge in this method is to determine the number of clusters 
and their boundaries. In real world, the probability to produce cluster overlaps for this 
method is unavoidably high. Once there are wrong clustered elements, the partition 
procedure might not be converging any more. That is to say, the overlapped boundary can be 
possibly gradually enlarged until two clusters are eventually wrongly merged. Additional 
efforts have to be made for compensation which is a difficult task. 
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Figure 5.2 Sketches of the two clustering methods 

5.3 Database Structure 

5.3.1 A fused Clustering Method 

Figure 5.4 shows an abstract example of applying clustering methods for constructing the 
face databases. There are three groups of data observations available as shown in Figure 5.4 
(a), denoted by circles, squares and triangles, respectively. Each group represents a set of 
face images from one person. Every single observation is actually a face shot. Person 2 is 
somehow similar to person 3. The cluster distances between several face shots from person 2 
and person 3 are quite small. In other words, these face shots from different persons are even 
more similar than an inter-person similarity. As we mentioned earlier, the case frequently 
occurs when two persons have similar face shapes, similar head poses, and facial 
expressions. Figure 5.3 shows a realistic example of such a case. Applying the FaceVACS 



Chapter 5 - Unsupervised Face Database Construction 

 
58 

technology for the comparison between person A and person B, the similarity of the Person 
A(1) ?  Person A(2) pair is only a little bigger than the similarity of the Person A(1) ?  
Person B pair, even though the two images of person A are recorded within one second. 
Since the FaceVACS ranked the first in the FRVT 2002 test, the comparison result is quite 
representative.  

 

 
 

 
Figure 5.3 An example of different people having a big similarity 

 
Now we are looking back to the example in Figure 5.4. Partitioning method is advantageous 
over the pure hierarchical method since it can clearly cluster three persons. Figure 5.4 (b) 
illustrates the partitioned structure. However, as can be seen from the figure, there is an 
obvious overlap between boundaries of person 2 and person 3. The overlap can be explained 
as the statistical number of false accepted face shots. The bigger the overlap, the higher the 
false acceptance rate for recognition. Since there is no teacher or supervisor, the overlap is 
too harmful to be tolerated. 

To decrease the possibility of producing overlap, we propose an improved structure which 
combines the hierarchical and partitioning method, as shown in Figure 5.4 (c). We call this 
method the fused clustering method. At the beginning of online data acquisition, there are 
few or even no observations. When a face is detected, its face shot is then taken as one 
observation. If the previous classifier decides that it is a new face, the observation is the only 
one at this moment. The following observation has to be compared with the first one to 
determine whether their similarity is big enough. Under this circumstance, the database can 
only be constructed by taking the bottom-up method. That is to say, the very few 
observations are clustered into sub-clusters by the agglomerative method. But we stop 
further agglomerating sub-clusters into larger clusters. In other words, every person contains 
only a set of such sub-clusters rather than hierarchical clusters. By this way, those sub-
clusters which are close to each other are assigned special labels, indicating that they all 
belong to a certain upper cluster. In Figure 5.4 (c), the cluster boundary of a certain person is 
marked with dotted circle, meaning that it is only a virtual one to demonstrate which sub-
clusters are contained. It does not exist in reality and therefore has no overall centroid to be 
compared to other virtual clusters. 

 

Person A (1) Person A (2) Person B 
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Figure 5.4 Two structures of a face database 
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Figure 5.5  Face database structure in two different states 

The second step is to apply partitioning method. We predefine the maximum number of 
observations (face shots) per sub-cluster and the maximum number of sub-clusters per 
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person. When a new observation occurs, it is to be compared with all the sub-clusters from 
all persons. If a match with a sub-cluster is found, the new face shot is added to the 
corresponding sub-cluster. When the current sub-cluster is full, a new sub-cluster is created. 
The new sub-cluster is labeled that it belongs to the same person of the matched sub-cluster. 
In the extreme case, if the maximum number of the sub-clusters for a certain person is 
reached, the new observation is added to replace an old one. 

As can be seen in Figure 5.4 (c), the fusion method has a significant improvement regarding 
boundary overlap. As a penalty, however, the false rejection rate is pretty big. There are 
many blanking regions between the sub-clusters and the virtual clusters. Those blanking 
areas are the possible regions that false rejection occurs. Intuitively, the blanking regions 
become much smaller when more sub-clusters of a certain person are created. It corresponds 
to the stable state that one person has long enough interactions with the face recognition 
system. However, when observations from a new person occur, the false rejection rate is so 
high that face shots of the same person are very likely to be clustered into different virtual 
clusters, i.e. enrolled as different persons. We denote this condition as the unstable state.  

Following the above discussion, the structure of a face database is redrawn in Figure 5.5. For 
the simplicity of expression, we use the more general terms “class” instead of “sub-cluster”, 
and “group” instead of “cluster”. In the unstable state, the database is a hierarchy of three 
layers, which are images, classes, and groups respectively from bottom to top.  

As shown in Figure 5.5 (a), each group contains a maximum of Nc classes, and each class 
includes a maximum of Ni face images. When the number of all groups reaches the 
predefined threshold Nm, their intra-distances are calculated to determine whether they are 
close enough to belong to the same person. Near-distanced groups are merged to make a new 
larger group, which is corresponding to one person (a same face). This condition can be 
defined as a stable state, where the “group layer” can be actually removed. In other words, 
the structure of the stable state has only a two-layer hierarchy, with one person being 
composed of M classes and each class consisting of N images. The structure in stable state is 
illustrated in Figure 5.5 (b). 

From the previous analysis, we can draw the following conclusions regarding our proposed 
structures: 

• The purpose of the proposed structure is mainly to improve the false acceptance 
rate, compared to the traditional partitioning method. 

• In reality, the existing unstable state makes it difficult to achieve the goal. The 
transition between the unstable state and the stable state not only produces many 
computational efforts but also brings in significant recognition difficulties. The 
most important challenge is that it might increase the false acceptance rate 
during group merge. 

• Same face decision algorithms can significantly contribute to solving the 
difficulties produced by unstable state. Actually, the unstable state as well as the 
state transition derives from the following fundamental: each newly created 
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group statistically has much higher false rejection rate than a relatively larger 
group which contains more classes. Inspired by the prior knowledge and 
deductive reasoning method in supervised learning, we have proposed the same 
face decision algorithm rather than the cluster method alone to compensate for 
the high false rejection rate, which has already been covered in chapter 4.4. Let 
us look back to the example of Figure 5.4 (c). With the compensation, 
observations in the blanking regions will be hardly clustered into a new person. 
Accordingly, each sub-cluster (class) inside one person is internally linked by 
special labels so that they can be distinguished from sub-clusters (classes) from 
another person. 

• From the third conclusion, the three-layer structure for the unstable state is not 
necessary any more since the same face decision algorithm is robust to deal with 
this state. Therefore, Figure 5.5 (b) can be taken as the general face database 
structure for the stable and the unstable states. With the single structure of only 
two layers, all the computational efforts and difficulties resulted from the 
unstable state are removed, which improves the calculation efficiency of our 
proposed clustering method. 

5.3.2 Parameters in the Proposed Structure 

In the generic face database shown in Figure 5.5 (b), we have to examine how to choose the 
optimum values of M (maximum number of classes pro person) and N (maximum number of 
face images pro class).  

N is chosen by following the recommendation of the FaceVACS technology. In Figure 4.4, 
we have already shown an example of FAR/FRR curves which applies FaceVACS 
recognition classifier. There are two groups of data tested for comparing the FAR (false 
acceptance rate) and FRR (false rejection rate). FAR1 and FRR1 represent the case in which 
only one image is stored as the person’s database. FAR16 and FRR16 belong to the group in 
which 16 images are saved as the database. It can be clearly seen that, both FAR and FRR 
are greatly improved by taking a higher value of N. But in principle, it does not mean the 
larger N the better. There will be too high redundancy when a huge number of N is chosen. 
Moreover, a too large N can be harmful to encode the image data into a class. Therefore, the 
FaceVACS classifier suggests that N in the range between 8 and 12 should be suitable. It is 
declared that the FAR/FRR curve remains nearly the same as N=16 when N=8~12 is chosen. 
We keep this range in our implementation. 

More generally, N can be always roughly determined by two ways. If a certain recognition 
classifier provides the FAR/ARR curves of different number of enrollment, as FaceVACS 
does, the range can be easily obtained. But if the required data or suggestions are not 
available, we can also use some testing sequences to draw the FAR/ARR curves. There are 
also standard image-based face databases available ([86], [87], [88]), which are suitable for 
achieving the FAR/ARR curves as well.  
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Figure 5.6 Two classes in the testing set s2 

In principle, with N face images which are manually selected to be different enough, the 
database should work well for recognition. But we lack the manual selection, the goal to 
maintain a high recognition rate is therefore achieved by increasing the redundancy. Hence, 
we require many classes rather than a single class to represent a person. Here the range of M 
is empirically estimated as 6~12. 

We have made the following experiment as a support. Two image sets are recorded for one 
person. The first set S1 contains 392 face images. They are different in time (more than half 
a year interval), in lighting conditions, in resolutions and in expressions, which can simulate 
most of the possible face images of the person except the aging conditions. This image set is 
used for testing the recognition quality. The other image set S2 contains only 64 face images, 
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which is recorded within several minutes. The sequence can simulate the initializing state. 
This set is used for enrollment procedure. 

Figure 5.6 shows the two enrolled classes in graphics. Those images are continuously 
selected from S2. 

 
(a) 

 
(b) 

Figure 5.7 Examples of the testing set s1 

Figure 5.7 lists some of the example images in set s1. With two classes enrolled, the 
recognition result with S1 is: 

• 150/392 images that are correctly recognized           (38%) 
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It indicates that 2 classes are still far too few. 

With 8 classes enrolled, however, the recognition result improves a lot: 

• 209/392 images that are correctly recognized                (53%) 

With 12 classes enrolled, the recognition rate is only further increased by about 3%. With 
more than 12 classes, improvement of the recognition rate can be negligible. In chapter 7.4, 
we will provide the empirical choice of the actual M value in the software implementation. 

It has to be noted that the recognition rate is still quite poor due to the following reasons: 

• To observe the influence of Nc on recognition quality, the same face decision 
algorithms are better not included. 

• Many of the enrolled images are too similar to each other—too much database 
redundancy. 

• Online update of the database is missing. When a face is recognized and fulfills 
the update rules, it is added to the database and can therefore contribute to the 
future recognition. 

In the following, we will discuss the general features of an optimum database, including how 
to decrease the big redundancy and how to update the database. 

5.4 Features of an Optimum Database 

Regarding mugshot selection, following features are proposed for an optimum database: 

• Purity — no face shot from any other person is allowed; 

• Variety — only various enough face shots are enrolled; 

• Rapidity — at the beginning of building a new database, a rapid growth of the 
database is important; 

• Updatability — the database should be able to keep up with recent views of 
persons; 

• Uniqueness — each person should have one single database to avoid confusion.  

Purity is actually another term indicating that a database keeps extremely low false 
acceptance rate. Our proposed clustering method contributes a lot to this feature. 

Variety is important for a database to be complete enough to keep a low false rejection rate 
(FRR). It is crucial for identifying a person in different views, facial expressions and head 
poses. Two states are distinguished for enrollment. One is the initialized state and the other 
is the stable state. In the initialized state when a new database is created, a rapid growth is 
important. In principle, the more numbers of enrolled face shots for one database, as long as 
they are not the same, the lower FRR is achieved. More face shots are hence to be enrolled in 
this state. In the stable state, however, the selection of enrolled face shots should mainly 
concentrate on their variety. An adaptive updating threshold (AUT) is used to guarantee the 
selection in such a floating way. One mugshot is enrolled if the following equation is 
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fulfilled: 

(5.1) 

Where AUT is decreasing for each database growing from initialized state to stable state, 
AST2 denotes a threshold which is slightly smaller than AST, ne is the current number of 
enrolled face shots in a certain database, and nth is the threshold number of enrolled face 
shots which indicates the saturation of a database. The database in saturation is supposed to 
have enough enrolled face shots for identifying a certain person. 

AUT is also used to discard the static face-like object which causes the false positives from 
the face detection procedure. Although detected as one face, such a static object has a hardly 
change for a long time and can be enrolled into a database with only one mugshot. It can be 
therefore obviously distinguished from a real face in video. The database automatically 
removes such databases. 

AST2 contributes to the database purity, which is the most important feature of the 
databases. Hence, when the image-based face recognizer fails with faces still identified, the 
enrollment should be careful enough. Face shots with Sv much smaller than AST are 
discarded for enrollment to avoid bad quality face shots. As mentioned in section 3, the filter 
with several Sv buffered for recognition also assists the purity. 

Another important feature of a successful database is the updatability. Face shots tested from 
different days statistically have more difference than those from the same day. Enrolling a 
few known face shots from every day can improve the FRR. With ne bigger than nth, 
Equation (6) is no longer fulfilled, and a time parameter is therefore introduced to trigger the 
update of a saturate database. To keep the information from old days, only part of the 
databases is updated, i.e. only a certain number of face shots are selected for substitution. 
The face shots to be replaced should from the oldest days and have the most similar values 
when compared to others. 

Since the violation of uniqueness is less harmful than that of the purity, databases tolerate it 
during the construction. But those databases are to be merged after careful calculation. The 
mutual similarity values (MSV) between each database pairs are computed. If MSV is bigger 
than AST, each face shot from one database is further checked. When a certain enough 
percentage of face shots in one database is identified with the other, the two databases are 
merged. This check avoids a wrong merge. Because the step needs relatively large 
processing power, it is only enabled during an idle period when no faces are detected for a 
certain length of time. 

AST2 < Sv < AUT, and ne < nth 
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Chapter 6 State Machine Based 

Automatic Procedure 

6.1 Overview 

In the previous chapters, we have explored the algorithms that are suitable for each 
individual steps to implement the whole automatic face recognition procedure, including 
face detection, face tracking, enrollment, matching and update. But how to put them together 
to automatically work is still a challenge.  

Firstly, we have to consider all possible situations that might occur in every step. Any state 
that is overlooked can make the state machine stop working.  

Secondly, since each step is closely related or is even decisive to the following steps, the 
following questions have to be answered: under which condition a state should transit; how 
many states are linked to a certain state etc. 

State machine is the appropriate tool for this task, which can easily define the complete 
states and the corresponding conditions for state transition.  

6.2 States Explorations 

To demonstrate the hierarchical relationship among all states, we use a tree-like state 
diagram, as shown in Figure 6.1. 

State 1 is the case when no face is detected. State 2 represents the contrary situation that a 
face is detected.  

Two states are divided for the non-face case. State 1.1 is a temporary state that no face is 
detected. It includes the following two major possibilities. One is due to the false negatives 
in face detection. In reality, there is a face existing, but the system cannot find it. Therefore, 
this state should be ready to transit back to its previous state. Another case is that, no face 
actually exists. It happens when a person starts leaving from the camera. Together with the 
output from the motion-based face detector, the system can decide under which situation the 
current state is. Small motion indicates the former case and big motion means the latter case. 
For the latter case, the system then waits for several frames to see whether the person is 
really leaving the camera. If so, State 1.1 is transited to State 1.2, where a stable state is 
defined which indicates that no face is detected for a long time. This state is also called an 
idle period. Complex computations such as combining databases can be executed in this 
period. 
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Figure 6.1 Definition of all possible states for the face recognition procedure 

The system is always in State 1.2 until a face is detected. Then it transits to State 2.2, a new 
sequence state, meaning that a new sequence starts. At any time, when no face is detected, 
State 2.2 transits to State 1.1. State 2.2 consists of three further states. State 2.2.1 is a 
temporary state. Since we introduce a temporal filter with the maximum filter length n in 
equation (4.2), it requires some time for the filter length l to increase from zero to n. This 
intermediate procedure is defined as State 2.2.1. It can either remain the current state or goes 
to State 1.1 when the filter length is below n. Once l reaches n, State 2.2.1 is ready to transit 
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is beyond m•AST, the current face is identified as a known face and State 2.2.1 is going to 
State 2.2.2; when SvF is below m•AST , the current face is detected as an unknown face and 
State 2.2.1 is going to State 2.2.3.  
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Figure 6.2 Definition with a hierarchical state machine 

The next possible transition state of both State 2.2.2 and State 2.2.3 are State 2.1.1, which is 
the same person state. In this state, the current face is expected to remain the same for at 
least n frame. It includes two different states. State 2.1.1.1 is the state which fulfils the 
update rules. In other words, the current face is selected to be enrolled into databases. On the 
contrary, State 2.1.1.2 indicates that the current face is only recognized. It is too similar to 
existing databases and will not be enrolled. The transition between State 2.1.1.1 and State 
2.1.1.2 is dependent on equation (5.1).  
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But there is also a possibility that multiple people exist. It is then quite normal that one 
person is approaching the camera as well. When two faces are slowly but alternately 
occluding one from the other, it is still in the same sequence state, but not in the same face 
state any more. Therefore, we define it as State 2.1.2, meaning that another face is possibly 
showing up. The transition between State 2.1.1 and State 2.1.2 is based on the combined 
same face decision algorithms described in chapter 4.4. When State 2.1.2 is kept for a 
certain time, indicating that another face is really showing up, it transits to State 2.2.1, the 
temporal sub-state of the new sequence state. 

The hierarchical state structure of the state machine is shown in Figure 6.2.  
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Chapter 7 System Implementation 

7.1 Overview 

In this chapter, we are mainly focusing on the implementation issues, not only based on the 
generic algorithms but also the specific image based detection and classification techniques. 
We firstly cover the hardware configurations and then describe the software implementation 
efforts for the whole system. Additional parameter settings related to the detection and 
recognition classifier are finally explored for optimizing the system performance. 

7.2 Hardware Configuration 

The principal criterion to select required hardware is to keep as simple and generic as 
possible. We would like to demonstrate that the algorithms we have discussed are not 
dependent on any special hardware and can be easily embedded to the applications we have 
mentioned in chapter 1.3. This is very important especially in the consumer electronics 
industry-- a system with cheap and generic setups is always attractive and promising.  

We have implemented the whole system mainly software-based as a demo version.  

 

 

Figure 7.1 Hardware configurations of the system 

Video capturing devices including a camera and its corresponding interface, a PC or a laptop 

Video source Interface PC/Laptop 

Camera/TV PCI TV Card PC 

Webcam USB Interface PC/Laptop 

(a) Generic hardware configuration 

(b) One applied setup 

(c) The other applied setup 
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are the three main parts of the configuration, as shown in Figure 7.1 (a). The interface can be 
any video capturing interface that can grab frame images from the camera to the PC/Laptop. 
It can be a PCI TV capture card connected to a PC, or USB/firewire interfaces to PC/Laptop. 
Figure 7.1(b) and (c) show two different setups we have used for our system. 

In (b), the video source is either a 50-Euro CMOS video camera or a TV cable. It is 
connected through a standard PCI TV capturing card to a PC. The camera and the capturing 
card can provide up to 768×576 pixels at 12 fps and 384×288 pixels at 25 fps. The PC is 
used to run our software running on Windows. This configuration therefore supports a real-
time running of the system from either cameras or TV programs. 

In (c), a 30-Euro webcam is connected to PC/Laptop through a USB 2.0 interface. The 
webcam can only support 320×240 pixels at 12fps. This setup is more focused on mobile 
purposes for demos running offline.  

7.3 Software Implementation 

7.3.1 Overview 

The algorithms are implemented in Visual C++, supported by libraries from the DirectX 
SDK tool1 for video capturing and playing back issues, libraries from the OpenCV tool2 
(Open Source Computer Vision) for image processing, libraries from the FaceVACS SDK 
tool3 for image-based face detection and recognition classification. 

With currently available PC, our algorithms based on the OpenCV and DirectX tool have no 
big difficulties to be implemented for running at nearly real-time. They can meet the 
requirement of the temporal-based face detector of 10-20 fps processing speed. But the speed 
bottleneck comes from the FaceVACS SDK tool. It requires around 1/3 ~ 1 second for 
feature extraction and encoding steps in the enrollment procedure, which doesn’t fit well to 
the tracking requirement. Therefore, we have two versions to demonstrate our algorithms. 

One is online version, which processes the video from camera or from TV programs. The 
actual processing speed of the system is around 1-2 fps for a 384×288 resolution on a 2.4 
GHz PC, which does not fulfill the 10~20 fps assumption. Therefore, it can only achieve an 
ideal performance when people behave 5~10 times slower than normal. Although not 
optimum, the attractive advantage of the online running version is that it is much more 
intuitive to evaluate the system performance by changing scales, head poses, facial 
expressions and even lighting conditions. Figure 7.2 shows a screenshot of the system 
running with online live video.  

                                                 
1 Freely available tool from Microsoft, can be downloaded from http://www.microsoft.com/downloads. 
2 Freely available tool from Intel, can be downloaded from http://sourceforge.net/projects/opencvlibrary 
3 Commercial product from Cognitec Systems GmbH, http://www.cognitec-systems.de 
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Figure 7.2 Photograph of the system running live 

 
The top right part of the user interface is the live video window, where the processed video is 
played back. People in front of the camera can hence observe their own face movement 
online. The middle right part is the visual thumbnail of the databases which are updated 
online. It shows how many persons have been stored in the database with one mugshot 
displayed. For such an unsupervised and automotive system, it is not possible to display the 
peoples’ real names. Therefore, every enrolled person is assigned a person number and lined 
up in the order of the enrollment time. A known person which is currently recognized is 
overlaid by a red frame on the mugshot of the corresponding face. Bottom right is a text 
window which is updated in every processing frame of the video. It includes the following 
information: whether a face is detected; the person’s number if recognized; the similarity Sv 
between the current face and the corresponding databases. On the left part of the interface, 
all mugshots in the database of the current recognized person are displayed. It is then 
intuitive to evaluate the database quality of a certain person. In the following example, 
people 0 through person 17 are enrolled from live TV broadcasting news, and person 18 is 
enrolled from the source of a live video camera. A more detailed performance analysis is 
presented in Chapter 8. 

The other is the offline version, which is fed by image sequences stored in hard disks. For 
this version, it is required to record sequences before running. Since it processes every frame 
of a given sequence, it can simulate any processing speed dependent on the recording frame 
rate. This version is useful to demonstrate the nominal performance of the proposed 
algorithms. 
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7.3.2 Implementation Efforts 

The software implementation of both the online version and the offline version are basically 
the same in terms of recognition algorithms. But the online version has to additionally deal 
with real-time capturing and playing back videos. We therefore take the online version to 
demonstrate the c++ based implementation efforts. About 2800 command lines (excluding 
the comment lines) in the source code of visual c++ are written for this online version 
implementation.  

The detailed implementation functional components are listed in Figure 7.3. There are two 
main units: the user interface unit and the algorithms unit.  

Three main tasks are concerned for the first interface unit: 

• Real-time video capturing. The DirectX SDK is applied to deal with this task. 

• Real-time displaying of the captured video. This task is also implemented based 
on the DirectX SDK.  

• The user interface, as shown in Figure 7.2.  

For the first task, the captured video has to be saved as frame images. DirectX only supports 
the bmp file format in which the pixels are true-colored 24 bits. For the algorithms unit, 
however, pgm file format is required. It is to be noted that the processing speed for each 
frame is about 3 times faster if the greyscaled pgm file format is used instead of the 24-bit 
bmp file. Such an image format conversion function is included right after capturing. 

For the second task, a challenge exists since the capturing and displaying should be 
accomplished at the same time. Multi-thread method has to be applied in the source code. 

Regarding the user interface, it is also a big effort to fast overlay different database 
thumbnails. Therefore, 2/3 of the source codes are dealing with the interface unit.  
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IFD: Image-based Face Detection, FRE: Face Region Extraction; SRE: Search Region Extraction; 
MFD: Motion-based Face Detection; FE&E: Feature Extraction and Encoding; IC: Image-based 
Classifier; TF: Temporal Filtering; CSFD: Combined Same Face Decision; MS: Mugshot Selection; 
UR: Update Rules. 

Figure 7.3 System Implementation Components 

A large amount of computing power is required in the interface unit as well. The video 
displaying function itself consumes half of the computing power of the overall system, 
which explains why the online version is running much slower than the offline version. 

One third of the source codes (about 1000 command lines) are contributed to the algorithms 
unit, where around 250 lines are written for face detection, 360 lines for face recognition, 

Video 
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IFD 

FRE 

SRE 

MFD 

Face Detection  

FE&E 

IC 

TF 

CSFD 

Face Recognition 

MS 

UR 

Database 
Construction  

Algorithms Unit 

                            
User Interface Unit 



Chapter 7 - System Implementation 

 
76 

180 lines for database construction, and 210 lines for the state machine based central control 
unit. The control unit delivers the final recognition output. 

7.4 Summary of Technology Dependent Parameters 

Up to now, we have mainly discussed the general algorithms for building an automatic and 
adaptive face recognition system. The discussion is supposed to be as independent as 
possible from the face detection and face classification techniques. But we still have some 
specific parameter settings that are technology dependent, which are required to achieve 
better performance of the whole system. As a part of the system implementation, those 
parameters are interesting to be described. In the following, we summarize those important 
parameters. 

• Database construction parameters—the number of images per class N and the 
number of classes per group M.  

• The minimum value of AST (adaptive similarity threshold) -- SV0, introduced in 
equation (4.1).  

• Which one is better for feature extraction, using the whole frame image or only a 
face region (face shot)? 

 
The first two parameters have been already briefly discussed in chapter 5.3.2. As illustrated 
in Figure 4.4, the higher the SV0, the lower the FAR, and the higher the FRR. However, the 
whole number of enrolled face images for one person M×N can also influence FRR. As 
shown in Figure 4.4, in principle, the bigger M×N, the less FRR. With given N and M, we 
can correspondingly judge an optimum range of SV0. In chapter 5.3.2, the ranges of M and N 
were empirically determined through the tests with only part of the system implemented. To 
further determine the exact values of those parameters, we are now able to apply the system 
with all components implemented. Only the parameters to be tweaked are left open. As test 
resources, we have chosen video sequences from 30 people, with at least 100 frames per 
sequence and at least one sequence per person. The optimized values are finally determined 
as: M=8, N=8 and SV0=0.71. It is to be noted that SV0 is bigger than the suggested value in 
the FAR/FRR curves of Figure 4.4, which are due to the following two main points. Firstly, 
the FAR/FRR curves are normally obtained based on the manual mugshot selection 
procedure. Therefore, the database is constructed even without errors. For our system, 
however, mugshot selection is an automatic procedure with no guarantee of 100% database 
purity. Consequently, extremely low FAR is required. On the other hand, with SV0=0.71, the 
penalty in principle leads to extremely high FRR. For our system, however, much lower 
FRR is achieved due to the combined face decision algorithms and the adaptive update rules. 
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Person A 

 

 
Person B 

Figure 7.4 Samples of whole frame images and the corresponding face images 

 
The third technology dependent parameter has not been covered in previous chapters. As 
most face recognition systems do, our original idea was to use the extracted face region from 
a frame image for feature extraction as well as for database enrollment. In terms of the 
processing power, the use of face region is obviously advantageous over that of the whole 
image. Moreover, it is commonly considered that, the background can do harm to the 
recognition quality if a whole image is enrolled into the database. However, the following 
experiments demonstrate contradictory evidences. We have selected two out of thirty 
subjects who are relatively similar to each other. The samples of the whole images and the 
corresponding face images of the two persons are shown in Figure 7.4.  

In the first set of experiment, we have tested the cross-similarity between the two persons by 
using the face images and the whole images respectively. The result is illustrated in Figure 
7.5. Since a higher cross-similarity indicates a higher FAR, the green-dashed curve achieves 
better recognition performance. That is to say, the use of whole images achieves lower FAR 
than that of face images. 
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Figure 7.5 Cross-similarity differences by using face images and whole images 

 

Auto-similarity is tested in the following experiment. Two different sequences from the 
same person are compared with each other, as shown in Figure 7.6. As shown in this curve, 
the higher the auto-similarity, the better. The use of whole images (colored in green-dash) is 
again advantageous in terms of lower FRR. 

As FRR and FAR can be both lowered, whole images should be applied instead of face 
images. This conclusion is due to the specific algorithms applied in the face classifier. But 
the fundamentals behind it are still unknown since the detailed algorithms are not open to the 
public. 

Although the whole images are applied, we still display the face region thumbnails instead of 
the whole images to indicate the databases in the graphical user interface, as shown in Figure 
7.2. In this way, two main advantages are obtained. Firstly, it is easier to be understood for 
normal users because any surrounding background seems to be non-related to the face 
identity. And secondly, the image overlaying speed is much higher if only face regions are 
displayed. We also use the term “face shot” to point the enrolled images for database 
construction to agree with the common way of appellation. 
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Figure 7.6 Auto-similarity differences by using face images and whole images 
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Chapter 8 Performance Analysis 

8.1 Overview 

In this chapter, we are mainly demonstrating the performance of the previously discussed 
algorithms. As two main contributions, the combined same face decision algorithms and the 
database construction methods are evaluated respectively. The overall performance of the 
whole recognition system is given in the final part of the chapter. 

8.2 Performance of Face Detection 

As discussed in Chapter 3.2.4, head poses, scales, facial expressions, lighting conditions, 
motion blurs are the most critical parameters to evaluate the face detection quality. For 
video-based face detection, occlusion is another crucial parameter especially for tracking the 
faces.  

To test the performance of the proposed algorithms, we have made ten video sequences, each 
of which is processed by IFD only and our system for comparison. Each video sequence is 
captured in 25 fps. 

Figure 8.1 shows the most critical experimental sequence with freely 3D head motions. It is 
captured at 384×288 pixel resolution. One person is freely moving his head in three 
dimensions. Frame t1 to t5, frame t6 to t9 and frame t10 to t13 illustrate the head yaw, pitch, 
and roll respectively. Frame t14 to t20 show the free rotation of the head in all three 
dimensions. 

In this example, when a head rotates to a certain degree or shows only a certain degree of 
profile, the IFD fails as many image-based face detection algorithms do. It succeeds with 
only frame t1, t2, t6 and t10 and fails with all the other frames in Figure 8.1. But our 
approach achieves satisfying results with only one failure case occurring in frame t9. In that 
frame image, the black hair almost occupies the whole face region and some of the facial 
part is outside the face region but inside the search region. However, when the head is up 
again as shown in t8, the face returns to its tracking status. The comparison result of the 
detection rate for the whole sequence is drawn in Figure 8.2. It can be seen that the IFD can 
only detect the face in 45% of the whole sequence, while our system achieves as high as 
93% detection rate. That is to say, for this particular sequence, 93% of the frame images can 
be passed through our system for recognition while only 45% of the frames can be used if a 
single IFD is applied in the face detection procedure. 
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Figure 8.1 Sequence of one person with significant 3D head motion 

 
 
 

 
 
 
 
 
 
 

Figure 8.2 Performance comparison between an IFD and our combined detector 

 
Figure 8.3 shows one sequence with intentionally different facial expressions. It is captured 
in the resolution of 192×144 pixels. To our first surprise, the IFD behaves even worse than 
the case of pose variation. It fails with 58.5% of the frames (all of which are false negatives) 
while our system achieves 100%. With more careful examination, we have found out that the 
failure of the IFD derives from the poor resolution of the eye distance. We have then re-
sampled the sequence to be 150% of the original and made the test again. Our approach still 
achieves 100% detection rate while the IFD detector performs much better with only 2.5% of 
the false negative rate. As shown in Figure 8.3, it only fails when the eyes are occluded by 
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hands and arms (frame t14), when the eyes are closed (frame t20), or when the head is 
rolling with too big angles (frame t17). From the sequence, we can draw two conclusions. 
Firstly, the IFD is not very sensible to expression variations, and only fails when the eyes are 
not visible. Secondly, the IFD is very much sensitive to the scale changes especially for too 
low pixel numbers of the eye distance but our approach is not at all. It is very critical for a 
video-based processing system to handle low resolution sequences to both achieve fast speed 
and save hardware storage spaces.  

 

 

Figure 8.3 Sequence of one person with intentionally facial expression changes 

 
Therefore, we have made sequences to further analyze the detection quality against scale 
changes. Figure 8.4 shows typical frames of the testing examples. 41.8% of the sequence are 
failed to be detected by the IFD alone, where 31.8% are false negatives and another 10% are 
the combined false positives and false negatives. Our method just misses 2 out of the overall 
110 frames (1.8%). In Figure 8.4, frame t5, t6 and t7 are too big for the IFD, and it outputs 
wrong face positions without eyes detected. From frame t13 through t20, the faces are too 
small for the IFD to detect any faces. Our approach has no difficulty with t5, t6 and t7 and 
only fails with t20.  
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Figure 8.4 Sequence of one person with significant scale changes 

The sequence in Figure 8.5 demonstrates the cases with sudden and gradual lighting 
condition changes. Although our proposed MFD has no difficulties in dealing with gradual 
lighting change as shown from t4 to t5 and from t16 to t17, it in principle cannot handle a 
sudden lighting change. But the limitation can be well balanced by many successful state-of-
the-art illumination compensation methods for image-based face detection ([82], [83], [84]). 
The IFD we have used here is not sensitive to sudden lighting variations. Thus, we are not 
interested in developing new algorithms to compensate for the illumination changes for face 
detection. In this testing sequence, the faces in all frames are correctly detected by the IFD 
alone (100%) and our combined approach accordingly achieves 100% detection rate as well. 
As can be seen, the sudden change from frame t6 to t7 and frame t16 to t17 has no influence 
on face detection. 
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Figure 8.5 Sequence of one person with significant lighting changes 

 

Figure 8.6 Sequence of one person with fast motion 

The final example sequence shown in Figure 8.6 is aimed to test the influence of both 
motion blurs and occlusions. The head is purposely moving fast from left to right and then 
from right to left. The IFD alone fails with 31% frames and our method fails only with 1 out 
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of 83 frames (1.2%). The failure from the IFD occurs for frame t5, t6, t7, t11, t12, t13, t14 
and t15, where t5, t6 and t7 are not successfully detected due to the motion blurs, t11 and t12 
are due to head rolling, t13, t14 and t15 are due to occlusions. Our approach does not detect 
the face only in frame t14 where more than 50% of the facial part is not visible.  

To summarize the performance, we list the testing result for different parameters in the 
following table: 

Table 8.1 Performance comparison between the IFD alone and our detection method  

Face detection rate under different parameters 
(in percentage of the whole sequence number) 

 
Head pose 

(Figure 8.1) 

Facial 
Expression 
(Figure 8.2) 

Scale  
(Figure 8.4) 

Luminance 
(Figure 8.5) 

Motion Blurs 
and Occlusion 
(Figure 8.6) 

IFD 
alone 45% 41.5% 58.2% 100% 69% 

Our 
detector 93% 100% 98.2% 100% 98.8% 

 
As can be seen, our proposed approach significantly contributes to the face detection and 
tracking in video sequences. The contribution of the high detection rate to the whole 
recognition system is obvious: much more frame images can be used for recognition with 
our combined detection algorithms. 

8.3 Performance of Face Recognition 

The way of evaluating the recognition performance is quite similar to that of the detection 
quality. Variation of scale, facial expressions, lighting conditions and motion blurs are all 
critical parameters as well. Since the combined same face decision algorithms deal with 
those changes in similar ways, we can conclude that similar performance can be achieved. 
We have used the same sequences as for the face detection performance, as shown in chapter 
8.2. The result supports our conclusion very well. In the following, we only take one typical 
case of head pose variations to demonstrate our recognition performance. Most recognition 
systems have problems to deal with this critical change. 

We are demonstrating the performance with three kinds of head pose variations: yaw, pitch 
and roll. We have used the FaceVACS recognition classifier alone for comparison with our 
combined recognition algorithms.  
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(a) Classifier only recognition result 

 
(b) Combined same face decision result 

Figure 8.7 Face recognition performance test--yaw angle variance 

• Influence of yaw angles: The classifier is quite sensitive to this kind of head 
rotations. Since 2D image analysis is applied and this pose change is actually 
3D. It is difficult to show the precise yaw angle limit of the classifier. We are 
hence using a set of sequences to visually demonstrate it. Figure 8.7(a) lists the 
right and left yaw angle limitations of the classifier. In the 100-frame sequence, 
the face is turning from frontal to right and then from right to left. The classifier 
cannot detect and recognize approximately above 30 degrees yawed heads. 
While our proposed algorithms have no problem for even profiles if the head is 
rotating continuously. Actually, in the testing sequence, our method achieves 
100% recognition rate while the single classifier can only recognize 40 % out of 
all frames. 

• Influence of pitch angles: The classifier is relatively robust to head pitching. 
We have applied similar testing sequence as in the yaw angle test, where a 
person is pitching from frontal to up as much as possible and then from up to 
down as much as possible. The classifier works well with 85% of the frames and 
our method fails with only one frame where the face is hardly seen due to too 
much head bending. It should be noted that, the head pitch can also produce two 
artifacts that significantly lower the recognition rate of the classifier itself. 
Through experiments with some subjects, we find out that most people pitch 
their head with a high speed, producing motion artifacts (e.g. saw edges) on the 
eyes, as shown in Figure 8.8(a). The artifact is subject to be produced due to the 
poor performance of cheap cameras or cheap video capture card. Since the eyes 
are critical for the classifier, the motion artifact hinders it from recognition 
although the pitch angle is not big enough. Another problem comes from the 
glisten of the glasses when head rotates. It is also a frequent error for the 
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classifier. However, such artifacts do not influence our proposed method in a 
video sequence since they normally produce minor pixel differences in the face 
region. 

 

 
                                 (a)                                                                             (b) 

Figure 8.8 Examples of artifacts around the eyes which cause recognition errors 

 
 

 
 

Figure 8.9 Definition of roll angle 

• Influence of roll angles: Since roll is the in-plane head movement, it can be 
precisely measured in the 2D image. Figure 8.9 illustrates the definition of roll 
angle ?. It is the angle between the connected straight line through two eyes and 
the x-axis. We have taken several frontal faces from different persons. The 
frontal faces are manually rolled to achieve exact roll angles by using the matlab 
image rotation tool (with two different rotation interpolation methods) and the 
Irfanview tool4. The three different rotation methods are applied to make sure 
that interpolations do not significantly influence the picture quality for 
recognition. The rolled faces are compared with the original frontal faces by 

                                                 
4  A freely available graphic tool, available at http://www.irfanview.com/ 

Roll angle θ 

 x 



Chapter 8 - Performance Analysis 

 
88 

using the classifier alone. Figure 8.10 shows such a comparison with two face 
images. From the figure, we draw the conclusion that the classifier cannot 
recognize the face with ? bigger than 15° when the similarity threshold is set to 
be 80%. For faces with bigger than 20° ?, the IFD normally fails to detect faces 
and therefore the classifier fails as well. With our combined face recognition 
methods, there is no problem to detect and recognize faces even with 90° roll 
angles in a video sequence.  

 

Figure 8.10 Roll angle influence on the recognition classifier 

8.4 Performance of Database Construction Algorithms 

We have introduced the features for an optimum face database in chapter 5.4. In this section, 
we are evaluating these characteristics. 

Regarding rapidity and variety, we have made the following experiments. Several sequences 
with the same number of frames are taken. Some sequences are with minor head motion and 
others are with significant head motion. They are fed through the proposed automatic 
system. Figure 8.11 lists the enrolled databases from two of such sequences. Only 6 out of 
100 frame images have been selected by the adaptive update threshold in figure (a), while 19 
out 100 face shots have been selected in (b). At the beginning of the database enrollment, 
rapid growth is of the most importance. Hence, the first several enrolled face shots are quite 
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similar to each other while the following ones are in much difference. After a while, variety 
is more concentrated. That is to say, the selection threshold is increased. Since sequence (a) 
has much less head motion as well as other head variations than sequence (b), there are only 
few face shots enrolled in (a) and much more enrolled in (b).  

 
(a) Database enrolled from a 100-frame, minor head motion sequence 

 
(b) Database enrolled from a 100-frame, significant head motion sequence 

Figure 8.11 Variety and rapidity of database construction 

We continued the above experiments to test the updatability and uniqueness features. Five 
sequences have been fed through the system one after another. The sequences are recorded 
over a span of two years. Based on the constructed database shown in Figure 8.11 (b), we go 
on feeding through the five sequences. The system can automatically recognize the person 
and update the databases without errors. The new database is listed in Figure 8.12. There are 
quite a lot differences in the source sequences. But the same person is always successfully 
recognized, demonstrating a satisfactory uniqueness. 
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Figure 8.12 Updatability and uniqueness of database construction 

 
The purity performance of the database corresponds to the false acceptance rate (FAR) and 
will be covered in the following section. 

8.5 Overall Performance of the Whole System 

Although there are some standard databases available ([86], [87], [88]) to evaluate the 
image-based face detection and recognition algorithms, it is difficult to find freely available 
databases for testing the performance of video-based methods. Furthermore, since the 
research in automatic and unsupervised face recognition is still in its infancy, it is even much 
harder to assess its performance and make quantitative comparisons with existing methods. 
Therefore, we have made our own sequences for the overall system evaluation.  

8.5.1 Online version 

As the first group of the experiments, we have fed the online TV news and online video from 
cameras with different resolutions.  

Figure 7.2 demonstrates examples of the test sequences from TV channels. The system had 
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been running online for about several hours in one day and continued with several hours in a 
following day. As mentioned earlier, the processing speed of the whole system achieves 
about 1~2 fps. It missed many frames of the live video and therefore cannot learn faces 
showing up shorter than one second. But the people in small motion can be automatically 
recognized and enrolled. During the test, the system automatically learned 19 people and had 
no problem to recognize all the news reporters when they showed up in the news again. 
Moreover, there was no erroneous enrollment from different people. It can also be seen that 
although there was a large resolution difference and significant head pose variance of the 
images, each face was extracted without losing any useful facial information. It is common 
for TV programs to suddenly change the shot, especially in the news, which is fit for testing 
the system performance. The result shows no difficulties with the sudden sequence changes. 
Due to the speed limit, there are many useful face shots neglected and therefore the false 
rejection rate (FRR) is high. But the harmful FAR keeps zero, which is quite satisfying.  

8.5.2 Offline version 

For the offline version, we have asked 20 subjects for recording sequences in a span of two 
years. During the recording, we did not require any cooperation from the subjects and did 
not provide any manual operation. Therefore, the system was completely running passively 
and automatically. There were also big lighting variations from sequence to sequence. 
Moreover, we applied different cameras for capturing from time to time. It can be noticed 
that one camera is with poor quality that the captured image is a little vertically up-scaled, 
making the captured faces more different from what the other camera captured. But the 
camera differences are fit for further evaluating the recognition quality. 

From the experiment, we can see that there is also no FAR observed. But there is one person 
Peron 000 and Person 002 have been falsely recognized as two persons. That is due to the 
same reason as described in chapter 8.4. With further experiments, we have observed that 
when the starting sequence of a certain person provides more than 30 face shots, FRR can be 
kept reasonably low. This requirement is not highly restricted. It corresponds to around 1 
minute period when a person is talking to someone. 
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Figure 8.13 Offline performance of the whole system 

8.5.3 Critical Assumptions 

There are two main assumptions to be emphasized for the above performance analysis: 

• The system focuses on dealing with videos instead of non-correlated random 
images. If randomly captured images with no video context are fed into the 
system, the proposed method could not achieve better performance than the 
classifier alone. This is reasonable since the proposed algorithms are expected to 
be used for video-based recognition systems and not as improved methods for 
image-based face recognition. 

• IFD is assumed to work well at the very beginning stage for detecting a new 
face. For example, if a sequence starts with one face purposely rolled above 20°, 
there is no video information we could apply to detect and recognize it until IFD-
detectable faces are showing up. That is to say, once a face is detected by IFD, 
the combined face detection and recognition procedure has no difficulty in 
tracking and recognizing such a face even it is rolled above 20°. 
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Chapter 9 Conclusions and Future 

Directions 

9.1 Conclusion 

In this dissertation, we have proposed a promising video-based face recognition system for 
consumer electronics, which features self-learning and intelligent. It can start with an empty 
database and get to know the showing up faces of the people in an unsupervised way. When 
known people occur again, it can recognize them and automatically update the 
corresponding databases to keep up with recent views. Experiments show that the system can 
deal with two major challenges in the state-of-the-art face recognition research: the aging 
problem and the difficulty of no better recognition quality in videos than in images.  

The main contributions of the algorithms for such an autonomous recognition system are: 

• Novel combined face detection methods for improving both face detection and 
recognition rate from video 

• Combined same face recognition algorithms for face recognition from video 

• Adaptive face database construction algorithms and database structures for high 
quality face recognition 

• State machines contributed to the whole automatic procedure. 

9.2 Future Directions 

There are several proposals for the future exploration.  

Our system has no problem to deal with the case that multiple people show up at the same 
time. But it can only recognize one salient face from a single frame. It will be quite 
interesting to include the function of recognizing multiple people at the same time. In 
chapter 3.5, we have briefly mentioned a possible method to detect and extract multiple faces 
in one frame. Since it isn’t general enough, we haven’t implemented it in the current system. 
A more careful research and related implementation are to be considered. Another possibility 
is to apply an image-based multiple face detector directly, which is in principle a better way. 

In chapter 5.4, we have mentioned the way of merging falsely separated databases that are 
from the same person. Since it does not frequently occur when a starting sequence of a new 
person is not extremely short, the current implementation does not include this function. The 
merge may also theoretically produce additional false acceptance rate. Further explorations 
are hence required in this direction. 

Another proposal is also related to the database. Although the adaptive updating threshold 
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decreases the redundancy of the databases, it is still to be improved. For example, the rapid 
growth of a new database produces the redundancy at the beginning of the database 
construction. In current implementation, the redundancy remains until the face shots are 
replaced through the update procedure. In principle, the redundancy can be earlier decreased.  

In this dissertation, we are concentrating on face recognition. But the proposed rules and 
algorithms can be more widely applied for any biometric recognition which requires 
automatic and self-learning characteristics. A wider range of application is to be further 
explored. 
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