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1 Motivation

In their report on "Assessment of Ultra-Wideband (UWB) Technology" published in
1990, the expert group composed by the U.S. Defense Advanced Research Projects
Agency (DARPA) and the Office of the Secretary of Defense (OSD) pointed out
that UWB technology has no unique features compared to other radio transmission
or sensing systems [2]. For some features claimed to be unique, they even "found
that this claim was due to inadequate understanding of the issues or erroneous
application of electromagnetic theory and is incorrect”.

However, apart from unique features, interesting for state authorities like the mil-
itary, which do not have to care about regulation issues and power consumption,
impulse-radio ultra-wideband (IR-UWB) technology offers attractive features for
new commercial radio communication and sensing systems. One attractive feature
of IR-UWB compared to continuous-wave (CW) systems is the radiation of short
time domain transients, which allow the use of new and very simple system concepts
for precise radar devices, of which some are detailed in the following sections. An-
other attractive feature of IR-UWB is the large power saving potential, because large
parts of the electronics in transmitter and receiver are not used between the impulses
and can therefore operate in idle state. This leads to a small duty cycle and therefore
can save large amounts of power. A further general benefit of UWB is the spreading
of the transmitted signal across a large spectrum. Thus a low transmit power density
can be obtained, allowing a coexistence of UWB technology together with narrow-
band systems. Additionally, electromagnetic interference of the IR-UWB system to
nearby located electronic devices is mediated much more than in conventional nar-
rowband radio systems. Due to this, the use of UWB technology is well suited to
electromagnetically sensitive environments, e.g. on board an aircraft or in a clinical
environment.

In this thesis, the suitability of IR-UWB technology shall be investigated in a radar
sensor for the measurement of human breathing and in a wireless IR-UWB trans-
ceiver of general acquired analog sensor signals, transmitted to a closely-located
base station. The radar sensor could be used in a variety of applications. One appli-
cation could be to measure the breath-rate of adults, children or infants in a clinical
intensive-care unit. In contrast to methods using wired electrodes, e.g. in thoracic



1 Motivation

impedance measurements, this sensor would have the advantage of measuring the
breathing rate contact-free, which could increase acceptance by the patients or their
parents. The sensor could be pre-installed in the intensive-care unit, abandoning the
need for attaching electrodes and thus improving hygiene, because the patient need
not be touched. A picture of a typical newborn intensive-care unit in a hospital can
be seen in Fig. 1.1.

Figure 1.1: Typical newborn intensive-care unit, where the contact-free UWB radar
sensor could be installed in the cover of the unit.

Another application for a UWB radar sensor deals with the detection of the occupa-
tion of seats in the back of a car. Every year an average number of 37 children' die
in the U.S. from hyperthermia as a result of being left unattended in a car [3]. Aston-
ishingly, it was found out that about half of the affected children were left in the car
unintentionally while sleeping. In addition, it is estimated that each year hundreds
of children experience heat illness by the same cause. In [3] was demonstrated ex-
perimentally that already at a relatively moderate ambient temperature of 22° C on a
sunny day, the temperature in a car can rise up to 47° C within 60 minutes. This can

! Average of the period from 1998 to 2010.



cause a hyperthermia incident. By sensing for a breathing pattern, the occupancy of
car seats in the back could be detected and an alarm could be triggered when the
car is left unattended by the driver while a child is still in it. Other detection tech-
niques for this scenario have certain disadvantages: A pressure sensor in the seat,
for example, cannot distinguish between a child and a heavy bag; an accelerometer
will not respond when the child is sleeping; and a thermal sensor will not detect a
human being when the ambient temperature is around 37° C.

Another example for the use of a breath-rate sensor deals with aircraft passengers
being stressed due to flight disorders, which is a common problem on board an air-
craft [4,5]. Airlines train their flight attendants to recognize visible symptoms of
stressed people, to pay particular attention to these individuals and to start relax-
ing or cheering-up countermeasures if necessary. In such a situation, a contact-free
breathing sensor, placed in front of each seat in the plane, could assist the flight
attendants in recognizing stress symptoms by reporting stress-increased breathing.
This could improve the comfort of travelers and decrease the need for medical as-
sistance during a flight.

Besides applying UWB technology for breathing-pattern measurements, an extreme-
ly simple IR-UWB method is envisioned to transmit acquired analog information
to a network node in close vicinity. In the clinical context the analog information
could originate for example from sensors measuring the patient’s body temperature
or blood oxygen concentration; in an airplane the system could be used to wire-
lessly distribute the on-board audio channels to the passenger’s headphones. The
benefit of transmitting analog information with an analog (not a digital) transmis-
sion scheme is the reduced complexity of the wireless unit because the analog-to-
digital converter (ADC) can be saved. Especially in the above scenarios, the use
of UWB technology is favored to allow an interference-reduced operation to other
equipment in the aforementioned electromagnetically sensitive environments. Both
information-transmission scenarios promise an increased patient or passenger com-
fort because no cable wiring is necessary. Since it should be possible to place many
sensors close to each other, the transmission must be multi-user capable and should
not be distorted by other radio-transmission systems.






2 Introduction to Impulse-Radio Ultra-Wideband

The world’s first commercial regulation on ultra-wideband (UWB) technology [6]
by the U.S. Federal Communications Commission (FCC) in 2002, marks the biggest
milestone in the recent UWB history to date. Evidence of UWB research and devel-
opment can be found throughout many decades in radio history; some even consider
the spark-gap transmitter Heinrich Hertz used for his first transmission experiments
in 1887 as a UWB transmission [7]. However, the antennas he used did most prob-
ably not conform to the modern definitions of UWB technology. A major study
on UWB technology in the areas of radar, communications, electronic warfare and
radio-frequency (RF) weaponization was driven by U.S. military interests and pub-
lished in 1990 [2]. A detailed overview of pioneering UWB works can be found
in [7-9]. The FCC regulation initiated the commercialized use of UWB technology
and thus magnified interest in this technological field in both academics and indus-
try. Based on the FCC decision, nearly all countries worldwide started to open up
their frequency bands to the use of UWB technology.

2.1 FCC and ECC Regulation Situation

According to the FCC definition in [6], a signal is an ultra-wideband signal when
its fractional bandwidth is larger than 25% or the absolute bandwidth is larger than
500 MHz. The fractional bandwidth B can be calculated according to

_ Btot _ fH - fL (21)

Je (fa+fo)/2’

where By, = (fg — f1) is the total bandwidth, f, is the center frequency and fy
and f, denote the upper and lower -10 dB corner frequency of the signal. The FCC
regulations allow a spectral location of the UWB radiation to overlap with already
existing radio services. But, to ensure that there is only negligible interference to
these systems, UWB must operate at a very reduced power spectral density (PSD)
level. The allowed level is adopted from the U.S. Code of Federal Regulations, Title

By
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47, Part 15 [10] for unintended emissions of electronic devices, which is at a max-
imum mean effective isotropic radiated power (EIRP) density level of 75 nW/MHz
or -41.3 dBm/MHz. To further protect sensitive existing services, €.g. GPS, GSM or
radio astronomy bands, the FCC introduced frequency masks for the intended UWB
emissions. For indoor and outdoor UWB operation, the FCC allocated masks in the
range of 3.1-10.6 GHz. Fig. 2.1 (a) shows this FCC allocation compared to some ex-
isting services in the band. The detailed mask values are given in Appendix A.1. To
calculate the available mean power in the FCC spectral mask from 3.1-10.6 GHz,
which is obtained when the band is completely exploited, we can multiply the spec-
tral density of -41.3 dBm/MHz with the 7.5 GHz bandwidth (cf. [11]). This results
in a mean power of 562.5uW. The FCC allows a peak emission limit for UWB
devices of 0 dBm EIRP density, measured in a 50 MHz bandwidth.
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=80 [ OST %l Outdoor e | 30 O E T T e 1
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a Tl 3 8 Rl eI T S .
< ‘ %) ~70 AU : SRS S S |
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Figure 2.1: Spectral comparison between some existing services and (a) the FCC
UWB masks in the USA and (b) the mitigation-free UWB band in
Europe.

In 2007 the Electronic Communication Commission (ECC) in Europe also allocated
a frequency band for the use with UWB technology [12, 13]. Therein the generic
use of ultra-wideband applications is specified at a maximum mean EIRP spectral
density of -41.3 dBm/MHz in the band from 6-8.5 GHz. From 3.4-4.8 GHz bands
are specified, in which mitigation techniques, like a low duty cycle operation or a
detect and avoid operation, must be applied to further protect existing services [14].
In this study we focus on the mitigation-free bands only. Fig. 2.1 (b) illustrates the
ECC mask where no mitigation techniques need to be applied in comparison to
some existing services, the detailed mask values are presented in Appendix A.2. The
available mean power in the ECC band from 6—8.5 GHz can be calculated similarly
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as above and results in 187.5 uW. As a maximum value, a peak emission limit of
0 dBm/50 MHz is allowed in the band from 6-8.5 GHz.

In general, all emissions fulfilling the aforementioned spectral and power require-
ments are allowed to transmit within the UWB bands. This has led to mainly two
branches of UWB systems: the originally intended impulse-radio (IR) UWB sys-
tems and spread-spectrum UWB systems, like e.g. the OFDM UWB. Because this
thesis focuses on IR-UWB only, the following section deals with suitable impulses
for the allocated UWB masks.

2.2 Impulse Shapes for IR-UWB Systems

In general, an impulse used in a UWB system must satisfy two main criteria. It must
make efficient use of the spectral mask and should have a small time-domain exten-
sion at the same time. Fitting to a spectral mask is demanded by the regulation. A
larger time-domain extension would worsen the spatial resolution of a radar system.
Unfortunately, spectral occupation and time-domain extension are inversely related.
This means, on one hand, an impulse completely filling the rectangular shape of a
spectral mask has an infinite time duration and, on the other hand, a very short spike
in time domain occupies an infinite spectrum. For UWB systems, the requirements
of making efficient use of the allocated mask with a good time extension therefore
stand in contrast to each other. Nevertheless in specialist literature, e.g. [15-20],
some advantageous impulse shapes are discussed, presenting an interesting com-
promise. However, applying such a waveform results in a reduced spectral occu-
pation in form of an implementation loss of spectral signal energy. Yet it comes
with the benefit of a desireably small impulse duration. One of those waveforms is
based on the Gaussian bell shape. It can be made compliant to the UWB masks and
it has a small spectral implementation loss with good time-domain extension. This
waveform is introduced in two ways mathematically in the following sections.

2.2.1 Derivatives of the Gaussian Bell Shape

The general Gaussian bell shape is defined as

)= 2o (— tQ), 22)

V2T - o ﬁ
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where Ay is the normalizing amplitude and o is the standard deviation. The deriva-
tives of the Gaussian bell shape lead to waveforms which are DC-free and can be
radiated by an antenna. To fit the impulse shape to a spectral mask, the two pos-
sible adjustment parameters are the derivative order and the standard deviation o,
with which the spectral broadening and the center frequency of the impulse can
be brought into the UWB masks. A detailed description on the fitting of Gaussian
derivative impulses to the UWB masks can be found in [20]. To fulfill the require-
ments for the FCC indoor mask, a fifth derivative of the Gaussian bell shape with
a 0=51ps needs to be selected. The fifth Gaussian derivative can be calculated
according to

As  10-t3 15-t 2
t) = - = — : - . 2.
1) V2T < TR o’ ) =P ( 202> 23)

The corresponding time-domain waveform can be seen in Fig.2.2 (a). The time-
domain extension of the waveform can be determined by measuring the full-width at
half-maximum (FWHM) of the impulse’s envelope function, since this represents a
precisely measurable entity. The time extension of the fifth Gaussian derivative with
aoc=51psis 180ps (FWHM). Fig.2.2 (b) shows the Fourier transformed impulse
shape in a normalized spectral domain representation and compared to the FCC-
allocated spectral mask for indoor applications. The figure shows that the impulse
shape fits well into the mask.

1.5

FWHM-= 180 ps 10 | 5" Gaussian derivative

1 | FCC indoor mask =
S [a1] : !
s 0 °
= o
g g
g -0.5 %
2 4 : : ‘ : z

15 b :[5™ Gaussian derivative |
- Envelope e ‘ ‘ ‘ ‘ ‘ ‘
-300 -200 -100 O 100 200 300 0 2 4 6 8 10 12 14
Time /ps Frequency /GHz
(@) (b)

Figure 2.2: Fifth derivative of a Gaussian bell shape with o =51 ps for efficient use
of the FCC indoor mask in (a) time and (b) frequency domain.

The seventh derivative of the Gaussian bell shape with a 0 =65 ps fits the FCC
outdoor mask. The waveform can be seen in Fig. 2.3 (a) in time domain, having a
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FWHME 220 ps

10 7" Gaussian derivative B
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Figure 2.3: Seventh derivative of a Gaussian bell shape with o =65 ps for efficient
use of the FCC outdoor mask in (a) time and (b) frequency domain.

time extension of 220 ps (FWHM). In Fig. 2.3 (b) the normalized spectral domain
shape is compared to the FCC outdoor mask and is shown to fit to this allocation.
The seventh derivative can be obtained mathematically by

A, 7 215 105-¢> 105-t t?
f“):_m'(‘ﬁ+ e e B G

Both waveforms, the fifth and the seventh Gaussian derivative, present a compro-
mise of a short impulse duration and an efficient spectral occupation and there-
fore do not fill the spectrum from 3.1-10.6 GHz completely. Especially the signal
content at the corners is missing. To identify the implementation loss of these im-
pulse shapes, the power of the waveform, as the integral of the spectral curve, can
be calculated and related to the mean power of the FCC-allocated spectrum. The
implementation loss of the fifth derivative of the Gaussian function is 2.9 dB, the
implementation loss of the seventh derivative is 3.9 dB.

2.2.2 Gaussian-Gated Sinusoidal Functions

A second way of constructing UWB impulses is to use the Gaussian bell shape as
an envelope function of a sinusoidal carrier signal [21]. This can be represented
mathematically according to

0= exp () s (2 0 25)
f —m'a-exp Y] sin (27 f - 1) X
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where o is the standard deviation of the envelope function determining the im-
pulse width, f the frequency used in the sinusoidal function determining the im-
pulse center frequency and A the normalizing amplitude. With this mathematical
representation, impulses fitting the FCC masks can be realized choosing f =7 GHz
and 0=76.5ps for the indoor and f =7 GHz, and o =92 ps for the outdoor mask,
which are similar to fifth and seventh Gaussian derivatives, respectively. Besides
describing the FCC impulses, the Gaussian-gated sinusoidal representation is well
suited for a description of impulses fulfilling the ECC regulation in Europe. As dis-
cussed earlier, the ECC regulation requires a much narrower spectral mask than the
FCC regulation and also steeper sidewalls at the spectral boundaries. Therefore a
longer impulse time extension is necessary.

Géted sihusoidal

Norm. Amplitude
Norm. PSD /dB

Gated sinusoidal
Gaussian envelope -

-15 -1 -05 0 0.5 1 1.5 0 2 4 6 8 10 12 14
Time /ns Frequency /GHz

(a) (b)

Figure 2.4: Gaussian-gated sinusoidal impulse fitting the ECC mask in (a) time and
(b) spectral domain.

Fig. 2.4 shows the time and spectral domain shape of a gated sinusoidal, which fits
the ECC mask. To obtain this impulse shape, f=7.3 GHz and o =320 ps are used
in (2.5). The impulse has a time-domain extension of 800 ps (FWHM) and makes
efficient use of the ECC mask. The implementation loss of the applied Gaussian-
gated sinusoidal impulse compared to a completely exploited ECC mask is 4.5 dB.

2.2.3 Repetition of Impulses in Time and Spectral Domain

The previous spectral-domain impulse representations are focusing on a single im-
pulse only. In case of a modulated or unmodulated impulse train, the spectral do-
main representations of Figs.2.2 (b), 2.3 (b) and 2.4 (b) change. An unmodulated

10
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impulse sequence with equally spaced impulses can be described mathematically
by a convolution of the time-domain impulse with a Dirac comb or Shah function.
The periodic repetition of the impulses is given by the repetition interval 7;.,. The
Fourier transformation of the Dirac comb results in a line spectrum with a frequency
spacing of the lines of f,.,=1/T,.,. The spectrum of a time-domain impulse train
consists of a line spectrum which is weighted by a spectral envelope function ac-
cording to the chosen impulse shape. Fig.2.5 depicts an example of an impulse
train with equally spaced fifth Gaussian derivative impulses at a repetition rate of
200 MHz in time and spectral domain, where the lines with a spacing of 200 MHz
can be seen clearly as well as the envelope function compared to the FCC indoor
mask. In case of a modulated impulse sequence, spectral emission as well between
the spectral lines occurs depending on the applied modulation, cf. Sec. 2.3.3.

10 - 'hPU|SéS — Envelépe
FCC |ndoor .........

0 o T

i

6 8 14
Time /ns Frequency /GHz

(a) (b)

\ Impulse traln

Norm. Amplitude
Norm. PSD /dB

Figure 2.5: Impulse train using fifth derivative impulses with a repetition rate of
200 MHz in (a) time and (b) frequency domain, illustrating the change
in spectral appearance.

To fully exploit the mean -41.3 dBm/MHz and the peak 0 dBm/50 MHz EIRP den-
sities of the allocated UWB masks, the impulse repetition rate and the impulse am-
plitude both are of great importance. This can be explained using time and fre-
quency considerations: An increase in impulse repetition interval 7., in time do-
main means that the impulse’s mean power is distributed over a larger time instance.
To obtain the same mean power density, the impulse amplitude can be enlarged. In
frequency domain, an increase in repetition interval results in an increased number
of spectral lines. Thus, the impulse emission is distributed to more spectral lines,
and the impulse amplitude can be increased to approach the upper boundary of the
regulation mask.

11



2 Introduction to Impulse-Radio Ultra-Wideband

To evaluate the allowed maximum impulse amplitude at a given repetition rate, the
investigation must follow the measurement descriptions of the regulations in [6, 10]
for the FCC and in [12, 14] for the ECC mask. Both regulations specify to use a
spectrum analyzer with a 1 MHz resolution bandwidth and the root-mean-square
(RMYS) detector for the mean EIRP and a 50 MHz bandwidth and the maximum de-
tector for the peak EIRP evaluations. The computations presented study the case in
which the amplitude of the simulated PSD corresponds directly to the EIRP density
limits. This represents a measurement where the impulse generator is directly con-
nected to the 50 Ohm input port of a spectrum analyzer. The influence of the applied
antennas has to be considered separately.

A computation of the maximum possible impulse voltage amplitude with com-
pliance to the FCC indoor mask is plotted in Fig.2.6 (a) using a fifth Gaussian
derivative with 0 =51 ps. For this plot, three repetition-rate regions can be identi-
fied. For repetition rates larger than 1 MHz, and with this larger than the resolution
bandwidth of the spectrum analyzer, the maximum amplitude allowed follows A =
(13.4MHz/ f,¢,) - V. In the region between 1 MHz and 420 kHz, which is the region
where the spectral content of more than one spectral line sums up in the resolution-
bandwidth filter, the maximum amplitude varies with A = /169 MHz/ f,.,,- V. For
repetition rates below 420 kHz, a constant maximum amplitude of A = 20.7V is
permitted, which is limited by the peak-emission requirement.

> 10k . > 10k A
[ : ) |
© ©
2 2
g 1 4 g 1
< <
o o
o o
w1 5 L 0k
x : 5 E
© z © z
= - = -
001 "[FCC indoor compliance — | 001 "[ECC compliance — |
10k 100k 1M 10M  100M 1G 10k 100k 1M 10M  100M 1G
Impulse Repetition Rate /Hz Impulse Repetition Rate /Hz

(a) (b)

Figure 2.6: Maximum voltage amplitudes allowed with compliance to UWB mask
for different repetition rates using (a) a fifth Gaussian derivative for
the FCC indoor mask and (b) a Gaussian-gated sinusoidal for the ECC
mask.

12



2.2 Impulse Shapes for IR-UWB Systems

For the ECC mask, Fig.2.6 (b) shows the maximum voltage amplitude allowed
using a Gaussian-gated sinusoidal with f =7.3 GHz and o =320 ps. The same rep-
etition rate regions can be identified for compliance to the ECC mask, but with
different peak amplitudes. In the region with repetition rates larger than 1 MHz, the
maximum amplitude allowed varies with A = (3.4 MHz/ f,.,,) - V. Between 1 MHz
and 420 kHz, the amplitude varies with A = \/ 10.8 MHz/ frep -V, and below a
repetition rate of 420 kHz, a constant maximum amplitude of 5.2V is acceptable.
An evaluation supporting these results is presented in [22].

2.2.4 Impulse Shape in Bandwidth-Limiting, Dispersive and
Reflection-Tainted Environments

Processing a broadband impulse with linear but band-limited or dispersive compo-
nents (e.g. amplifiers, antennas, filters) will change the shape of the impulse, both
in the time and the frequency domain. These effects can be seen in measurements
in later sections, but will be introduced by theoretical considerations here. As a
first example, the influence of a bandwidth-limitation of a component is studied. A
bandwidth limitation will naturally result in the longer time-domain extension of an
excited UWB impulse. For the numerical evaluation of the bandwidth limitation, an
artificial bandpass is set up that only changes the spectral amplitude of the incom-
ing signal. The phase of the incoming signal and therefore its group delay is not
affected. The amplitude variation of the bandpass is Gaussian-shaped according to

App(f) = exp (_M> , (2.6)

2
2'O-BP

where f, is the center frequency of the bandpass and ozp is the standard deviation
of the Gaussian function, responsible for the bandwidth. For example, a bandpass
is computed using f.=6.85 GHz and ogp =2.47 GHz centered in the UWB band
with a -10dB attenuation at the 3.1-10.6 GHz corner frequencies. This bandpass
may represent a concatenation of system components, e.g. two antennas. A fifth
Gaussian derivative impulse with a 0 =51 ps is fed through this bandpass by a nu-
merical simulation. Fig. 2.7 gives a comparison between simulated input and output
impulses of this bandpass filtering. In time domain the resulting output impulse
is broader than the input impulse and resembles the shape of a seventh Gaussian
derivative with a o =65 ps. Therefore it fits well into the narrower FCC outdoor
mask, which is displayed in Fig. 2.7 (b) in the spectral representation.
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Figure 2.7: Comparison of input and output shape of a fifth Gaussian derivative
impulse feed through a filter with Gaussian-shaped filter response in (a)
time and (b) spectral domain.

A different distortion is caused by the variation of group delay in a linear com-
ponent. The group delay represents the time it takes for a signal to pass through
a system. Ideally this time is the same for all frequencies, but in real components
some frequencies are processed faster than others, which is of concern especially
in a broadband system. A measure of this effect is found in the group delay vari-
ation A7, as the value between minimum and maximum group delay in a certain
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Figure 2.8: Influence of components with different linear group delay variations on

the impulse shape of a fifth Gaussian derivative plotted in (a) time and
(b) spectral domain.
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2.2 Impulse Shapes for IR-UWB Systems

bandwidth. However, the influence on the signal does depend on the curve shape
of the group delay, too. To show the effect a further artifical filter is set up, which
only changes the phase performance and therefore the group delay characteristic
between input and output signal at different frequencies. The effect of changing the
group delay variation on an input impulse can be seen in an example in Fig. 2.8,
where a fifth Gaussian derivative is numerically fed through different filters with
linearly increasing group delay variations A7, from one edge to the other in the
3.1-10.6 GHz band. As can be seen, the shape of the output impulses changes from
a symmetrical to a more and more asymmetrical shape while there is no influence
on the spectral magnitude.

A further distortion of the impulse shape can be initiated by reflections, occurring
at discontinuities in the signal path. These discontinuities can be connectors, line
transitions, bondwires, for example, or may be due to multipath propagation. Albeit
small, these reflections will merge with the desired waveform, thus distorting the
original impulse depending on its amplitude, sign and relative location in time with
respect to the original waveform. Fig. 2.9 (a) illustrates an example of a summation
of an impulse and a delayed and attenuated reflected impulse. The reflected impulse
has 20 % of the original impulse amplitude, a non-inverted shape and a time delay
7, =130 ps. When the impulse and the reflection merge, the summed waveform has
changed compared to the original waveform, as can be seen in Fig.2.9 (a) in the
time domain. The change in spectral shape is shown in Fig. 2.9 (b), which compares

15 b Impulse and reflection
‘ 5" Gaussian derivative

Norm. Amplitude
Norm. PSD /dB
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Time /ps Frequency /GHz
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Figure 2.9: Comparison between the original fifth derivative impulse and a merged
impulse with a reflection having a delay of 130 ps (a) and a relative re-
flection impulse amplitude of 20 % in time domain and (b) with different
relative amplitudes in frequency domain.
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2 Introduction to Impulse-Radio Ultra-Wideband

the original impulse and merged impulses with a delay 7, = 130 ps and non-inverted
shape, but different relative amplitudes of the reflected impulse. As can be seen,
repeated notches in the impulse spectrum are occurring, which have a spectral dis-
tance A f, =1/7, ~7.69 GHz. The frequency location of the lowest notch is placed
at f,/2 for a non-inverted reflection and at f, for an inverted reflection. The time-
domain graph in Fig. 2.9 (a) illustrates that due to the impulse nature the reflection
behavior differs from standing-wave conceptions of classical sinusoidal-based sys-
tems because the impulse lasts only for a short time period. This involves that the
original impulse will always be broadened in time by reflections, and the impulse
can only be totally canceled by an inverted impulse in combination with a time de-
lay of the repetition rate f,.,. Measurements on this will be presented in Sec. 4.4.1,
when dealing with multipath effects.

In general, it is difficult to give boundary values for the presented three linear dis-
tortion effects. Ripples of the attenuation, as well as minima and maxima of the
group delay variation may occur at all locations in the UWB band, not necessarily
at the boundaries as presented here. Additionally, reflections can occur with dif-
ferent amplitudes and at different locations. But the examples presented may help
to understand the general distortion behavior and thus help to reduce the effects in
component and system design, accordingly.

2.3 Basic IR-UWB Transceiver Concepts

Transceiver concepts are intensively investigated in current IR-UWB studies. In
general, two main receiver structures can be found (cf. [21,23]), which are the basis
for advanced transceiver implementations, as described, for example, in [24-26].

2.3.1 Energy-Detection Receiver

The easiest receiver concept for IR-UWB systems is the energy-detection receiver.
It consists of a receive antenna, a squaring circuit and an integrator. A block dia-
gram of such a receiver can be seen in Fig. 2.10 (a). In Fig. 2.10 (b) an illustration of
the signals present at each output of the components of an energy-detection receiver
is shown for a fifth Gaussian derivative waveform. A digital information transmis-
sion can be done by a simple on-off-keying (OOK) modulation. Advantages of the
basic energy-detection receiver are that it consists of a very simple system architec-
ture and that it requires no synchronization between transmitter and receiver. One
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Figure 2.10: (a) Block diagram of an energy-detection receiver. (b) Illustration of
the signals at the output of the components in an energy-detection
receiver.

disadvantage of such a receiver is that because of the squaring operation it is very
insensitive to low level signals. Furthermore, in its basic form, it is not robust to
in-band interferers and not usable in an IR-UWB multi-user environment.

2.3.2 Correlation-Detection Receiver

A different receiver concept applies the cross-correlation operation and is therefore
known as correlation-detection receiver [21]. Mathematically, the complex cross-
correlation function CC'Fj ; is defined in its general form as

t=+o0
cor,m = [ 0 g+, o8
—00
where s and g are two different functions in time (here: the Gaussian derivative
impulses) and 7 a time shift between the functions [27]. When only real signals are
applied, as done here, the complex conjugate of s does not need to be taken. The
cross-correlation function is a measure for the similarity of the functions s and g
and obtains its maximum value when s and ¢ are time-aligned to each other. When
s and g are the same function, this special case is called autocorrelation function
AC'F;. The cross-correlation receiver is the classical matched-filter receiver for IR-

UWB communication systems for best signal-to-noise ratio performance in additive
white Gaussian noise (AWGN) channels [23,27].
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Figure 2.11: (a) Block diagram of a correlation-detection receiver. (b) Illustration of
the signals at the output of the components in a correlation-detection
receiver with ideal overlap (7 =0) of receive and template impulse.

Fig.2.11 (a) shows a block diagram of a correlation-detection receiver, which con-
sists of a receive antenna, a template impulse generator using the same basic wave-
form as the received antenna signal, a four-quadrant multiplier and an integrator.
Fig.2.11 (b) depicts a principle simulation of the signals appearing in a correla-
tion receiver using fifth Gaussian derivative waveforms and time shift 7=0ps. As
can be seen, the received impulse and the template impulse require a precise time
alignment to each other; otherwise the correlation maximum is not reached.

The influence of applying different time shifts 7 between the two impulses can be
investigated by plotting the correlation function (2.7) versus 7. Fig.2.12 presents
a comparison of correlation functions using the autocorrelation of the fifth Gaus-
sian derivative AC Fj, the autocorrelation of the seventh Gaussian derivative ACF;
and a cross-correlation of a fifth with a seventh Gaussian derivative C'C'F5 ;. In
Fig.2.12 (a) all correlations curves are normalized to the maximal value of ACF.
This plot shows that the correlation functions in all three cases are very similar. As
can be seen, ACF; has a correlation value of 1.25 when normalized to the maxi-
mal value of AC'F5. This comes from the fact that the seventh Gaussian derivative
obtains a longer impulse length than the fifth Gaussian derivative and therefore the
integration sum of its autocorrelation is larger. The CC'F5 7 also shows a slightly
increased correlation value of 1.08 compared to AC'F5 for the same reason. Espe-
cially, as shown in Sec. 2.2.4, the comparison with CC'F5 7 indicates that impulses
transmitted through a bandlimited arrangement can be equally used for correlation
detection. In Fig.2.12 (b), all curves are normalized to unity. This plot illustrates
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Figure 2.12: Comparison of the autocorrelation of the fifth Gaussian deriva-
tive (AC'F3), the autocorrelation of the seventh Gaussian derivative
(ACF~) and the cross-correlation of the fifth with the seventh Gaus-
sian derivative (CCF5 7) versus time shift 7. In (a) the functions are
shown normalized to the maximal value of AC'F5. In (b) a detail of
the functions in the vicinity of the correlation maximum is presented
normalized to unity.

that even a slight time misalignment of 10 ps between the impulses, for example,
results in a decrease to 90% of the maximum correlator output amplitude.

2.3.3 Impulse Modulation Methods

Impulse modulation methods shall be presented very briefly and for the sake of
completeness only, because the innovative analog modulation scheme presented in
Sec. 4 differs from current digital modulation methods. Currently proposed modu-
lation methods using ultra-wideband impulses apply a quantized and discrete mod-
ulation to each impulse. In general, there are two main modulation techniques
discussed in specialist literature: pulse-amplitude modulation (PAM) and pulse-
position modulation (PPM) (cf. [21, 23]). Fig.2.13 shows extracted sequences of
these modulation methods.

In PAM the amplitude of the impulses is modulated with the digital information sig-
nal. Two special cases are on-off-keying (OOK) modulation, in which either an im-
pulse or no impulse is transmitted, and binary phase shift keying (BPSK) or biphase
modulation, in which the impulse or the inverted replica of the impulse is transmit-
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Figure 2.13: IR-UWB modulation methods using (a) pulse-amplitude modulation
and (b) pulse-position modulation techniques.

ted. In PPM the impulse orientation remains unchanged, but the impulse is transmit-
ted at different positions in time. In combination with an energy-detection receiver,
only OOK modulation can be used. For correlation-detection receivers all three
modulation methods can be applied, using appropriately modified receiver struc-
tures. A detailed performance comparison on the modulation methods presented is
given e.g. in [28].
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3 IR-UWB Radar Sensor for Location Tracking
and Movement Detection

A measurement of the human breath-rate with impulse-radio UWB technology is
introduced first in the two patents by Thomas McEwan [29, 30] in 1996 and 1998,
respectively. He proposes a method transmitting an ultra-wideband spike to open
a range-gate in which the breathing pattern of a test person can be detected and
determined. The demonstrator system built by Stephen Azevedo and Thomas McE-
wan, operating in the lower part of the FCC spectrum, is described in [31, 32]. In
the following years, many research groups have picked up McEwan’s idea and have
proposed refined IR-UWB sensors for breathing measurements, examples being En-
rico Staderini et al. [33, 34] or, based on Staderini’s concept, Florian Michahelles
et al. [35]. Both groups demonstrate breathing measurements using low-frequency
UWB emissions, even though detailed measurements of their systems and the im-
pulses applied are missing. Gerald Ossberger and a group at Linz University report
on a hybrid impulse generator using a step-recovery diode and discuss breathing
measurements using an undersampling receiver system [36]. Several IR-UWB sys-
tems are investigated by Igor Immoreev and co-workers; in [37] they describe an
impulse with a peak emission at 1 GHz; in the system proposed in [38], they are
using an impulse with a center frequency of 6.75 GHz and a time duration of 2 ns
and apply a correlation-detection receiver. In both publications breath-rate measure-
ments are given. A UWB concept using an M-sequence generator and rectangular
waveforms, which do not show compliance to the allocated UWB masks, is used
by Jiirgen Sachs and collaborators from TU Ilmenau in [39—42]. The group demon-
strates breathing measurements using an undersampling receiver technique. Amer
Nezirovic et al. measure the breath-rate by applying Gaussian bell-shaped impulses,
which do not comply to any UWB mask [43, 44]. Breathing measurements with
FCC mask-conform impulses are discussed by Michael Chia et al. in [45]. Their
hardware makes use of the lower 3.1-6 GHz part within the FCC regulation.

In this chapter circuits and software for a radar sensor using UWB impulses are pre-
sented, and a radar-sensor testbed is described which makes use of the entire FCC-
allocated frequency mask for indoor applications. By making use of the complete
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3 IR-UWB Radar Sensor for Location Tracking and Movement Detection

band, the impulses created by this testbed show the smallest time-domain exten-
sion for compliance to the mask and are therefore best suited for a high-resolution
ranging. Using monolithic hardware components results in a very compact sensor
prototype, and with this prototype different concepts for an ultra-fine movement de-
tection are studied and compared. The radar sensor’s hardware and software will be
explained and verified by detailed measurements.

3.1 Introduction to Breath-Rate Sensing

The idea behind medical diagnostics using electromagnetic waves is to use the re-
flections of the waves occurring at the tissue boundaries of the person under ex-
amination. The reflections occur due to a change in the dielectric properties of the
materials or tissues penetrated. The amount of electromagnetic reflection can be
calculated by the reflection coefficient I' using

 Zi- 7

_ L% 3.1
7 7, (3.1)

where 7 represents the characteristic impedance of the material the wave is starting
from and Z; the characteristic impedance of the material or tissue the wave is pene-
trating. The general characteristic impedance Z, can be calculated in the simplified
case of a lossless, non-magnetic material by

A (3.2)

€o€r,x

where 11p=47-107 H/m is the vacuum permeability, ¢, = 8.85- 10"'2 F/m the vacuum
permittivity and ¢, , the relative permittivity of material = (cf. [46]). In the scenario
of measuring the breath rate, the radiated impulse first travels through air, which has
a relative permittivity ¢, =1 and therefore a characteristic impedance Z,=377 ().
Then the impulse hits the skin of the person monitored. In the FCC frequency range
of 3.1-10.6 GHz, (dry) human skin has a relative permittivity €, ~40, see [47].
This results in a characteristic impedance Z; =60 2. Inserting the two values in
(3.1) results in a reflection coefficient I' ~-0.72, which means that 72 % of the sig-
nal amplitude is reflected back at the air-skin interface. Furthermore an inversion of
the time-domain impulse shape takes place, indicated by the minus sign. A further
contribution to the reflected impulse energy will come from the part of the impulse
energy penetrating the skin, not being absorbed by the lossy tissue and being re-
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flected at deeper tissue boundaries, but this contribution plays a minor role only.
The reflected impulse is collected by a receiver system and its relative arrival time
is determined, which represents the movement of the thorax excursion when breath-
ing, for example. However, it has to be taken into account that the curved shape of
the human body (e.g. the chest) can diffract the incident impulse in a complex way.

3.2 IR-UWB Components for the Radar Demonstrator

In this section the applied circuits are presented and characterized for the use in
the IR-UWB system. The integrated circuits (ICs) are designed and fabricated in
the SiGe heterojunction bipolar transistor (HBT) technology with a 0.8 ym mini-
mum drawn feature size from Telefunken Semiconductors with transistors having
f1/ fimaz=80/90 GHz and BV¢p,=2.4V [48,49].

3.2.1 Impulse Generator Fitting the FCC Indoor Mask

For this study an impulse generator for the FCC indoor mask was available through
the previous studies of [1]. Its concept is briefly repeated here for clarity and mea-
surements are shown to prove the applicability of the circuit for the intended task.
The impulse generator consists of three main subcircuits. Its block diagram is given
in Fig. 3.1.

Limiting Spike Impulse Shaping
Amplifier ~ Generation

C
L

_Signal d
P A E L
i(t) l"“

Figure 3.1: Block diagram of the impulse generator IC applied.

The first subcircuit is a two-stage limiting amplifier. It is excited with an input trig-
ger signal and is used to convert the input signal from a potentially long rise-time
signal into a rectangular signal with a short rise time. The circuit can be operated by
a sinusoidal input signal, too. The rising slope of the short rise-time signal is differ-
entiated by the spike-generation subcircuit, which forms a short-width, Gaussian-
like output spike. The corresponding negative spike, coming from the falling slope
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3 IR-UWB Radar Sensor for Location Tracking and Movement Detection

of the rectangular signal, is suppressed. In the third subcircuit, the impulse forming
takes place. The Gaussian-like spike activates a transistor-controlled, underdamped
LC-resonator. At the output a transient impulse is formed, which is very similar to
a fifth derivative of a Gaussian bell shape with a 0 =51 ps. A deeper insight into the
impulse generator design can be found in [1,50,51].
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Figure 3.2: Measurements of the FCC-compliant impulse generator IC in (a) time
and (b) spectral domain.

The on-chip measured output impulse in time domain is shown in Fig. 3.2 (a), com-
pared to an ideal fifth Gaussian derivative, proving the close fit to the waveform. As
discussed, the fifth derivative of a Gaussian impulse generates a spectrum which fits
the FCC UWB frequency allocation for indoor applications. The measured on-chip
output signal in spectral domain can be seen in Fig. 3.2 (b). Here, a sinusoidal input
trigger signal of 200 MHz is chosen. The IC has an overall power consumption of
38 mW.

As discussed in Sec. 2.3.2, it is crucial for a correlation-detection receiver that the
time shift between the impulses is kept very precise and stable in order to avoid a
decrease in correlation amplitude. This decrease will occur, for example, when the
impulses jitter, which means that small random deviations in the time position with
respect to the absolute position occur. This jittering of the impulse signal consist
of a jitter part coming from the externally-fed trigger signal and an additional jitter
component induced by the circuit operation of the impulse generator. For a charac-
terization of the IC, the additional jitter of the impulse generator circuit is estimated
in a time-domain and a phase-noise measurement; however, a precise determination
of the additional jitter is not done here. In time domain an additional jitter can be
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estimated by a comparison of the time broadening between the slopes of the trigger
and the impulse signal, when plotted in infinte persistance mode on an oscilloscope.
Fig. 3.3 (a) shows such an oscilloscope picture of the trigger signal together with the
output impulse. In case of a large additional jitter, the measured output signal of the
impulse generator will show a visible broadening of the impulse shape compared to
the trigger signal. The trigger signal in Fig. 3.3 (a) is split by a power divider and
fed to the impulse generator and to the first oscilloscope channel. The output signal
of the impulse generator is fed to the second channel of the oscilloscope with which
the two signals can be compared. As can be seen, the broadening of the two lines is
very much the same, indicating the small amount of additional jitter of the impulse
generator IC.
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Figure 3.3: Evaluation of the impulse generator’s jitter behavior in (a) time domain
and (b) by a phase noise measurement. The 38 dB offset is the theo-
retically expected value from the harmonic order of the 8 GHz spectral
line.

The evaluation of the impulse-generator jitter performance by a phase-noise mea-
surement is adopted from [52, 53]. It uses the increase in single-sideband phase
noise of higher harmonics compared to the fundamental trigger signal. The increase
in single-sideband phase noise P Nggp of a higher harmonic can be calculated by

APNggp = 20 - log,y(N)dB | (3.3)

where NV is the order number of the harmonic [54]. Fig. 3.3 (b) shows a comparison
of the phase-noise measurement of the 100 MHz impulse generator trigger signal
and the 8 GHz spectral harmonic of the impulse-generator signal. The measurement
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is done using the direct spectrum phase-noise measurement option of a spectrum
analyzer [55, 56] with which pulsed sources can be measured, too. The disadvan-
tage of this method is its limitation by the noise floor of the spectrum analyzer.
Therefore, sources with a good phase noise performance cannot be measured with
the direct spectrum method. Consequently, a 100 MHz trigger signal with a com-
parably poor phase-noise performance is used for the phase-noise characterization.
Fig. 3.3 (b) illustrates that the measured reference trigger signal above 100 kHz is
already approaching the noise floor of the spectrum analyzer [57,58], resulting in a
plateau'. As a trade-off the measured phase-noise curve of the 8 GHz harmonic sig-
nal has a very strong phase noise and shows a plateau at frequencies below 5 kHz.
This results, when the spectrum analyzer’s IF filter is completely filled by the jit-
tering signal component of the impulse. But in the range of approximately 5 kHz
to 100kHz, a comparison of both curves is reliable. In Fig.3.3 (b) the offset of
APNgsp=20-log;o (8 GHz/ 100 MHz) =38 dB between the two signals is plotted
for evaluation. It can be seen that the measured increase in phase noise fits the the-
oretical prediction. Together with the time domain measurement, this leads to the
conclusion that the additional jitter is negligibly small and the impulse generator is
suitable for the use in an IR-UWB correlation-detection receiver.
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Figure 3.4: (a) SEM picture and (b) comparison between packaged and on-chip
measured output impulse shape of the FCC-compliant impulse gener-
ator IC.

For packaging reasons, the impulse generator is glued chip-on-board on top of a
RO4003 substrate and is connected with bondwires to the input, output and supply

'The phase-noise utility manual [58] specifies an amplitude accuracy of +2.5dB at >10dB above
system noise floor.
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lines of the circuit board. Commercial voltage regulators were used to supply the
circuit from a common DC voltage. In Fig. 3.4 (a) a micrograph of the packaged
circuit and in Fig. 3.4 (b) a comparison of the measured output amplitudes can be
seen. The packaging has only a negligible influence on the shape of the impulse.
The output amplitude of the packaged IC is slightly larger because the housing was
connected directly to the oscilloscope, thus omitting the attenuation of the feeding
lines used in the on-chip measurement.

3.2.2 FCC-Compliant Correlation Receiver

To avoid sampling of the high-frequency UWB signal a hardware correlation re-
ceiver is built, according to the cross-correlation operation introduced in Sec. 2.3.2.
The receiver combines an FCC-compliant correlator IC with a baseband circuit. A
block diagram of the complete correlation receiver is given in Fig. 3.5 (a). The cor-
relator IC was available for the project; a detailed description of this IC can be found
in [1,59].
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Figure 3.5: (a) Block diagram of the hardware correlation receiver applied. (b) Mea-
sured differential output signal of the correlator IC for an ideal align-
ment (7 =0ps) of receive and template impulse at a 200 MHz repetition
rate.

The correlator IC consists of a low-noise amplifier (LNA), a template impulse gen-
erator, a multiplier and a first integrating low-pass filter. The performance of the
UWB low-noise amplifier is evaluated in detail in Sec. 4.2.1; the template impulse
generator is the same as the fifth Gaussian derivative FCC-compliant impulse gener-
ator shown in Sec. 3.2.1. For multiplication operations a four-quadrant multiplier is
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3 IR-UWB Radar Sensor for Location Tracking and Movement Detection

necessary. Therefore a fully balanced Gilbert-cell topology is applied, and convert-
ers (baluns) are placed at the input for a conversion of the single-ended LNA and
impulse generator output signals to the differential inputs of the Gilbert-cell. The
output port of the multiplier remains differential. The multiplier output is filtered
by a first integrating low-pass filter with a cut-off frequency of around 800 MHz.
To measure the output signal of the correlator IC, the output ports (Out+, Out—)
are connected with DC blocks to two channels of a wideband oscilloscope. The DC
blocks are necessary in order not to detune the correlator ICs internal biasing by
the 50 Ohm impedance of the wideband oscilloscope. Out— is subtracted math-
ematically from Out+ to show the differential signal content on the display. An
attenuated fifth Gaussian derivative impulse signal is applied to the antenna input of
the circuit. Two synchronized signal sources are connected to the inputs of the ex-
ternal impulse generator and the internal template impulse generator to provide an
adjustable trigger signal. Fig. 3.5 (b) shows a measured output waveform in which
the antenna and the template impulse are aligned at 7 =0 ps for maximum correla-
tion.
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Figure 3.6: Simplified schematic of the baseband circuit using two operational
amplifiers.

To further process these signals, a baseband circuit is connected externally to the
output of the correlator IC, which first provides a conversion from differential to
single-ended, secondly amplifies the output signals and additionally applies further
integration by a strong low-pass filtering. The applied circuit, which provides all
three operations, is presented in Fig. 3.6. It is based on a differential amplifier [60]
enhanced with a single-pole low-pass filter in both branches. Due to its high input
impedance, the baseband circuit can be connected directly to the correlator IC’s
output without distorting the correlator IC’s internal biasing. A second operational
amplifier stage is cascaded for a further gain increase. The voltage gain of each
stage is set by Gy =-R,/R; =-10, and the filter’s 3 dB corner frequency is adjusted
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Figure 3.7: (a) Voltage gain of the baseband circuit. (b) Measured correlation of the
built correlation receiver, compared to the autocorrelation function of a
fifth Gaussian derivative impulse.

to frp=1/27 R,- C)=25kHz. A measurement of voltage gain versus frequency is
given in Fig. 3.7 (a) for both inputs of the baseband circuit. The operational ampli-
fier is supplied with a positive and a negative supply voltage. The negative voltage is
generated by a switched-capacitor voltage converter from the general voltage supply
of the correlation receiver. The baseband circuit with regulators consumes 23 mA at
a 9V supply. The IC with baseband circuit contains all building blocks necessary
for a correlation receiver, as discussed in Sec. 2.3.2. To show the correlation abil-

(a) b)

Figure 3.8: (a) Micrograph of the correlator IC placed chip-on-board on the antenna
substrate and (b) photograph of the complete correlation receiver.
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ity of the correlation receiver, a measurement, using an externally connected input
impulse as described above, is performed with varying time delay 7 between the
impulses. The measured normalized correlation plot can be seen in Fig. 3.7 (b), in
which it is compared to an ideal autocorrelation of a fifth Gaussian derivative. The
curve shows a clear correlation maximum and can therefore be used for the intended
sensor. The deviations from the ideal correlation shape are due to the varying group
delay in the multiplier and to reflections at interface boundaries of the components.
For this circuit, a packaging method is implemented, too, which integrates the I1C
and the baseband circuit in a compact arrangement on the antenna substrate. Fig. 3.8
(a) shows the chip-on-board mounted correlation IC, and in Fig. 3.8 (b) the complete
correlation receiver, using surface mount device (SMD) components, is shown.

3.2.3 UWB Directional Antennas

UWRB directional antennas and the antenna characterization measurements were
provided through the project collaboration with the Institute of Microwave Tech-
niques at Ulm University. Due to its very broadband behavior, a Vivaldi antenna
is chosen, which is formed by an exponentially tapered slot on a microwave sub-
strate [61]. In order to feed the antenna with a microstrip line, enabling connection
to the ICs, a broadband transition to the slot line is needed. This is achieved by
using a planar Marchand balun with circular open and short circuits in microstrip
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Figure 3.9: (a) Measured matching performance of the Vivaldi antenna. (b) Mea-
sured Vivaldi antenna radiation diagram in H-plane for the co-polariza-
tion.
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(b)

Figure 3.10: Photograph of the Vivaldi antenna, (a) frontside view of the tapered
radiating slot and (b) backside view of the microstrip feeding line and
mounted impulse generator.

and slot line techniques [62]. On the used microwave substrate, RO4003 with a sub-
strate height of 0.5 mm, a return loss of more than 10dB is obtained in the desired
frequency range, as shown in the measurement of Fig.3.9 (a). The measured an-
tenna radiation diagram in co-polarization and rotated in the H-plane can be seen in
Fig.3.9 (b). The antenna’s main radiation direction is in the direction of the tapered
slot and the antenna gain increases with frequency. For 3.1 GHz, a gain of 3dBi is
achieved; the maximum value is 9.3 dBi. A picture of front- and backside of the
transmit antenna is presented in Fig. 3.10.
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Figure 3.11: Transmission and group delay measurement of two Vivaldi antennas at
a spacing of 24 cm.
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As the group delay of the signal from the antenna is quite constant over frequency,
the antenna is well suited for impulse radiation. This is demonstrated by an S-
parameter measurement by which the transmission behavior between two Vivaldi
antennas is determined. There, the antennas are facing each other and are separated
by 24 cm. As can be seen in Fig. 3.11, the amplitude and the group delay over fre-
quency are acceptably small. The small variations over frequency are caused by the
antenna matching behavior, multiple reflections at the metallic antenna holders and
parasitic radiation on the feeding structure.

3.3 Transmission Evaluation

For the system, the ICs are mounted directly on the feeding lines of the antennas,
as for example Fig. 3.10 (b) shows for the impulse generator circuit. This avoids the
formation of reflections which occur at discontinuities on the transmission lines,
for example at bends, or at the connectors. Using the Vivaldi antenna with the
mounted FCC-compliant impulse generator, a transient transmission measurement
is performed. For this, a signal source generating a 200 MHz sinusoidal signal is
connected to the trigger input of the impulse generator, causing an impulse train
of fifth Gaussian derivative impulses with a repetition rate of 200 MHz to be trans-
mitted by the antennas. A receiving antenna without electronics is connected to an
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Figure 3.12: Received impulse in (a) time domain, compared to a seventh deriva-
tive with a 0 =65 ps, and in (b) spectral domain, compared to the FCC
indoor and outdoor masks.
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oscilloscope, which is triggered through the 10 MHz synchronization reference of
the signal source. The antennas are placed at a distance of 15 cm facing each other.

In Fig.3.12 (a) the measured transient result of the transmitted impulses can be
evaluated. It can be fitted well to a seventh Gaussian derivative with a 0 =65 ps, as
predicted for band-limited systems in Sec. 2.2.4. Fig. 3.12 (b) depicts the spectrum
of the measured impulse train at the output of the receiving antenna. The spectral
shape fits the allocated FCC outdoor mask at the higher edge, but cuts the mask at
the lower boundary. It can be seen that the impulse has only a small ringing, which
again qualifies the Vivaldi antennas as broadband radiating elements. As discussed
in Sec. 2.3.2, the impulses can be used for a correlation detection because the cross-
correlation function using fifth with seventh Gaussian derivative impulses (CC'F 7)
is very similar to the ideal autocorrelation function of a fifth Gaussian derivative
(ACF3).

3.4 Radar Using Undersampling Reception

Using the Vivaldi antenna with mounted impulse generator, a first radar demonstra-
tor fulfilling the spectral requirements of the FCC mask is built. For this setup, the
transmit antenna is placed in a collinear alignment to a plain Vivaldi receive an-
tenna at a distance of 10 cm. As can be seen in the block diagram of Fig. 3.13, the
transmitter is supplied by a sinusoidal trigger signal, causing an impulse repetition
rate of 200 MHz. The receive antenna is connected directly to a sampling-type os-

Signal Impulse Tx antenna
source generator

A I~

' Rx antenna

PC (AN 4___§Sync T X

Sampling oscilloscope

Sledge

Figure 3.13: Block diagram of the radar demonstrator using undersampling recep-
tion.
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cilloscope and is triggered by the 10 MHz synchronization reference of the signal
source.

An impulse train is transmitted, and the reflected signal of an object in front can be
received and monitored. The sampling-type oscilloscope used has a 20 GHz band-
width and applies an undersampling acquisition of the impulses, for which it re-
quires a periodic impulse train to reconstruct the impulse shape. In the present case
of a slowly moving object, the impulse shape can be reconstructed well. From the
sampling oscilloscope, the general purpose interface bus (GPIB) transfers the 511
data points displayed on the screen to a personal computer with a transfer rate of
3 Hz. The transfer speed is limited by the speed of the sampling oscilloscope. In or-
der to increase the transfer speed, a different sampling device would be necessary.
The measured data is processed immediately on the computer by a method simi-
lar as proposed in [36], but in contrast to a continuous wavelet transform, a much
simpler cross-correlation procedure is applied here. The correlation maximum is
continuously monitored and refers to the position of the object. The measurement
procedure consists of two steps. In the first step, present background emission is
determined in absence of any object in front of the arrangement. The background
emission contains all static reflections and the crosstalk impulse of the direct cou-
pling between the antennas. In the presented measurement, a mean of 30 back-
ground data sets are used and averaged. In the second step, the measurement is
performed with the object. The background signal is subtracted from every data set
to improve the measurement and correlation process. The procedure can be seen in
Fig.3.14 (a).

& 05 bbb .
s
<]
S
o
£
2 05 e .
| background !
subtracted -1 : : : : : : : :
i i i i 0 05 1 15 2 25 3 35 4
Time 0.5 1ns 15 2 T/ns
(a) (b)

Figure 3.14: (a) Procedure of background emission removal from the measured sig-
nal. (b) Calculated correlation of the background-free signal.

34



3.4 Radar Using Undersampling Reception

To assess the principle, at first an aluminum plate of 12 x 15 cm? is placed in front of
the antenna arrangement at a distance of approximately 15 cm. This metal plate is
placed on a sledge which can be moved forward and backward by an eccentrically
mounted lever, resulting in a sinusoidal movement (see Fig.3.13). The deviation
amplitude of the movable sledge can be adjusted by the position of the lever on the
rotation table.

One acquired oscilloscope data set of the directly coupled signal and the signal re-
flected at the metal plate is presented in Fig. 3.14 (a). The peak-to-peak amplitude of
the impulse reflected at the metal plate is approximately 20 mV. From this measured
curve, the signal from the background is removed, as can be seen as well in Fig. 3.14
(a). The cross-correlation function is then calculated between the background-free
signal and an ideal seventh Gaussian derivative with a o =65 ps, as the example in
Fig. 3.14 (b) shows. The cross-correlation curve appears inverted because the reflec-
tion at the metal plate produces a signal inversion. The minimum of the correlation
signal is monitored. When the metal plate is moving, the minimum of the correlation
signal moves with respect to the position of the metal plate. The relative distance

As can be calculated by

As= AT (3.4)

2

were ¢ is the speed of light and A7 the arrival time difference between the mini-
mum of two data sets. The theoretical point-to-point precision of the measurement
can be determined using the time resolution of the data points in the sampling os-
cilloscope. Here a time window of 2.044 ns is used. Divided by the 511 data points,
a minimal time step of 4 ps between each data point is resolved in the sampling os-
cilloscope. By using (3.4), a best case resolution of 0.6 mm can be achieved, when
applying the simple minimum-detection algorithm. Fig. 3.15 presents a measure-
ment of a relative movement of the metal plate of approximately 5 mm deviation
and with a rotation speed of 20min~' or 0.33 Hz as an example of a movement
determination in the millimeter range. The deviation is clearly resolved.

In a next measurement, the breathing of a test person is monitored. The same mea-
surement setup and the background-removal procedure are applied for this mea-
surement. The antennas are placed to target the region of the abdomen, where the
strongest breathing movement takes place. Fig. 3.16 (a) shows the time domain mea-
surement and Fig. 3.16 (b) gives the computed spectrum of the measured breath rate
curve. The time-domain measurement is presented with the movement axis upside
down. This is the natural representation for physicians, because breathing-in is in
the positive direction from the patient’s view but means a reduced distance towards
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Figure 3.15: Measured movement of the metal sledge with a relative deviation of
approx. S mm in (a) time and (b) spectral domain.

the radar sensor. The drift of the breathing curve can be explained by a small move-
ment of the whole body of the test person.
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Figure 3.16: Breath-rate measurement using the undersampling receiver in (a) time
and (b) spectral domain.

Although the breath rate of a test person can be obtained with high accuracy, the
concept is investigated using a commercial measurement device, which is not flexi-
ble in settings, such as number of data points or update rate of the GPIB interface. In
the next section, an IR-UWB radar system using the hardware correlation receiver
is presented. This allows a flexible setting of all system parameters and employs a
hardware, tailored for UWB operation.
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3.5 Radar Using a Hardware Correlator

In this section a hardware correlation reception is investigated applying the compo-
nents presented in Sec. 3.2 together with control and acquisition components. First,
the hard- and software implementation of the hardware correlation demonstrator is
presented, then two methods of movement determination are explained using the
demonstrator.

3.5.1 Hard- and Software Implementation

A demonstrator for the hardware correlation radar is built in accordance with the
block diagram in Fig. 3.17. Used are the Vivaldi transmit antenna with the impulse
generator, as discussed in Sec. 3.3, and the correlator antenna with the correlator IC
and the baseband circuit, as discussed in Sec. 3.2.2.
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Figure 3.17: Block diagram of the correlation-based radar demonstrator.

The impulse generators in transmitter and receiver are fed by sinusoidal trigger
signals created by the direct-digital-synthesizer (DDS) signal source AD9959 [63],
which is available as an evaluation-board [64]. The board has four channels which
can be controlled individually in frequency and phase and are sharing a common
synchronization reference. Two channels supply the transmit and receive boards,
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an optional third is used for synchronization, which will become relevant for the
sweeping-impulse correlation method, shown in Sec. 3.5.3. The output frequency of
the AD9959 ranges from 0 to ~ 210 MHz with a minimum step size of ~0.116 Hz;
the minimal adjustable phase step is ~0.019°. The non-decimal fractions of the
values are due to the binary operation of the device.

The sinusoidal purity of the trigger signals is a major concern. This is due to the
direct influence of threshold-switching operation on the jitter of the transmit and
the template impulses. Impulses with strong jitter need to be avoided, because jitter
changes the time-alignment of the correlation operation and therefore introduces
amplitude fluctuations which distort the measurement. It is therefore required that
the jitter of the trigger signals for the impulse generators is very small (compare with
the measurements of the additional jitter of the impulse generators in Sec. 3.2.1). For
the DDS, especially non-harmonic spurs in the output sinusoidal are identified as
a major contribution to jitter of the trigger signal. Fig.3.18 (a) shows the spectral
measurement of one output channel of the DDS. The spurious-free dynamic range
(SFDR), as the amplitude distance of the wanted signal component to the next in-
terfering signal component [65], is smaller than 50 dBc. The jitter variation Atj; of
a sinusoidal signal due to an overlaying non-harmonic spur signal can be calculated
by using sin(x) ~ x for small values of x, to

AAsrpr

Aty =2 ——— |
J 27« frep

(3.5)
where f,., is the frequency of the sinusoidal signal and AAgppr is the amplitude
difference to the spur, here obtained by AAgppr = 1075FPR/20_ Calculating this
for a SFDR of 50 dBc and f,., =200 MHz, we obtain At;; =5 ps, which is too much
for a precise ranging, as indicated in the correlation evaluation in Sec. 2.3.2.

To obtain a pure output sinusoidal, the control signals are bandpass filtered. To also
sufficiently suppress spurs very near to the wanted sinusoidal, a filter with a high
quality factor, i.e. a small passband width, is necessary. Therefore, helical bandpass
filters are built, as described in [66, 67], which have a good quality factor in the
desired frequency range. Fig. 3.19 (a) gives a picture of the opened helix bandpass
filter and Fig. 3.19 (b) shows the S-parameter performance measured in a 50 Ohm
environment. The filter has an insertion loss of 0.9 dB at 200 MHz center frequency
and a 3 dB-bandwidth of 6 MHz. Using the bandpass filter, the SFDR of the DDS
board output signal has strongly improved, as Fig.3.18 (b) illustrates. The SFDR
is larger than 70 dBc and therefore the jitter variation Atj; is smaller than 0.5 ps.
Unfortunately, the use of the bandpass filter brings a loss of flexibility in the chosen
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Figure 3.18: DDS AD9959 output spectrum (a) without filtering and (b) with helical
bandpass filter.

repetition rate, which is now fixed within the filter bandwidth. However, the use
of the DDS IC is still justified because the used two (or optional three) channels
remain coupled, which is important for a precise phase adjustment or an adjustment
of a small frequency difference between the signals.
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Figure 3.19: Helix bandpass filter; (a) picture of the opened housing and (b) mea-
sured S-parameter performance.

For data acquisition, a USB oscilloscope [68] in data-logger mode is applied, which
transfers the sampled data with a 30 us sampling time to a personal computer. For
setting the DDS board frequencies and post-processing of the acquired measure-
ment data, a custom computer program is written using LabWindows/CVI from
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National Instruments [69], a C-based programming software with pre-build mathe-
matical and graphical functions.

3.5.2 Correlation-Slope Detection

The first presented method for a movement detection with the hardware correlation
demonstrator is to exploit the slope of the correlation function. The input impulse
from the object’s reflection together with the correctly aligned template impulse
result in the largest correlator output amplitude. If, due to the movement of the
investigated object, the input impulse from the object’s reflection is moving, then
an amplitude fluctuation is caused in the correlator output signal, which can be pro-
cessed and from which the movement of the object can be determined subsequently.
This amplitude variation follows the slope of the correlation curve and takes place
only in the region of the correlation impulse. Therefore, a pre-adjustment of the
template and the receive impulse to a working region of the correlation function
must be done. Fig.3.20 (a) shows a normalized autocorrelation function of a fifth
Gaussian derivative AC'F5, with the working region of this approach plotted in the
bold and crossed line above. The large cross in Fig. 3.20 (a) indicates the location
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Figure 3.20: (a) Normalized correlation function AC'F; and the working regions
for a movement determination using the correlation-slope detection.
The large cross indicates the location of the maximum slope and there-
fore the highest sensitivity. (b) Slope of the correlation function with
two different amplitudes, predicting high sensitivity, but also indicating
the problem in determining the object deviation under varying receiver
amplitudes.
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of the maximum slope. The measurement works best around the maximum slope in
the approximately linear region A.

The sensitivity of this method depends on the slope of the correlation function and
consequently, on the applied impulse shapes. Using the fifth Gaussian derivative
impulses, the correlation slope is calculated by differentiating the correlation func-
tion, as seen in Fig.3.20 (b). In the solid curve, the corresponding fifth Gaussian
derivative impulses both have an amplitude leading to an autocorrelation function
AC'F; with an amplitude maximum of one. Also seen in the figure, this leads to
a maximum slope of 42.7ns™!, predicting high sensitivity when the impulses are
pre-adjusted to the maximum slope at 7 == 32 ps. The dashed line in Fig. 3.20 (b)
presents a further case where the received fifth Gaussian derivative has only half of
the amplitude than before, leading to a maximal amplitude of the autocorrelation
function AC'F; of 0.5. This occurs in the radar system when reflected signals of
different amplitude are received, stemming from changed object distances or from
objects with different radar cross-sections. Also seen in Fig. 3.20 (b), the correla-
tion slope decreases to half of the previous value. This means that the sensitivity of
the radar system changes with the received amplitude. As a consequence, the devia-
tion amplitude of the object under scrutiny can not be precisely computed using the
slope-detection method, because on the one hand, a smaller deviation of the object
causes a smaller correlator amplitude, and on the other hand, a smaller impulse am-
plitude at the receiver input decreases the correlation amplitude, too. However, the
general movement cycle and the frequency of the movement can be determined by
this method.
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Figure 3.21: Moving metal plate with a 2 mm deviation at a distance of 60 cm in (a)
time and (b) spectral domain.
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To process the measurement using the correlation slope, the location of the reflected
impulse and the template impulse needs to be adjusted precisely to the object under
scrutiny in order to hit the correlation function in the position of the maximum
slope. This can be done by a continuously varying phase shift of one of the trigger
signals. When the targeted region is reached, a moving object causes a varying
voltage signal at the correlator output. An example measurement of this is shown
in Fig. 3.21 for a 2 mm deviation amplitude at a mean distance of the metal plate of
60 cm. The motion can be clearly resolved both in time and in spectral domain.

When the deviation of the object gets too large, the correlation function is brought
to its limits, as can be seen in the correlation plot of Fig.3.20 (a) indicated by
region B. Here, the slope can no longer be considered linear and a distortion of
the correlator amplitude takes place. Fig. 3.22 presents a measurement example in
which the deviation of the metal plate is now adjusted to 15 mm at a mean distance
of 60cm. It is shown that the sinusoidal shape is clipped in time domain, which
generates distortion harmonics in the spectrum.
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Figure 3.22: Moving metal plate with a deviation of 15 mm at a distance of 60 cm
in (a) time and (b) spectral domain. The amplitude is distorted because
the boundaries of the correlation function are reached.

As could be proven by the measurements presented, the movement determination
using the correlation-slope procedure has the precision to resolve movements in the
mm-range, but the method has advantages and disadvantages. A definite advantage
of the procedure is its simple system concept, since the correlator output voltage
can be used directly to display the movement and no post-processing of the ac-
quired data is necessary. For the desired task of measuring the breath-rate, no high
sampling rates are necessary for the data logger; even for faster moving signals
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the sampling rates are moderate. However, a disadvantage of the correlation-slope
detection is that the system needs a pre-adjustment of the impulses to the desired ob-
ject, which requires additional computation effort. Furthermore, using this method,
only a relative movement measurement of an object can be performed. Another ma-
jor disadvantage is that large deviation amplitudes or a constantly moving object
beyond the correlator working region cannot be resolved or require a readjustment
of the working point during the measurement, leading to an increased complexity of
the procedure. Besides, only the deviation frequency of the object can be determined
precisely by this method; the deviation amplitude cannot be computed because the
correlator output amplitude varies with the distance of the object to the sensor or the
radar cross-section of the object. Furthermore, a radar system using the correlation-
slope method can only point to one object, a multi-object tracking is not possible.
For a pure movement determination of one object, the correlation-slope detection is
applicable. In the next section, another method is presented which allows an abso-
lute position determination and has a working region not limited to the linear region
of the cross-correlation function.

3.5.3 Sweeping-Impulse Correlation

Another method for movement detection can be found in the principle of sweeping-
impulse correlation. This method uses a small offset frequency A f between the
repetition frequency f,., of the impulse train in transmitter and receiver (which is
equivalent to a continuously incrementing phase) to scan the channel in front of the
antenna [70, 71]. The operation applies an undersampling principle as discussed in
Sec. 3.4, but here a Gaussian impulse is used as the sampling signal in contrast to a
narrow impulse in the sampling oscilloscope. Fig. 3.23 (a) illustrates the movement
of the template signal with respect to the time location of the antenna receive signal.

The antenna receive signal in this illustration consists of one impulse originating
from the direct coupling between the antennas and another impulse from a reflec-
tion. For illustration purposes, the A f-signal in Fig. 3.23 (a) is shown with a very
large frequency difference. It can be seen that the template impulse is continuously
sweeping through the receiving signals. While the impulses are sweeping, the cor-
relation function of the complete channel is computed by the correlation receiver.
This channel sweep is continuously repeated. Fig. 3.23 (b) presents the signals in
the vicinity of the impulse. It can be seen that the correlation function evolves with
increasing time shift 7. In the computed correlation, the peak from the object under
scrutiny can be identified. For a moving object, the correlation peak of the object
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Figure 3.23: (a) The antenna receive signal and the template signal, sweeping
through the receiver channel (A f not to scale). (b) Receive and sweep-
ing template signal in the vicinity of the impulses, forming the corre-
lation function.

will change depending on the object’s position. By comparing one correlation po-
sition with another, the movement can be computed. The correlation signal of the
time-domain example presented above is computed in Fig. 3.24.
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Figure 3.24: The correlator output signal together with a generated A f-signal to
separate the continuous correlation sweep.

The repetition of the correlation sweep takes place with a rate of A f, as shown in
the lower part of Fig. 3.24. The continuous correlation sweeps must be divided into
parts belonging to one channel representation. Therefore a sinusoidal signal with
frequency Af is generated by the third channel of the DDS board and brought to
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the second input of the data logger (cf. block diagram in Fig.3.17). The separation
of the correlation sweeps is done at every rising slope of the A f-signal.

The chosen settings have an impact on the system performance. For the demon-
strator built, a repetition frequency f,., =200 MHz and A f =25 Hz is applied. The
correlator output signal and the A f-signal are continuously sampled by the data
logger with sampling time 7 =30 us. Using these values, the system performance
can be calculated. The maximum sensing distance d,,,, for which the distance of
a reflected impulse can be indisputably associated, which means without extending
into the region of the following repetition cycle, can be calculated by

Co

dmaax = 5 £ (36)
2- frep

where f,, is the repetition rate of the impulses, ¢ is the speed of light and the 1/2 is
due to the impulses traveling the distance twice. Using f,., =200 MHz, one obtains
dmaz =0.75 m. With the presented settings, the highest observation frequency f,,..
can be calculated by
f mazx — % ) (37)
where A f is the frequency difference used between the transmitted and the tem-
plate impulse. With the values selected, a maximum sinusoidal movement speed of
fmaz =12.5 Hz can be resolved, which is well suited in the present case of the slowly
moving breath-rate signal. The correlation signal is sampled at quantized time steps
by a data logger. Therefore the point-to-point time resolution is also quantized by
the difference between two sampling instances. A minimal point-to-point resolution
i pp can be calculated by
Co
dmm,m’ 2- frep

T -Af (3.8)

where 75 is the sampling time of the data logger. This leads to a minimum point-to-
point resolution d,,;» p, =0.5625 mm when applying the above-mentioned values.

The data points acquired from the data logger are transfered in data blocks of 60,000
values, equivalent to a data block of 1.8 s or 45 correlation sweeps. Each data block
is appended to the previous data block, achieving a continuous measurement. As
mentioned before, for a separation of the correlation sweeps the A f-signal is sam-
pled and also transfered to the computer for post-processing. Special care needs
to be taken for the A f-signal because noise is overlaying the A f-signal and is
introducing an error to the zero-crossing used for dividing the correlation signal.
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3 IR-UWB Radar Sensor for Location Tracking and Movement Detection

Fig. 3.25 gives an enlarged part of the measured A f-signal. The noisy spikes would
influence the precision of the correlation separation and decrease the measurement
accuracy. As a countermeasure, the acquired sinusoidal is first smoothed with a
moving average algorithm to damp unwanted spikes. Next, the number of positive
slopes in the 60,000 points data block is counted. With this number, an artificial
sinusoidal is calculated, which fits the original frequency but which has an ideal
smooth slope. With this sinusoidal, the separation of the correlation blocks is per-
formed, which leads to an error of one sampling digit only. In Fig.3.25 the three
states of the correlation repetition A f-signal can be compared in an enlarged graph.

| Measured
Smoothed -------- :
| Recovered =-=s=e= |---ooooo- : =~

Amplitude /mV
o

39.6 39.8 40 40.2 40.4
Time /ms

Figure 3.25: Comparison of sampled and post-processed A f-signal. The straight-
ened slope of the recovered signal can be used best for the correlation
separation.

Fig. 3.26 shows a measurement of one separated correlation sweep with signals of
the direct antenna coupling and one reflection at the metal plate. The position of the
metal plate d,, can be calculated from the reflection signal by

Co

dob =
2- frep

Top - Af (3.9)

where T, 1s the time instance corresponding to the object location. For a continuous
position determination, the time instance 7, for each correlation sweep is computed
from the acquired measurement data. When the object is moving, T}, varies accord-
ing to the movement and the object can be tracked throughout the correlation sweep.
In the following, three methods are compared in order to accurately calculate the
time instance 7, in the continuously sweeping correlation signal. The comparison
is carried out with the presented metal plate placed in front of the demonstrator, but
not moving this time. The measured correlation signals are plotted in a histogram
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3.5 Radar Using a Hardware Correlator

and on the basis of the distribution of the histogram, the method with the smallest
distribution error can be identified. All three tested methods are illustrated in the
correlation plot of Fig. 3.26.
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Figure 3.26: Measured correlation sweep with the three methods tested for object
tracking.

The first method tested is the peak-tracking method. As illustrated in Fig. 3.26, the
peak-tracking method applies a simple tracking of the maximum peak of the ob-
ject reflection signal to obtain 7} peqr. A histogram of this method is depicted
in Fig.3.27 (a). It shows that the distribution is quantized with a step of the cal-
culated 0.5625 mm according to (3.8), resulting from the chosen system settings.
The distribution width of the histogram is approx. 1 mm (FWHM). The second
method, called slope-tracking method, applies a tracking of the correlation-signal
slope, as can again be seen in Fig.3.26. Here, the positive and negative sampling
points around the zero-crossing next to the maximum of the reflection signal are
used to span a straight line. The calculated position where the straight line crosses
the zero axis is taken as time instance 75y, siope. Fig. 3.27 (b) shows the distribution
of the slope-tracking method, which is continuous because the zero-crossing of the
slope is independent from the sampling instances. However, the distribution width
remains approximately 1 mm, which is the same as obtained by the peak-tracking
method.

The third method tracks the slope of the reflection signal, as in method two, but ad-
ditionally takes the static impulse from the antennas’ direct coupling into account.
The subtraction of the zero-crossing of the direct coupling and the zero-crossing
of the reflected signal is used as time instance 7, siope2siopes a8 €an be investigated
in Fig. 3.26. The error from the subtraction of the static time instance can be com-
pensated by adding a constant calibration value. The histogram of this method in
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Figure 3.27: Distribution comparison between the three methods for tracking the
correlation signal: (a) tracking the maximum peak, (b) tracking the
slope and (c) tracking slope-to-slope.

Fig. 3.27 (c) shows that the distribution is continuous and that the distribution width
has reduced to below 0.5 mm (FWHM). This is because the slope-to-slope tracking
method removes the one digit error originating from the sampled correlation repe-
tition A f-signal. Therefore the third position tracking method performs best and is
applied for the following measurements.
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Figure 3.28: Moving metal plate with a deviation of approx. ] mm at a mean dis-
tance of 19.6 cm in (a) time and (b) spectral domain.

In order to verify the precision predicted, the metal plate from before is placed in
front of the sensor and is now moving with a deviation of approx. 1 mm. The mea-
surement results in both time and spectral domain are shown in Fig. 3.28. The fig-
ures illustrate that the metal plate is placed at a distance of 19.6 cm with a deviation
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3.5 Radar Using a Hardware Correlator

of approx. 1 mm and a rotating speed of 1.3 Hz. The deviation can be clearly re-
solved, which confirms the evaluation. With this setup the breathing measurements
can be done. For this measurement, male test persons lying on the back are placed
in front of the operating sensor. Two measurements of the acquired time-domain
breathing patterns can be seen in Fig. 3.29. Fig.3.29 (a) illustrates a test person’s
normal, deep breathing and Fig. 3.29 (b) shows the artificially fast and flat breath-
ing of another test person. As discussed in the breathing measurement of the radar
using undersampling reception in Sec. 3.4, the movement axis is inverted here as
well, plotting the breathing signal from a medical perspective.
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Figure 3.29: Examples of a breathing of two male test persons in time domain with
(a) a normal, deep breathing cycles and (b) an artificially fast and flat
breathing.

A measurement is carried out, in which the breathing patterns of a seven-week-old
infant are determined®. These measurements are done while the infant is sleeping.
Fig.3.30 (a) shows the resulting breathing pattern for the infant sleeping in a bed
on its back and Fig. 3.30 (b) for the infant sleeping in a typical car seat. The second
measurement shows the arrhythmic breathing pattern, which is very typical for in-
fants. These measurements suggests that using this radar principle a sleeping infant
in the backside of a car can be detected.

The sweeping-impulse correlation method has benefits and drawbacks, too. This
method requires much more post-processing compared to the slope-detection meth-
od, because the correlation signal needs to be sampled at comparably higher rate
and computation effort is necessary to calculate the movement. A further disadvan-

2 All measurements on humans are approved by the ethic commission of Ulm University.
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Figure 3.30: Time domain breathing cycle of a seven-week-old sleeping child,
sleeping (a) in a bed, showing a continuous breathing cycle, and (b)
in a car seat, showing a breathing cycle with an arrhythmic breathing.

tage of this method is that it requires an additional A f-signal to be generated and
sampled for the precise separation of the correlation sweeps, thus increasing hard-
ware complexity. On the other hand, the method has benefits as well. The sweeping-
impulse correlation method scans the whole channel, allowing to measure the abso-
lute distance of objects in front of the sensor. Furthermore, large deviations of the
object movement can be resolved; even multi-object tracking could be implemented
by following the same principle. An amplitude scaling of the received impulses due
to a reduced radar cross-section has no effect on the precise determination of the
object movement amplitude. However, when the radar cross-section gets too small,
enhanced signal processing methods are required to determine the smaller signals
in the channel. Another advantage of the method is that no control of the repetition-
rate signals is necessary during sensor operation. Besides, no pre-adjustment of
the template impulse to the object must be done, which decreases complexity of
the control unit. As the presented measurements demonstrate, the method using
sweeping-impulse correlation is very well suited for an implementation as a move-
ment detection and consequently as a breath-rate sensor.
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4 Analog Transmission Using Frequency
Modulation of Impulses

One motivation of this study is to distribute analog information between very sim-
ple network nodes located in the vicinity of each other. Because the complexity of
the transceiver devices would increase by an analog-to-digital conversion, a UWB
transmission scheme is to be used which processes the analog information directly.
The analog transmission scheme should transmit information signals of any kind,
such as e.g. speech, music or analog sensor data. For the transmission, it is favor-
able to use IR-UWB technology to maintain the advantage of UWB in terms of
low interference to sensitive electronic equipment in a clinical environment or on
board of an aircraft. Furthermore, the transmission scheme should be able to operate
perturbation-free in a multi-user scenario.

4.1 Introduction to the Principle

Proposed modulation schemes for IR-UWB apply a discrete and quantized modula-
tion of the impulses, in which each impulse contains the digital information of one
bit (or chip). The impulses are either pulse-amplitude modulated (PAM) or pulse-
position modulated (PPM), as discussed in Sec.2.3.3 or in more detail in [23]. In
contrast to digital transmission schemes, here analog information needs to be trans-
mitted. Therefore, an innovative analog modulation scheme using UWB impulses
is proposed, which applies a continuous pulse-position modulation to the radiated

Transmitter Antenna | | Antenna Receiver
T x
- — N> H FM
e ENE
Modulator Impulse Rectifier Filter Demodulator
generator

Figure 4.1: Block diagram of the analog FM IR-UWB transceiver.
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impulses using a frequency-modulated (FM) trigger signal. A block diagram of the
proposed analog transceiver is presented in Fig. 4.1.

At first the transmitter principle is explained. Fig. 4.2 (a) illustrates the time-domain
signal evolution in the transmitter. The analog information signal is converted by a
frequency modulator to a frequency-modulated sinusoidal signal. The nomenclature
used in classical frequency modulation can be applied and shall be repeated briefly.
A sinusoidal carrier, which is frequency modulated with a sinusoidal information
signal, can be written in time domain as

uppn(t) = U, - cos (2nt - (fe — Af. - sin(27 fst))) . 4.1)

Here, f. is the frequency of the FM carrier signal, which in the FM IR-UWB system
is responsible for the repetition rate of the impulses; A f, is the FM deviation, which
is a measure of the largest deviation of the FM carrier signal or the volume of the
modulation; f; is the frequency of the sinusoidal information signal, of which the
FM rate f; .4, is the highest appearing frequency component in case of a diverse
information signal. The amplitude of the carrier signal U, is of minor importance
in the present case because u ) is used to trigger the impulse generator only. For
more details on frequency modulation see [72].
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Figure 4.2: (a) Illustration of the time domain signals at the output of the transmit-
ter’s function blocks (frequency deviation not to scale). (b) Typical line
spectrum of a UWB impulse train transmission.

The FM signal is used as a triggering signal to the impulse generator circuit that

is placed behind the frequency modulator. At every rising edge of the signal, an
impulse is generated, resulting in a position-varying impulse train, which contains
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the analog information. See again Fig.4.2 (a) for the time-domain representation.
This modulated impulse train is radiated by the UWB antenna. Fig. 4.2 (b) illustrates
a spectrum of the corresponding simulated UWB transmission. The envelope of the
line spectrum is given by the output waveform of the impulse generator, with which
the spectrum can be made compliant to any country-specific UWB mask simply by
changing the impulse shape. In case of an unmodulated impulse train, the spectral
lines have no spectral broadening. When a frequency modulation is applied, each
line widens and its bandwidth can be approximated by a modified Carson bandwidth
(cf. [72]) to

Brun ~2- N (Afe+ fomaz) 4.2)

where A f, is the FM deviation, f; 4, is the FM rate, in accordance to (4.1), and
N represents the order number of the harmonic spectral component. For example,
in case of a 100 MHz impulse transmission, the spectral line appearing at 6.6 GHz
is broadened by /N =66 compared to the 100 MHz modulation signal.

T 10 : . . .
o [-si- i Re;;;:zd;:‘;::;i ............ ]
Impulse ! | 1 P ‘
,,,,,,,,,,,,,, ; ; ; : ; ; % -10 |
Fitered  [\I\WI\V /N /N /0 N 1Y I F (R R S S
signal A\ VYN N/ N/ \/ &
YRR \/ e OMHET Y
| | H i | | | | (o]
: , : ‘ : : : : 40ttt 11 tt-—1 111
Recovered ~7 | ™ | | =
information 1N LA sl B RS O 1L
i i i i i i 1 i _60
0o 1 2 83 4 5 6 7 8 0 2 4 12
Time/ ns Frequency/ GHz
(a) (b)

Figure 4.3: (a) Illustration of the time domain signals at the output of the receiver
function blocks (frequency deviation not to scale). (b) Typical line spec-
trum of a rectified UWB impulse train.

As shown in the receiver side in Fig. 4.1, to demodulate the information content
from the radiated impulse train, the received impulse signal is first amplified and
then fed to a rectifier, which converts the bandpass limited UWB emission to lower
frequencies. Fig. 4.3 (a) depicts the time-domain signal and Fig. 4.3 (b) the spectral
domain of the rectified signal. As can be seen, the spectral envelope of the rectified
impulses now approaches DC. The spectrum still consists of modulation-broadened
spectral lines with the first harmonic line at the frequency of the repetition rate. This
line is identical in frequency, FM deviation and FM rate to the FM signal appearing
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at the output of the modulator used for triggering of the impulse generator. Using
a bandpass filter, this spectral line is extracted and the information signal can be
recovered by an FM demodulator. Fig. 4.3 (a) illustrates this operation. In the next
sections, a demonstrator test system is introduced, with which the FM IR-UWB
concept is investigated.

4.2 Components for the FM IR-UWB Demonstrator

This section presents the necessary components for an FM IR-UWB demonstrator
system as shown in the block diagram in Fig. 4.1. The applied components are char-
acterized for their usability in the intended task. The impulse generator, presented
in Sec. 3.2.1, and the directional Vivaldi antenna, shown in Sec. 3.2.3, are used here,
too. For a performance evaluation of these components see the relevant sections. In
case not otherwise stated, here FM modulation and demodulation parameters from
classical FM radio transmission are used, i.e. FM carrier frequency f.=100MHz
and FM deviation A f.=60kHz. Applying the parameters of classical FM radio,
widely available and cheap FM radio components can be applied, allowing to re-
duce the costs and development effort of such a system.

4.2.1 UWB Low-Noise Amplifier

As can be seen in the block diagram of the FM IR-UWB system in Fig. 4.1, a low-
noise amplifier (LNA) is used in the receiver branch, following the receive antenna.
A UWB LNA, fabricated in the SiGe HBT semiconductor technology from Tele-
funken Semiconductors is available for this task. The LNA is a three stage circuit
which uses local and global resistive feedback to achieve both constant high gain
and good noise performance in the full UWB bandwidth at the same time. A de-
tailed insight to the circuit is given in [1, 73], a simplified circuit schematic of the
IC is presented in Fig. 4.4 (a). The same LNA is used as the amplifier building block
in the monolithic correlator IC of Sec. 3.2.2.

For a combination of components in the demonstrator system, it is necessary to use
a packaged low-noise amplifier. Therefore, the packaging of the IC is explained
first, the characterization measurements later compare on-chip and packaged per-
formance. LNA packaging is more critical than impulse generator packaging. Be-
cause a parasitic inductance of a bondwire placed between chip ground and board
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Figure 4.4: (a) Simplified circuit schematic of the LNA IC, indicating the location
of a bondwire to ground. (b) Simulated stability factor and stability mea-
sure with bond wire inductance L g =0-0.5nH.

ground introduces a parasitic feedback path and presents an inductive emitter de-
generation to the transistors of the gain stages, cf. [74]. This leads to a decreased
stability of the applied circuit. Similarly, an inductance between chip and board
supply node, which is formed by feeding lines and bondwires and is usually larger
than the ground inductance, leads to a similar effect, but because the chip supply
node is tied to RF ground with a large on-chip shunt capacitor the inductance to
ground has a stronger influence. An evaluation is carried out by circuit simulation
using the LNA schematic of Fig. 4.4 (a) with an inductance Lp placed between the
ground nodes and a DC feed placed to the supply pin. To assess stability, stability
factor and stability measure are used [75]. A circuit is unconditionally stable when
the stability factor is larger than one and the stability measure is positive.

As can be seen in Fig. 4.4 (b), the stability criteria are violated already with bond-
wire inductances Lz >0.01 nH. As a rule of thumb, a bondwire of 100 um length
has an inductance of 0.1 nH [76]. For the used single-ended IC with a substrate
height of 300 um and without backside metalization of the die, at least an induc-
tance value of 0.3 nH would have to be considered in case the chip is glued on top
of the board. To keep the bondwire inductance to ground small, the IC is embed-
ded into the RO4003 substrate to avoid long bondwires. Furthermore, a grounded
coplanar transmission line is used, which has the board ground connections in the
same plane as the circuit ground to additionally decrease the inductance of the path.
A micrograph of the integrated IC is given in Fig. 4.5 (a). For a connection of the
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Figure 4.5: (a) Micrograph of the LNA IC embedded in the substrate. (b) Corre-
sponding measured stability factor and stability measure of the pack-
aged LNA.

package to the measurement equipment, SMA connectors at the in- and output are
applied and a voltage regulator is used to stabilize the DC supply of the IC. The
measured stability curves of the developed LNA block are shown in Fig. 4.5 (b).

The packaged LNA, including the SMA connectors and the feeding transmission
lines, is characterized and compared to on-chip measurements with microwave wa-
fer probes. Fig. 4.6 (a) shows a comparison of the gain performance. The packaged
gain is around 26 dB in the complete 3.1-10.6 GHz FCC UWB band, with a gain
ripple of =1 dB. The packaged performance deviates by less than 3.5 dB from the
measured on-wafer performance. This deviation is mainly due to the bondwire in-
ductances at the input and output ports of the IC and the ground bondwires, indi-
cating that the effect of emitter degeneration could not be eliminated completely.
A comparison of the basic group delay performance is presented in Fig.4.6 (b).
The group delay of the packaged IC is larger compared to the on-chip measurement
because the package includes transmission lines. The variation of the group delay
increases from 7 ps of the on-wafer performance to approximately 40 ps of the pack-
aged one. With the measured gain ripple and group delay variation, the deformation
of the impulse shape is very small.

In a further characterization of the LNA, a comparison of the noise figure can be

seen in Fig. 4.7 (b). The packaged IC, including its bondwires, transmission lines
and connectors, has an overall mean noise figure of 3.7 dB and stays below 4 dB in
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Figure 4.6: Measured comparison of (a) gain and (b) group delay between the on-
wafer and the packaged LNA.

the complete FCC-allocated UWB band. The noise figure increase compared to the
on-wafer measurement is 0.8 dB.

To characterize the LNA’s linearity a gain compression measurement is performed.
Therefore, a single-tone excitation is applied to the input of the circuit with increas-
ing power while the output power at the tone frequency is measured. The compres-
sion point is taken, where the ratio between input and output power deviates by 1 dB
from its linear association [74]. For amplifiers in the receiver branch, the compres-
sion is referred to the input power. Fig. 4.7 (b) presents the 50 Ohm input-referred
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Figure 4.7: Measured comparison of (a) noise figure and (b) input-referred 1 dB
compression point (ICP) between the on-wafer and the packaged LNA.
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1 dB compression point (ICP) of the on-wafer and the packaged LNA versus fre-
quency. It can be concluded that the packaged LNA has an ICP larger than -26 dBm
in the FCC UWB frequency band. The ICP of the packaged LNA is 3dB worse
compared to the on-wafer measured. Even though displaying the ICP in dBm is
common practice, it does not constitute a practical measure in UWB system design
when dealing with short time-domain impulse signals. Due to the spectral spread-
ing of the impulse, the measured distributed spectral power appears to be low, but in
time domain the spectral components all add up coherently, which results in a rel-
atively large voltage amplitude. Therefore, the time-domain peak-to-peak voltage
amplitude is a better representation of compression. Accordingly, another y-scale is
displayed in Fig. 4.7 (b), which shows the peak-to-peak input voltage correspond-
ing to the power of the sinusoidal input signal measured at 50 Ohm. Thus it can
be seen that the compression of the packaged LNA starts to take place at an input
voltage of 35 mV,,,. Based on the presented measurements, it can be concluded that
the packaged LNA is suitable for the FM IR-UWB communications system.

4.2.2 Schottky Diode Rectifier

A rectifier is necessary in the FM IR-UWB receiver for converting the RF domain
impulse to an impulse with spectral components extending down to DC. As rectifier
components, two Schottky diodes are investigated, the commercial Schottky diode
HSCH-5330 from Avago Technologies [77] and the integrated Schottky diode of the
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Figure 4.8: (a) Simplified circuit schematic of the half-wave rectifier diode with
bias-tees. (b) IV-plot of the Schottky diodes.
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SiGe HBT semiconductor technology SIGE2RF from Telefunken Semiconductors
[49]. Each diode is arranged in a half-wave rectifier arrangement using bias-tees,
which allows an external variable bias to the diode. A simplified schematic can be
seen in Fig. 4.8 (a), measured IV-plots of the diodes are shown in Fig. 4.8 (b). The
diodes are slightly forward biased, which maximizes the spectral output power at the
fundamental frequency. The ideal biasing current is investigated in a measurement
connecting an impulse generator with a repetition rate of 100 MHz via an attenuator
to the rectifier arrangement. The diode bias is varied and the power at the output
bias-tee is monitored at the 100 MHz component, as presented in Fig.4.9 (a). It
shows a maximized output power at a diode biasing of 0.15 mA for the HSCH-
5330 and of 0.25 mA for the SIGE2RF Schottky diode. These biasing currents are
selected.
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Figure 4.9: (a) Output power versus the diode biasing. (b) Measured output power
of the biased diodes versus frequency of a two-tone measurement.

The relation between input and output power of the biased rectifiers for different
frequencies is assessed in a two-tone measurement with a spacing of 100 MHz be-
tween the two tones. By this spacing, a signal component is down-converted to the
desired 100 MHz at which its power is measured. Both tones are swept in frequency
through the relevant FCC-allocated UWB band, measuring the rectification at dif-
ferent frequency locations. The measurement is repeated with different input power
levels. Fig.4.9 (b) gives the measured output power at 100 MHz with varying in-
put power level versus frequency of this two-tone measurement for both Schottky
diodes. It shows ripples in the output power, which are due to the unmatched oper-
ation of the diodes, but can be tolerated in the receiver because the impulse shape
must not be preserved. A relation of 2 dB/dB between input and output power is
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depicted in Fig. 4.9 (b) which is because of the quadratic relation of second-order
intermodulation products.

The rectification operation of the biased HSCH-5330 Schottky diode can be investi-
gated in Fig. 4.10 in time and spectral domain. The time-domain graph in Fig.4.10
(a) shows a comparison of the impulse shape at the impulse generator output (top)
and the bias-tee output (bottom). The rectification is clearly evident. The presence
of negative voltages in the rectified impulse can be explained by the Schottky diode
junction capacitance, which shunts some of the RF energy from the input to the out-
put of the rectifier. The decrease in voltage amplitude by a factor of two is caused
by losses in the diode and the insertion losses of both the bias-tee and the cables in
the measurement setup. Fig.4.10 (b) exhibits the spectral components at the bias-
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Figure 4.10: The HSCH-5330 Schottky diode in (a) time domain in a comparison
between non-rectified (top) and rectified (bottom) impulse shape and
(b) spectral domain of the rectified impulse.

tee output. It can be seen clearly that the spectral components are shifted to lower
frequencies (the DC component is blocked by the bias circuit). The rise in spectral
content at frequencies from 3—10 GHz is again due to the capacitive coupling across
the rectifier diode. A detailed view of the spectrum from 0—-1 GHz is presented in
Sec.4.3.1.

Because of the very similar behavior of the HSCH-5330 and the SIGE2RF Schot-
tky diode, the further investigations are done with the biased HSCH-5330 Schottky
diode rectifier only.
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4.2 Components for the FM IR-UWB Demonstrator
4.2.3 Low-Pass Filter

The required output band-pass filter is formed by the high-pass characteristics of
the rectifier bias-tee and a subsequent low-pass (LP) filter of a 7th-order Chebyshev
type. The LP filter is realized using SMD components on a printed circuit board.
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() (b)
Figure 4.11: Low-pass filter (a) schematic and (b) photograph.

In addition to the SMD filter core, a stub band-stop filter is included to the SMD fil-
ter to improve the filter function of the signal coupled across the rectifier diode (cf.
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Figure 4.12: Measurements of the LP filter (a) in the desired frequency range and
(b) in the FCC UWRB signal range up to 12 GHz, showing the suppres-
sion improvement with the radial stub at the location of the emission
maximum around 7 GHz.
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4 Analog Transmission Using Frequency Modulation of Impulses

the spectral harmonics in the range of 3—10 GHz in Fig. 4.10 (b)). The filter section
using SMD components is designed in a m-structure with a capacitance as a first
component. This capacitance presents an RF short circuit to the output of the diode
instead of a floating node. This maximizes the 100 MHz output signal. A schematic
and a photograph of the filter can be seen in Fig. 4.11. Fig.4.12 (a) shows the filter
transmission and reflection performance in the desired down-converted frequency
band. The filter has a 3dB corner frequency of 140 MHz. Fig.4.12 (b) presents
a comparison of the transmission characteristics of the separately measured SMD
low-pass filter, the separately measured stub-bandpass filter and the measurement
of the combined filter structure in the frequency band up to 12 GHz. It illustrates
the transfer rejection of the filter structure in the unwanted frequency band. A mea-
surement of the time-domain output signal of the completed receiver is shown in
the transceiver validation in Sec. 4.3.1.

4.2.4 UWB Omnidirectional Monopole Antennas

As mentioned before, the directive Vivaldi antennas of Sec. 3.2.3 are used in the test
system. Furthermore, antennas with an omnidirectional radiation pattern are used,
which are suited for transmissions in which transmit and receive antenna do not
have to be aligned. For this project, the compact monopole antenna of [78, 79] is
rebuilt. This antenna has a nearly omnidirectional radiation pattern in the H-plane,
a maximum antenna gain of 2.4 dBi and shows a good impedance match in the FCC

| | FCCUWBrange
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Figure 4.13: The monopole antenna; (a) measured matching characteristics and (b)
photograph of the antenna’s front and backside.
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4.2 Components for the FM IR-UWB Demonstrator

UWRB frequency band, as shown in Fig.4.13 (a). A picture of front and backside of
the antenna is presented in Fig. 4.13 (b).

4.2.5 FM Modulator and Demodulator

For the detailed characterization of the demonstrator system, an Agilent E4438C
signal generator with FM option is applied as the FM modulator and a Rohde &
Schwarz ESVN 20 test receiver is used as the FM demodulator, both with manifold
adjustment and measurement options. For applications as a stand-alone system, the
commercially available FM test transmitter from [80] as modulator and the commer-
cial FM radio from [81] as demodulator are evaluated as well. Both devices work in
the classical FM radio broadcasting range of 87.5-108 MHz. The information sig-
nal transfer characteristic in the audio range of 20 Hz—20 kHz of the FM transmitter
for different FM carrier frequencies is shown in Fig.4.14 (a). Fig.4.14 (b) depicts
the transfer characteristic of the FM radio for different FM carrier frequencies.
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Figure 4.14: Transfer characteristic using information signals in the audio range of
(a) FM modulator and (b) FM demodulator.

As the rising and falling curves at frequencies above 1 kHz in Fig. 4.14 illustrate,
transmitter and receiver apply the typical FM pre-emphasis and de-emphasis con-
cept for a better signal-to-noise ratio of the higher information signal content [72].
In both devices the 3 dB corner frequency for the low-frequency information signal
1s around 20 Hz. The reason for the rise of the low-frequency amplitude in the com-
mercially available modulator is unknown, but it had no negative influence on the
operation. The commercial modulator and demodulator provide the possibility of a

63



4 Analog Transmission Using Frequency Modulation of Impulses

stereo transmission, which could be used to transmit two independent sensor signals
by using the same transmitter hardware, if necessary. However, the characterization
of the demonstrator was done using mono transmission only.

4.3 Measurements on the Demonstrator

In this section the FM IR-UWB system according to the block diagram in Fig. 4.1
is assembled and measurements are shown to prove the operation. If not specified
otherwise, the modulated transmission is done using the FM parameters of a clas-
sical FM radio transmission, which are an FM center frequency f.= 100 MHz and
an FM deviation A f,=60kHz. The FM rate is set to f; 0, =2kHz. In the FM
demodulator an appropriate filter bandwidth of the intermediate bandpass filter of
frr=120kHz is used, fitting twice the FM deviation. Other FM parameters, which
could satisfy the needs for a better transmission quality or a lower impulse repeti-
tion, are applicable as well, but with the parameters of classical FM radio, cheap
commercial components can be used.

4.3.1 FM IR-UWB Transmitter and Receiver Evaluation

As discussed in Sec. 4.1, the modulated carrier signal is used as a trigger signal to
the input of the impulse generator, generating a position or frequency-modulated
impulse train. In the spectral domain, each spectral line is broadened by the fre-
quency modulation according to the modified Carson bandwidth (4.2). Fig.4.15
shows a detailed view of the measured impulse generator output spectrum around
6.6 GHz. There the comparison between an unmodulated and a modulated spectral
signal clearly indicates the spectral broadening and confirms the modulation. For
a determination of the signals in the receiver branch, the impulse generator was
connected directly to the input of the rectifier bias-tee. The antennas and the LNA
were not used for this measurement. Fig. 4.16 (a) presents the measured spectrum at
the bias-tee output up to 1 GHz. It shows the rectified harmonic components with a
frequency spacing of 100 MHz. Furthermore, the transmission characteristic of the
low-pass filter is shown, which is used to filter the 100 MHz harmonic component.
Fig.4.16 (b) shows the time-domain signal of the recovered 100 MHz at the output
of the LP filter. In center frequency and modulation content, this signal is equivalent
to the output signal of the modulator used to trigger the impulse generator. Only a
low-amplitude higher harmonic content of the rectified impulse can be seen in the
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Figure 4.15: Detailed view of the spectral signal at the output of the impulse gener-
ator (a) without modulation and (b) with modulation.

negative part of the sinusoidal slope of the 100 MHz signal, which shows the good
suppression of the filter. From the filtered FM signal in Fig. 4.16 (b), the information
signal is successfully demodulated.
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Figure 4.16: (a) Spectral components of the impulse train at the rectifier output,
together with the transmission characteristic of the LP filter. (b) Re-
covered 100 MHz time-domain signal at the output of the LP filter.
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4.3.2 Wireless Transmission

For a wireless transmission, the antennas and the LNA are used in the transceiver
system. An interesting figure of merit is the maximum transmission distance, which
can be spanned with the simple demonstrator system. Because the quality of the
information signal constantly decreases with increasing antenna distance, a suitable
criterion for the determination of this decrease must be defined first. In FM demod-
ulators an important connection exists between the carrier-to-noise ratio (CNR) at
the input of the demodulator and the signal-to-noise ratio (SNR) of the information
signal at the output of the demodulator. This connection follows a linear 1 dB/dB
relation for large CNR values. When the CNR gets smaller, the relation deviates
from its linear behavior. The point where the curve deviates by 1 dB is called the
FM threshold. For the present FM IR-UWB system, the FM threshold is specified
first. This shall serve as the comparison measure for decreasing input signals at an
increasing distance.

In the current setup, the FM threshold is determined by a measurement using a
cable-connected step attenuator between the impulse-generator output in the trans-
mitter and the LNA input in the receiver. The ESVN 20 test receiver is used for
demodulation of the information signal, and also monitors the carrier level. For de-
termining the FM threshold, the carrier-to-noise ratio would be necessary, but the
carrier level is sufficient for this investigation because it can be assumed that the
noise content in the closed demonstrator system remains constant. This means that
an attenuation of 1dB of the carrier level worsens the CNR by 1dB as well. The
demodulated information signal is brought to an 8-bit digitizing oscilloscope with a
Fourier transform option. There the spectral level of the information signal is related
to its noise level and the demodulated SNR value is noted.

Fig.4.17 (a) gives a plot of the carrier level versus the demodulated SNR; the linear
relation is indicated by the dotted line. The figure shows that the FM threshold devi-
ation takes place at an SNR of 26 dB and a carrier level of 2.5 dBuV. The deviation
from the linear curve at SNR values larger than 45 dB is explained by an underes-
timation of the noise content in the SNR, due to the limited resolution of the 8-bit
oscilloscope.

To verify the wireless transmission, the antennas are then connected to the system.
The maximum transmittable distance of the simple demonstrator is determined by
increasing the distance r between the antennas while monitoring the carrier level at
the input of the demodulator, as shown in Fig.4.17 (b). The results closely corre-
spond to the 1/7? dependency expected for free-space propagation. The 1/r? rela-
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Figure 4.17: (a)Demodulated SNR versus carrier level for a determination of the
FM threshold. (b) Measured carrier level of a transmission with in-
creasing distance.

tionship is used to determine the maximum communication distance before reach-
ing the FM threshold. For the chosen system settings, the maximum distance in
this demonstrator is 3.8 m using the omnidirectional patch antennas and 7.8 m us-
ing the directive Vivaldi antennas. The measured maximum distance is specific to
the simple demonstrator hardware and the settings presented, proving the concept
of operation. The maximum obtainable transmission distance fulfilling the spectral
UWB masks can be increased, for example, by an enlarged impulse amplitude to-
gether with a lower impulse repetition rate or by using a different rectifier concept.

4.4 Measurements on Interference Robustness

In a real-world setting, many disturbances can affect the proper functionality of a
transmission system. In this section, the FM IR-UWB demonstrator is investigated
in its performance in a multipath environment, its robustness to narrowband inter-
ferers, and its behavior in a FM IR-UWB multi-user environment.

It is complicated to assess these scenarios by simulations because the large fre-
quency difference between the radiated UWB impulses in the GHz-range and the
modulation signal in the range of some Hz to kHz would mean extremely long sim-
ulation times. Therefore, the disturbance effects are addressed by measurements. In
order to determine the linear influence of the occurring interferences only, great care
is taken not to drive the active components into saturation. For these measurements,
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Figure 4.18: Used UWB power divider/combiner; (a) picture of the opened housing
and (b) measured S-parameter performance.

a UWB power divider/combiner is necessary, which is supplied through a project
collaboration with the Institute of Microwave Techniques at Ulm University. The
power divider/combiner consists of a multi-section Wilkinson divider similar to the
one published in [82]. A picture of the opened housing is shown in Fig.4.18 (a);
the S-parameter characterization can be seen in Fig.4.18 (b). The circuit has an
insertion loss of 1.5 dB and a flat transmission characteristic.

4.4.1 Multipath Propagation

In addition to receiving a signal by a direct line-of-sight transmission, a signal can
reach a receiver by further transmission paths resulting from reflections of the sig-
nal. In free-space transmission, reflections of a transmitted signal can occur at ob-
jects in the surroundings of transmitter and receiver. In case of the system presented,
which typically would transmit in an indoor environment, reflections can occur at
the walls, the floor or the ceiling of a room or at objects placed inside the room, com-
pare with the considerations on reflections affecting the impulse shape in Sec. 2.2.4.
Compared to the impulse of the line-of-sight connection, the reflected impulse that
reaches the receiver is attenuated and arrives with a time delay. Additionally, the
impulses are traveling from air, with a relative dielectric constant €, 4, =1, into a
medium with a higher dielectric constant. Using the calculations (3.1) and (3.2)
from the previous section, this always results in a negative reflection coefficient
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Figure 4.19: Block diagram of the FM IR-UWB transmitter with splitting section
for multipath channel measurements.

I', which indicates a shape inversion of the reflected impulses. In case of multiple
reflections, both impulse orientations can occur.

To assess the effect of the multipath propagation by measurements, the closed sys-
tem demonstrator is extended. As the block diagram of Fig. 4.19 presents, the out-
put of the impulse generator is divided by the UWB power divider. The split signals
are fed through a transmission line with a fixed line length, imitating the line-of-
sight connection, and a transmission line with an adjustable line length in the other
branch, representing the delayed reflection. Additionally, the second branch can be
attenuated to measure the influence of an attenuated reflection. At the output of
the lines, the signals are combined by another power combiner, passed through a
40 dB attenuator to operate the receiver in the linear range and fed through cables
to the LNA of the receiver. Modeling the reflected signal by a splitting arrangement
lacks the inversion of the impulse shape as discussed above. However, the miss-
ing shape inversion only has an effect, when the delayed impulse overlaps with the
non-delayed impulse which, due to the short impulse duration, rarely takes place.
Far from overlapping, the missing shape inversion in the splitting arrangement has
no negative influence on the evaluation of the multipath effect, because in the recti-
fier, the impulse orientation is lost regardless.

In the demodulator, the carrier level is noted as the measure of input signal power.
The measurements are done with three different relative attenuations Aay of 0, 3
and 10dB between the branches and a time delay between the impulses 7,; be-
tween -0.3 and 10.2 ns, which is more than one complete impulse repetition cycle
1/ frep=10ns. The measurement results are depicted in Fig.4.20 (a) for the com-
plete delay and all three attenuations. The measurement results illustrate two spe-
cific effects. The first effect occurs for small delays (i.e. delays around +0.4 ns),
causing the direct and the delayed impulse to overlap each other. This region is
shown in an enlarged plot in Fig. 4.20 (b). As discussed before, this is not correctly
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Figure 4.20: Measured carrier level versus time delay between the impulses (a) for a
complete impulse repetition and the different attenuations between the
two branches and (b) at the special case position where the impulses
overlap.

modeled in the applied delay-line measurement setup, because in a real-world set-
ting a shape inversion of the reflected signal takes place. But, keeping this in mind,
the interpretation of the non-inverting measurement allows transferring the results
to the other case. In the overlap region small impulse delays can cause high fluctu-
ations of the carrier level, which are due to both constructive and destructive inter-
ferences with the impulse cycles. For no delay (7; =0ns) between the impulses, an
approximately 6 dB higher carrier level can be observed in the measurement com-
pared to the delay 7,=0.5ns, where the impulses do not overlap any more. This is
because of doubling the amplitude and the quadratic slope of the rectifier. In case
of bringing now a shape-inverted impulse with no delay and no attenuation together
with a normal impulse, the amplitudes would cancel each other. The effect of over-
lapping impulse summation occurs only in a very narrow delay region but can occur
on multiply reflected impulses as well. This can be seen in the ripples in the curves
of Fig. 4.20 (a) at around 74 =1 ns. These ripples are caused by impulse summations
too; in this case because of reflections occurring in the splitter/ combiner arrange-
ment.

The second effect visible in Fig. 4.20 (a), which occurs at delays 7;>0.4 ns, is sim-
ilar to a flat fading of narrowband systems. Here the harmonics of the first and the
second impulse are interfering with each other, which results in a decreasing (and
later increasing) carrier level. To show the origin of the effect, Fig.4.21 presents
two measurement examples of the fading behavior of two impulses with different
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time delays in the spectral domain. Fig. 4.21 (a) illustrates the spectrum with a delay
T74=0.7 ns between the impulses. This represents a fading behavior with a spectral
repetition of Af;=1/7,=1.42GHz. The suppression of the spectral components
can be seen clearly at around 6.4 GHz. Fig. 4.21 (b) presents the spectrum when the
second impulse is delayed by 7; =5 ns, which is half of the repetition interval. Here
the fading occurs at A f; =200 MHz. As Fig. 4.21 (b) illustrates, in this special case
every second harmonic is missing which is equivalent to a transmission with a dou-
bled repetition rate of 200 MHz. As a result, the 100 MHz signal component at the
output of the rectifier is strongly suppressed, and the carrier level at the demodulator
input decreases strongest for the delay of 7;=5ns. Observing Fig.4.20 (a), it can
be concluded that an increasing time delay between the impulses continuously de-
creases the spectral content in the rectified 100 MHz signal component. The fading
effect becomes strongest when the delay between the impulses 7, =1T,.,/2. Addi-
tionally it can be investigated in Fig. 4.20 (a) that for an attenuation of the reflection
branch of Aa,=0dB the fading effect is strongest, while the fading influence nearly
disappears at an attenuation Aay=10dB.
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Figure 4.21: Fading effect of two impulses with a time difference (a) 7;=0.7 ns and
(b) 7;=5ns.

As shown, the simple FM IR-UWB transmission system is affected by multipath
effects in a way very similar to narrowband transmission systems. By improving
the receiver structure, a receiver according to Fig. 4.22 could be built that is robust
to multipath propagation. It uses a two-branch structure which, after the rectifier,
incorporates a filter bank with two bandpass filters. One bandpass filter selects the
first harmonic at 100 MHz directly. The second incorporates the 200 MHz harmonic
and uses a frequency divider to bring the 200 MHz harmonic to 100 MHz. Both are
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combined and passed to the demodulator. Thus, harmonic signal power for demod-
ulation of either the 100 MHz or the 200 MHz harmonic is present at all times.

Antenna Filter bank  Frequency Divider Receiver
(e R
o 2\5 200 MHZ ® 700 MHz M
o 100 MH
— X Ple —
Rectifier Combiner Demodulator
Phase adjust

Figure 4.22: Proposed FM IR-UWB receiver structure robust in a multipath envi-
ronment.

4.4.2 Multi-User Environment

The proposed FM IR-UWB method is investigated for its multi-user capability,
which allows a simultaneous operation of several FM IR-UWB transceivers in close
vicinity, without disturbing each other. For an FM IR-UWB system, the idea is to
separate channels by using different impulse repetition rates f.. This is similar to
tuning to different FM center frequencies in conventional FM radio. With this the
spectral space between the impulse harmonics emitted by one user can be used by
other users. However, for an investigation of the minimal necessary frequency spac-
ing the situation is more complex. According to the modified Carson bandwidth
(4.2), the spectral broadening of the impulse emission at higher harmonics is much
larger. Therefore, the entanglement of the impulse spectra of the two users has to
be taken into account. The minimally necessary spacing is investigated by mea-
surements using two transmitters, which are connected by a power combiner whose

FM 1 _I\'_ —— Power
—I-combiner
Transmitter 1

Dan

Transmitter 2 J’ —

P2 H A~ ] toreceiver

Figure 4.23: Block diagram of the setup for measurement with two users in an ideal
transmission channel.
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output is connected to the input of the receiver. A block diagram of this setting is
given in Fig. 4.23. With this setup, the parameters for two users can be defined in-
dividually and the occurring effects characterized in an ideal transmission channel.

Fig.4.24 (a) exhibits a spectral-domain measurement at the output of the power
combiner. The first transmitter uses an impulse repetition rate f.=100MHz, seen
in the spectral signals at 6.4, 6.5 and 6.6 GHz, and the second transmitter a rep-
etition rate f.=99.5 MHz, seen in the spectral signals at around 6.37, 6.47 and
6.57 GHz accordingly. Fig. 4.24 (b) plots a spectral domain measurement at the out-
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Figure 4.24: Spectral domain of two FM IR-UWB transmissions; (a) at the output
of the combiner and (b) at the output of the rectifier’s bandpass filter.

put of the low-pass filter. Here the recoverable repetition rates of the first and second
transmitter at 100 MHz and 99.5 MHz, respectively, are displayed. By choosing the
corresponding center frequency in the demodulator, either the first or the second
transmitted information signal can be demodulated. The spurs in the vicinity of the
main spectral signals in Fig. 4.24 (b) are mixing products due to the rectification. To
determine the minimal necessary channel spacing of two closely spaced transmit-
ting systems, the first transmitter is kept at the fixed repetition rate f.=100MHz,
while the one of the second transmitter is varied. In the first transmitter, FM rates
fsmaz=2kHz and 20kHz are applied, while in the second transmitter FM rates
fsmaz=1.95kHz and 19.95kHz are used. The small FM rate differences are used
to avoid interferences in demodulation. In the receiver, the demodulated informa-
tion signal of the first transmitter is monitored in spectrum, which for the single-user
case is a pure sinusoidal at either 2kHz or 20 kHz. When the repetition rates f. of
the two transmitters are approaching each other, the pure sinusoidal is distorted,
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which can be seen in spurs in the demodulated spectrum. A measure for these dis-
tortions is the spurious-free dynamic range (SFDR), defined as the power ratio of
the wanted signal to the next strongest spurious signal [65]. A comparison of the
measurements of the SFDR versus the repetition-rate difference A f,., of the two
transmitters is shown in Fig. 4.25.
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Figure 4.25: Spurious-free dynamic range (SFDR) of the information signal versus
the repetition-rate difference of two users for FM rates f 0, =2 kHz
and 20 kHz.

It is evident that the closer the repetition rate of the second transmitter gets to the
repetition rate of the first transmitter, the worse the SFDR becomes. To achieve e.g.
an information signal SFDR of 30dB, it is necessary to choose a repetition-rate
separation of more than 150 kHz for an FM rate of 2 kHz and a separation of more
than 200 kHz for an FM rate of 20 kHz. Keeping in mind that the Carson bandwidth
of a conventional FM radio system is 124 kHz for an FM rate of 2 kHz and 160 kHz
for 20kHz, the influence resulting from the spectral broadening can be neglected
and users can be separated as in conventional FM radio.

4.4.3 Narrowband Interference

Another perturbation effect which has to be validated on an FM IR-UWB trans-
mission is the robustness to narrowband interferers. This is of special concern,
since UWB systems share their band with other wireless services, as mentioned
in Sec.2.1. In this section the influence on the FM IR-UWB system behavior is
evaluated for narrowband interferers which are located within the FCC UWB band
from 3.1-10.6 GHz and cannot be blocked by an appropriate bandpass filtering.
The investigations concentrate on the influence on the modulation, not on linearity

74



4.4 Measurements on Interference Robustness

. Power combiner
Signal
source fint >
_o
FM _/\/_
(fe)

Modulator Impulse generator

to receiver

Figure 4.26: Block diagram of the setup for narrowband interference evaluation.

constraints of the receiver. First some general considerations: A sinusoidal signal
brought to the input of the FM IR-UWB receiver without a present impulse train
will be rectified by the diode to DC and twice its signal frequency and will be sup-
pressed by the subsequent bandpass filter. Therefore, an interferer in absence of an
UWRB impulse train cannot bring a disturbing signal to the input of the demodulator.
Having a narrowband interferer together with an UWB impulse train, a mixing of
the narrowband signal with the spectral lines of the modulated UWB transmission
will occur and these mixing products can fall into the receiver bandwidth of the FM
IR-UWB system. The influence of these distortions is investigated by measurements
in this chapter. In Fig. 4.26 a block diagram of the measurement setup is presented.
The signals from an impulse generator and a signal source are combined by a power
combiner, which is connected to the receiver by a 30 dB attenuator in order not to
overdrive the receiver’s LNA.

As discussed in [83], there are two main approaches of applying a narrowband in-
terference. The first approximates the interference using a sinusoidal tone as in-
terfering signal, and the other applies a noise signal with, for example, constant
power spectral density across the interfering band. Here, a single tone sinusoidal
signal varied in center frequency f;,; and amplitude is chosen as interferer. Fig. 4.27
(a) presents a spectral-domain plot, measured at the output of the power combiner
for a modulated 100 MHz UWB impulse train and a narrowband interferer with
fint =7.605 GHz. The narrowband interferer has a relative emission level of 30 dB
above the highest UWB spectral component. At the output of the rectifier, mix-
ing products of the narrowband with the UWB signal appear. Fig. 4.27 (b) shows
the rectified signal around 100 MHz of a modulated UWB transmission with f.=
100MHz and an unmodulated narrowband interferer with f;,; =7.605 GHz. The
mixing products fall into the input bandwidth of the demodulator when the inter-
ferer frequency f;,; is close to a harmonic of the impulse signal. The influence of
the interference can be assessed best on the demodulated information signal with
the spurious-free dynamic range (SFDR) again being taken as a measure for infor-
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Figure 4.27: Spectral plots of a modulated FM IR-UWB emission with
frep=100MHz and a sinusoidal interferer at f;,, =7.605 GHz at the
output of the (a) combiner and (b) rectifier.

mation signal purity. Fig. 4.28 (a) depicts a plot of the SFDR versus the offset fre-
quency A f;,, for interferer frequencies f;,; around 4.5 and 7.6 GHz. In both cases
the same relative spectral emission level of 30 dB is applied.

As shown in Fig. 4.28 (a), the sinusoidal interferer around 7.6 GHz shows a stronger
influence on SFDR than the interference around 4.5 GHz. This is because the spec-
tral harmonic of the transmitted UWB impulse has a larger spectral amplitude at
7.6 GHz than the UWB harmonic at 4.5 GHz. Furthermore, the interference around
7.6 GHz influences a wider frequency band than the interference around 4.5 GHz.
This can be explained by the broadening of the UWB harmonics according to the
modified Carson bandwidth (4.2). When dividing the measured peak broadenings
in Fig. 4.28 (a) by the corresponding harmonic number, the peak broadening of the
original modulated carrier signal can be calculated and the measurements can be
compared. For the 7.6 GHz harmonic, A f= 8.8 MHz/76 = 115.7 kHz is obtained
and for the 4.5 GHz harmonic A f = 5.2 MHz/45 = 115.5 kHz is received; these re-
sults are in very good agreement to each other. The general shape of the curves in
Fig. 4.28 (a) can be explained by the spectral distribution of a frequency-modulated
carrier signal. The spectral amplitude distribution of any frequency-modulated car-
rier signal follows the Bessel functions, which depend on the FM deviation and the
FM rate. With the applied FM rate and FM deviation, the maximum amplitudes in
the two-sided spectrum have a frequency distance of around 114 kHz between each
other, which is very close to the measured and computed values of the peak broad-
ening. A closer investigation into the spectral distribution of frequency modulation
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Figure 4.28: (a) SFDR versus offset frequency for a 100 MHz UWB transmission
interfered by a sinusoidal signal with f;,; around 4.5 and 7.6 GHz. (b)
SFDR versus the relative spectral emission power difference at the fre-
quency of the strongest interference f;,; =7.6044 GHz.

can be found in [72]. As presented, narrowband interferences can have an influence
on the FM IR-UWB transmission when directly hitting a UWB spectral component.

In another measurement, the influence of a varying interferer amplitude is investi-
gated. As an example, the interferer frequency f;,: =7.6044 GHz, as the frequency
of the strongest interference, is taken and varied in relative emission level. While
varying the relative emission level, the influence on the SFDR is measured, which is
plotted in Fig. 4.28 (b). Obviously, decreasing the relative emission level improves
the SFDR and thereby decreases the influence of the interferer.

Based on the presented evaluations, it can be concluded that narrowband interferers
influence the operation of an FM IR-UWB system only in the close vicinity of the
harmonics of the UWB transmission, which drastically reduces the probability of
a conflict. Even in case of an interference hitting a spectral line, the extent of the
influence depends on the power level of the interferer. However, a jamming of the
transmission is easily possible when two interferers are spaced with a difference
of the UWB impulse repetition rate. Then, by the rectification, mixing signal com-
ponents directly interfere with the signal for demodulation. But in all narrowband
interference cases, a simple change of the repetition rate will resolve the FM IR-
UWRB transmission. Thus, the FM IR-UWB system can be considered to be robust
to narrowband interferers.
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5 Advanced Concepts

In this chapter concepts are described which can advance the UWB radar sensor
and the FM IR-UWB communications system. First a UWB antenna array is shown
which can confine the radiated impulse more narrowly into a specific direction and
also allows to control the radiated beam electronically. Then an impulse generator
targeting the European UWB mask is presented which can adopt the presented con-
cepts to a different spectral mask. Last a biphase modulator is described which can
be used for a user discrimination of radar sensors by applying a pulse amplitude
modulation with a biphase spreading sequence.

5.1 Electronically Beam-Steerable UWB Antenna Array

Antenna arrays are generally used to increase the directivity of a single antenna
element, thus concentrating the transmitted energy in a smaller main beam or re-
ducing signal perturbations in the receiver by suppressing interferences from unde-
sired observation angles. An additional advantage of an array is that the direction of
the antenna’s maximum radiation can be controlled by modifying the signal delay
for the individual antennas. If this is done electronically, the antenna beam can be
shifted without mechanical rotation of the antenna. In the framework of this project,
an antenna array can be used in both the radar sensor and the analog communication
system. In the FM IR-UWB communication system, the directive beam can focus
the radiation to the base station node, thus increasing the transmission distance. In
the radar sensor, the beam-steerable antenna array can be used to focus the radi-
ation beam to the object under scrutiny and can therefore be used to increase the
reflected and received impulse energy and decrease the influence of unwanted re-
flections from objects in close vicinity of the covered area. In case the object is not
located directly in front of the radar sensor, beam steering can be used to direct the
beam to the region where the largest determinable deviation occurs. This, however,
requires appropriate algorithms, which are out of scope of this study.

In the literature, promising UWB antennas (e.g. [62, 84—86]) and antenna arrays
(e.g. [87,88]) for the FCC-allocated UWB frequency range have been documented
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that fulfill the requirements of the UWB frequency band. The characterization of the
antenna arrays is mainly done using fullband frequency-domain characterization.
Mostly missing is a characterization using the targeted time-domain impulse shape,
which gives an illustrative insight into the use of antenna arrays for impulse-radio
purposes. While the advantages of beam steering have been frequently described,
only few actual concepts applicable to UWB technology have been published so
far. This is mainly due to the difficulty of generating a tunable ultra-wideband true-
time-delay element in the RF domain. One interesting beam-steering concept is
shown in [89]. In this concept broadband power dividers split the input signal to
four microstrip lines which are feeding the antenna array. A triangular perturber is
placed above these feeding lines. Bringing the perturber closer to the transmission
lines, the phase velocity on the four feeding lines is altered which results in a delay
of the containing signals. This concept works for all UWB signals, e.g. spread-
spectrum UWB as well as impulse-radio UWB, but requires mechanical parts and
a large control voltage for the piezoelectric perturber actuation. In the following
section an innovative concept is presented, which avoids the use of the mechanical
parts and applies a purely electronical beam steering.

5.1.1 Introduction to the Principle

The basic principle of an antenna array is to place individual antenna elements at
a certain spacing d side by side to each other, forming a one- or two-dimensional
arrangement. Doing so, the radiated impulses of each element will influence the ra-
diation behavior of the antenna arrangement compared to a single antenna element.
In this study the properties of a one-dimensional antenna array with four individual
antenna elements is investigated, but the principle can be transferred to a different
number of antenna elements or two-dimensional arrays.

A typical antenna array setting can be seen in Fig. 5.1. Impulses which are emitted
simultaneously by each of the four transmit antennas form an impulse front in the
direction 0°. The angle 0° is the angle of the constructive summation of the im-
pulses in the far field of the antennas resulting in a maximized merged radiation.
When a receiver is placed at an angle ©, there is a small time delay 7 between the
individual impulses arriving in the receiver. The summation of the impulses with
this delay results in a changed impulse shape with decreased amplitude summation.
The summation behavior versus investigation angle © of the receiver depends on
the radiated impulse shape applied. For the investigations in this section, each indi-
vidual antenna element radiates a fifth Gaussian derivative impulse with a o =51 ps;
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Figure 5.1: Illustration of an antenna array with two different receiver locations.

other impulse shapes can be investigated similarly. In order to set up a formula of
a general /V-element array, the gated sinusoidal impulse representation (2.5) of the
fifth Gaussian derivative is used. With this the array formula can be expressed by

{% . exp (_(H—”T)Q) sinw(t+n-m)|, 6.

202

N

~1
In (tv T) = Z
n=0
where 7 is the time difference of arrival of impulses emitted by neighboring antenna
elements, 0 =76.5 ps is the standard deviation' and w=27-f=27-7 GHz is the im-
pulse center frequency of the impulse fitting the FCC indoor mask. /N is the number
of antenna elements and 1.11/N is a normalizing factor to obtain a unity amplitude,
where the 1.11 is a calculated value of the factor A/(v/27 - o) from (2.5). Using
trigonometry and free-space propagation with ¢, as the speed of light, the time dif-
ference 7 between neighboring impulses with respect to the angle of investigation
O and the distance between the neighboring antenna elements d can be calculated

as
T=d/cy-sin(O) . (5.2)

The angular behavior is investigated in a time-domain ray simulation using (5.1),
(5.2) and N =4 omnidirectional antennas at an initial antenna spacing d=10cm.

'As discussed in Sec. 2.2, the value of the standard deviation o is different in the representation of
the impulse as a derivative of the Gaussian bell shape or a Gaussian-gated sinusoidal.
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Fig.5.2 (a) presents a three dimensional graph of the time-domain amplitudes of an
array with antenna spacing d=10cm versus receiver rotation angle © and time in
isometric view. Fig. 5.2 (b) shows the same plot but in top view with a gray-shading
of the amplitude in z-axis. It can be observed that a focusing of the radiated ampli-
tude takes place at the angle of 0°, while the shape broadens in time for different
angles.
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Figure 5.2: Simulation of the antenna array with four omnidirectional antenna ele-
ments at a spacing of d=10cm versus time and rotation angle © in (a)
isometric view and (b) top view.

For a better understanding, the impulses radiated by the individual antenna ele-
ments and the merged impulse shape are shown in Fig. 5.3 for receive antenna an-
gles ©=0°, 11°, 23° and 90°. While all individual impulses overlap constructively
at 0°, at 11° the impulses diminish each other substantially. At an angle © =23°
a partially increased amplitude summation of the impulses takes place, and at the
outermost angle © =90° the four individual impulses are clearly separated again.

The amplitude distribution versus rotation angle © is best assessed in a plot of the
maximum merged impulse amplitude, which can be seen in Fig. 5.4. The angular
location of the maxima and minima together with their corresponding amplitude
values can be investigated. This graphical representation can be used to compare
several antenna arrays. However, the merged impulse is processed differently in an
energy-detection receiver or a correlation-detection receiver because the shape of
the merged impulse plays an important role, too. As discussed in Sec. 2.3.2, an im-
pulse approaching an energy-detection receiver is squared and integrated, while in a
correlation receiver it is multiplied with a template impulse at an ideal time instance
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Figure 5.3: Examples of impulses at selected angles O of (a) the individual antenna

elements in the transmitter and (b) the merged impulse arriving at the

receiver.
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Figure 5.4: Comparison of signal amplitude versus rotation angle © using the max-
imum amplitude of the merged impulse, the signal at the output of an
energy-detection receiver and the signal at the output of a correlation-
detection receiver.

and integrated. Fig. 5.4 compares the calculated behavior of the output signal of the
two receiver types with the curve of the maximum amplitude versus rotation angle
©, as similarly described in [90]. All curves show a maximum at 0° and intermedi-
ate maxima and minima, which are similar to side lobes of a narrowband antenna
array. The side lobes appear approximately at the same angle instances for all three
curves. The main beam of the energy-detection receiver signal is slightly smaller
compared to the other curves, which is due to the squaring of the impulse in con-
trast to a multiplication with a constant template signal amplitude in the correlation
receiver. At the angles of £90°, the curves reach a plateau of -12 dB, which gathers
the energy of a single individual impulse only. Because the general angular behav-
ior of all three curves is very similar, in the following only the plot of the amplitude
distribution is shown.

By varying the distance d between the antenna elements, the width of the radiated
beam and the angular location of the side-lobe maxima and minima can be altered,
as shown in Fig.5.5. The corresponding angular 3dB width of the beam can be
calculated using (5.1) with N =4 antenna elements. Here, f,(¢, 7) = 1/1/2 must be
solved for 7, for which no closed-form solution exists. By iteration 7=15.16ps is
found for an array with four elements. This, together with (5.2), leads to the 3 dB
beamwidth ‘o

Os4p4 = 2 - arcsin <E . 15.16ps> , (5.3)
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Figure 5.5: Comparison of the amplitude maximum for different antenna distances
d in (a) complete and (b) partial view of the main beam.

where d is the distance between the antenna elements, ¢ is the speed of light and
the factor 2 is the extension to both sides. The angular position of the side lobe
minimum and maximum can be estimated in analogy to narrowband systems, using
the sinusoidal part of the Gaussian-gated sinusoidal representation (2.5) only. The
minimum appears approximately where the sinusoidals overlap at a phase differ-
ence of 180°; the maximum again at 360°, which is independent of the number of
antenna elements /N. The formation of the minimum and maximum for the array
with d =10 cm can again be investigated in the time-domain plots in Fig. 5.3. Using
the phase difference, the center frequency f and (5.2) the approximate angle of the
angular minimum ©,,,;,, and maximum ©,,,, can be calculated to

O,,in ~ arcsin <2i1—0f) : Oner & arcsin (dc_of> , 5.4

where ¢ is the speed of light, d is again the spatial difference between the antenna
elements and f is the sinusoidal center frequency of (5.2) (here: f =7 GHz). Despite
a good agreement, these formulas are estimations only, because precisely due to the
gating with the impulse envelope, the sine wave minima and maxima are slightly
shifted towards the envelope maximum. This results in a small overestimation of
the delay-time difference in (5.4), but this small error shall be neglected here.

For an electronic beam steering of the antenna beam, the impulse front introduced
in Fig. 5.1 must be changed in order to be perpendicular to the angle of the wanted
direction. This means that the impulses of the antenna elements must be delayed
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Figure 5.6: Beam steering applied for an array with d=4cm in (a) 3D top view and
(b) amplitude maximum versus rotation angle.

with respect to each other accordingly. This delay between the elements can again
be calculated by (5.2). A simulation example with an antenna spacing d =4 cm and
pointing at © =30° is plotted in Fig.5.6 (a) in a 3D top view and in Fig.5.6 (b)
in the amplitude distribution versus rotation angle. The angular shift of the main
beam is clearly evident, while the 3 dB beamwidth and the side lobe distribution
with respect to the main radiation angle remain unchanged in comparison to the
corresponding plot in Fig. 5.5. In the next section measurements are presented and
compared to the obtained simulations.

5.1.2 Measurements on a 4x1 Antenna Array

In order to measure and verify the time-domain performance of a four-antenna trans-
mit array, an arrangement is built using four Vivaldi antennas with mounted im-
pulse generator from Sec. 3.2.3. The four Vivaldi antennas are placed in a collinear
arrangement in the H-plane, as can be seen in Fig.5.7. In contrast to the beam-
steering concept using a broadband true time-delay in the RF domain, e.g. imple-
mented in [89], this study proposes an easier concept of beam steering for IR-UWB
systems, which uses four individually controllable signal sources for the triggering
of the applied impulse generators. The four signal sources are synchronized via the
built-in 10 MHz synchronization reference. The idea is to phase-shift the trigger
control signal in the low-frequency domain, which is much easier than providing a
broadband true-time delay in the RF domain. By changing the phase ¢y of the trig-
gering signal for each source NV, the individual time delay of each impulse can be
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Figure 5.7: UWB transmit antenna array. (a) Block diagram and (b) photograph.

controlled and thus different steering angles O can be chosen. To adjust the steering
angle, the phase of the triggering signal must be set according to

~ fe-d  360°
N Co N -1

YN -sin (©) (5.5)

where f. is the impulse repetition rate, d is the lateral distance between the antennas
and ¢ is the speed of light.

Antenna array on |, _ d=6m >l ;
rotary mount [* —| Oscilloscope
—\— UWB horn
" antenna
Signal
sources 10 MHz synchronisation reference
Anechoic chamber

Figure 5.8: Sketch of the antenna array measurement setup.

The current measurements are conducted in an anechoic chamber at a distance of
6 m between transmitter and receiver. A sketch of the arrangement can be seen in
Fig.5.8. At the receiving side, a UWB low-dispersive ridged-waveguide horn an-
tenna is connected to the UWB low-noise amplifier and a real-time oscilloscope.
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The 10 MHz synchronization reference is used for synchronization between the sig-
nal sources and to trigger the oscilloscope. The array is rotated from -90° to +90°
in steps of 1°, and the received time-domain impulse signal is stored for each phase
step.
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Figure 5.9: Single antenna element. (a) Measured transient amplitude and (b) am-
plitude distribution compared to the fitting function.

First a single antenna element is measured versus rotation angle ©. The plots of the
transient measurement in the H-plane are given in Fig.5.9. The curvature around
the time axis in Fig. 5.9 (a) is caused by a small mounting deviation from the center
axis on the rotation rack, but has no influence on the results. The angular behavior of
the single antenna element can be seen from the extracted amplitude in Fig. 5.9 (b).
The antenna is directive and has a beam width of 80°. To include the influence of
the directive antenna, the simulation model of the previous section is extended by a
fitting of the antenna directivity. A fitting of the directional amplitude shape versus
rotation angle O is done using

A©O) =0.5-(1+cos(1.714-9)) . (5.6)

The fitted directive amplitude distribution is compared to the measured curve in
Fig.5.9 (b). In the following graphs, the measurement using the antenna array is
compared to the omnidirectional simulation and the directive simulation using the
fitted amplitude distribution.

Two measurements of the antenna array in the H-plane with an element spacing
d=8cm can be seen in Fig.5.10. In the top row, no beam steering is applied,
whereas the bottom row illustrates a beam steered to -20°. To achieve this, the re-
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Figure 5.10: Array with d =8 cm and no beam steering (top row) and beam steering
to -20° (bottom row) in (a) measured 3D view and (b) comparison of
amplitude distribution between measurement, omnidirectional model
and directive model.

spective phase shifts are set for each trigger signal according to (5.5). The extracted
maximum amplitude distributions are shown in Figs. 5.10 (b) and are compared to
the amplitude distribution model of the omnidirectional and the directive single an-
tenna element. The fitting to the directive model is good; the antenna array measure-
ments with a spacing d =8 cm show a focusing of the 3 dB beam width within 8°.
The differences between measurement and model are due to slight misalignments
in spacing between the antenna elements, slight misalignments in parallel mounting
the antenna elements, slightly different lengths of the trigger-signal feeding cables
and a broadening of the impulse shapes resulting from the bandwidth limitation of
the antennas.
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Figure 5.11: Array with d =4 cm and no beam steering (top row) and beam steering
to 30° (bottom row) in (a) measured 3D view and (b) comparison of
amplitude distribution between measurement, omnidirectional model
and directive model.

For further measurements the antenna spacing is reduced to d =4 cm. The top row of
Fig.5.11 gives the measured results of no beam steering applied and in the bottom
row with a beam steering to 30°. The array with a spacing of d =4 cm shows a focus-
ing of the 3 dB beam width to 16°. A shift of the main lobe to 30° is clearly visible
in the bottom figures. The differences between the measurements and the simula-
tions are attributed to the above-mentioned reasons. The Vivaldi antenna array with
a distance of d=4cm and no applied beam steering constitutes an advantageous
trade-off by exploiting the small radiation beam width and the good suppression of
the side lobes. However, the side lobes reappear in case of an applied beam steering.
A decreased spacing of the antenna elements would suppress the side lobes more
strongly, but with the disadvantage of a wider antenna beam.
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5.2 Impulse Generator Targeting the ECC Mask

This section shows that an antenna array can be applied to increase the directivity of
a single antenna element for radiated UWB impulses. Simple ray modeling with the
presented equations is validated by measurements and is shown to predict experi-
mental results well. The concept is here shown only for a transmit antenna array, but
it can be adopted to a receiving antenna array in case a correlation receiver is used.
As shown, the antenna array can be implemented in both the UWB radar sensor for
breath-rate monitoring and in the FM IR-UWB transmission system.

5.2 Impulse Generator Targeting the ECC Mask

In order to make use of the spectral UWB mask allocated in Europe as introduced
in Sec.2.1 and [12], a UWB impulse generator with a changed impulse shape is
necessary. The first-ever implementation of an impulse generator IC is shown which
targets this allocation. The IC is designed and fabricated in the 0.8 pm SiGe HBT
semiconductor technology of Telefunken Semiconductors having transistors with
Fr! frnaz =80/ 90 GHz [48,49].

5.2.1 Circuit Concept and Simulations

The circuit idea is similar to the concept of the FCC-compliant impulse generator
introduced in Sec. 3.2.1, but the LC-resonance circuit used for pulse shaping is re-
placed by a multi-stage structure, due to the higher quality factor required for the
European UWB band. The circuit can be divided into four main function blocks,
as the simplified circuit schematic of Fig. 5.12 shows. The first two function blocks
contain two limiting amplifier stages and a spike-shaping circuit, similar to the FCC-
compliant impulse generator.

From the spike-shaping circuit, Gaussian-shaped spikes are fed into the function
block for impulse generation, in which a relaxation oscillation is induced in a triple-
circuit capacitively coupled bandpass filter. Three LC-resonator stages were found
to be necessary to reach the narrow ECC mask. The bandpass filter is designed to
have a center frequency in the middle of the ECC mask and a bandwidth to ensure
compliance with the mask. The resonating frequency needs to be the same in each
LC-resonator stage. Otherwise, a beat frequency between the resonators distorts the
time-domain output waveform and leads to ringing, which would enlarge the im-
pulse width. The individual inductance and capacitance values are adjusted, taking
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Limiting Amplifier (2 x)

Figure 5.12: Simplified circuit schematic of the impulse generator targeting the
ECC mask.

the reactances of source and load impedance into account. The last function block
consists of a buffer stage which is used to drive a 50 Ohm load.

- 10 [ Simulation - “FCC mask === |

ECC mask «seeeseeees

0 fomg g et

Amplitude /mV

Normalized PSD /dB

0 1 2 3 4 4 6

Time /ns Frequency /GHz
(@) (b)

Figure 5.13: Simulation results of the ECC impulse generator in (a) time and (b)
spectral domain.

Fig. 5.13 shows the simulation results for the ECC impulse generator in time and
frequency domain. The time extension is 1.1 ns (FWHM) and thus larger than the
0.8 ns predicted in the description of a theoretical impulse shape fitting the ECC
mask in Sec. 2.2.2. This enlargement is necessary due to the unsymmetrical rise and

fall time of the impulse. The simulated impulse emission fits into the ECC-allocated
UWB mask.
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5.2 Impulse Generator Targeting the ECC Mask
5.2.2 Measurement Results

The fabricated circuit is characterized by on-wafer measurements using a signal
source with a 200 MHz sinusoidal signal at the input of the IC to generate an unmod-
ulated impulse train with a 200 MHz repetition rate. Fig. 5.14 (a) gives the recorded
output waveform of a single impulse. The generated impulse has a peak to peak
amplitude of 32 mV and a time-domain extension of 0.83 ns (FWHM).
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Figure 5.14: Measurement results of the ECC impulse generator in (a) time and (b)
spectral domain.

In order to assess the frequency-domain behavior, a spectrum analyzer is connected
to the impulse generator output. Fig. 5.14 (b) shows the measured normalized power
spectral density (PSD) of the unmodulated 200 MHz impulse train in a 1 MHz res-
olution bandwidth. The maximum measured PSD is -44.2 dBm/MHz. The normal-
ized impulse is compared with the normalized European and FCC indoor masks.
This graph shows that the upper part of the impulse fits into the European mask
very well, while the lower part violates the mask at approximately -15 dB from the
maximum value.

This deviation from the simulation is most probably due to the coupling capaci-
tances between the LC-resonant stages. With a value of 55 fF, the capacitances are
close to the minimal-producible capacitance value of the semiconductor technol-
ogy. For these small values the simulation models can deviate significantly. In a
transmission system, this violation of the mask could be adjusted by a bandpass
filtering, which may be part of the transmit antenna. Compared to an impulse com-
pletely filling the ECC mask, the presented impulse shows an implementation loss
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Figure 5.16: (a) Comparison of on-chip and packaged time-domain impulse shape.
(b) Picture of the mounted IC.

of 4.4dB. The complete circuit has a power consumption of 58.6 mW and a chip
size of 480 x 880 um?. A micrograph of the fabricated IC can be seen in Fig.5.15. A
package for the ECC impulse generator similar to the package of the FCC impulse
generator is built with the IC glued chip-on-board onto the substrate and voltage
regulators providing the DC supply. The performance comparison in Fig.5.16 (a)
shows no significant changes. A photograph of the package can be seen in Fig. 5.16

(b).

5.2.3 Modeling the Impulse Shape
For system simulations using the presented impulse shape, an equation-based mod-

eling of the transient waveform is necessary. Similar to the discussion in Sec.2.2.2,
an envelope-gated sinusoidal modelling can be used. Here, an envelope consisting
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5.2 Impulse Generator Targeting the ECC Mask

of the summation of two Gaussian-shaped functions is suggested, which accounts
for the unsymmetrical rise and fall time of the impulse. The function reads as

f(t) = (al e (b)) g, e_((t_bQ)/‘”)Q) sin(2rf - (t+71/f)), (5.7)

where the coefficients a2, by /2 and ¢/, are defining amplitude, position and width
of each of the two Gaussian functions, f is the center frequency of the impulse
and 7 defines the phase alignment in the sinusoidal part. Tab. 5.1 provides the fitted
coefficients for the normalized simulated and measured impulse. Fig. 5.17 (a) shows
a comparison of the modeled with the measured curve, Fig.5.17 (b) presents the
modeled curve with the two Gaussian functions and the envelope function.
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Envelope —-—--- Gaussian 2 —— |

Norm. Amplitude
Norm. Amplitude

0 0.5 1 15 2 2.5
Time /ns Time /ns

(a) (b)
Figure 5.17: (a) Comparison of normalized measured and fitted time-domain output

waveform. (b) Fitted waveform together with the envelope functions
and the two Gaussian functions used to build the envelope function.

Table 5.1: Fitted coefficients for the modeled functions

a; | by/ms | ci/ms| ay | by/ms | co/ns | f/IGHz | T

Simulation 0.57 | 0.85 | 037 | 0.66 | 1.28 K 055 | 735 | 1.86

Measurement | 0.5 | 0.85 | 0.29 | 0.66 | 1.15 0.5 7.12 0.12
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5.3 Biphase Impulse Modulator Circuit

In order to allow multiple UWB radar sensors to operate in the vicinity of each
other, one possibility for a proper separation is to use different repetition frequencies
fe in the two sensors. Another possibility is to modulate the transmitted impulse
train with a spreading sequence. For example, the impulses could be spread and
despread by a biphase modulation scheme using the impulse itself on the one hand
and its inverted replica on the other. A user separation between two sensors could
be achieved by using two different spreading sequences, which must be orthogonal
to each other for unique recovery [27]. By applying the correct spreading sequence,
the signal can be recovered in the desired receiver, while the signal is canceled in the
other receivers in which a different spreading sequence is applied. The use of such
a scheme 1is, for example, proposed in [26] for a communication system, but the
scheme would work for the UWB radar sensor in a similar way. Usually a biphase
modulation feature is not implemented in current impulse generators. One of the
few implementations can be seen in [91], where differential impulse generation and
a cross-coupled switch matrix is used. In this study, a single-ended UWB biphase
modulator in a separate circuit is developed, which is compatible with the FCC and
ECC impulse generators presented before. The circuit is designed and fabricated
in the 0.8 um SiGe HBT semiconductor technology of Telefunken Semiconductors
[48,49].

5.3.1 Circuit Concept

The fundamental operation of the modulator circuit is similar to a multiplication of
the high-frequency impulse with a positive or negative switching signal. A multi-
plication of the impulse with a positive switching signal results in a non-inverted
output impulse, and the multiplication with a negative switching signal inverts the
impulse. Fig.5.18 shows a simplified circuit schematic of the biphase modulator
providing this operation.

At its core, a four-quadrant multiplier based on a double-balanced Gilbert cell topol-
ogy is chosen. The upper four transistors (transistor quad) of the Gilbert cell (T,
Ty, T3 and Ty) are optimized as signal switches. The switching signal activates ei-
ther transistors Ty, T4 or T, T5. If in one switching state e.g. T is off, the current
flowing through R; passes through T's. This ensures that the current flow is not in-
terrupted and the voltage level does not rise up to the supply voltage level, distorting
the correct operation. For this reason, a double-balanced topology is necessary and
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Converter . Switching ... Gilbert-Cell Multiplier __Balun

Figure 5.18: Simplified schematic of the UWB biphase modulator circuit.

cannot be reduced to only half of the circuit. When operated in one of the switching
states, the Gilbert cell core circuit is regarded as a differential cascode stage. The
lower two transistors (transistor pair) of the Gilbert cell (‘T5 and Ts) are optimized
for high linearity and wide bandwidth by applying feedback with the resistances
R3 and R, and the peaking capacitance C;. A transfer gain of one between input
and output is targeted. Since the Gilbert-cell is a fully differential circuit, all input
signals need to be converted from single-ended to differential and the output signal
needs to be converted back. The single-ended impulse signals at the RF input of the
modulator circuit are converted to differential signals by an unbalanced-to-balanced
converter. The converter topology applied in this circuit uses the non-inverting be-
havior of transistor Ty in common-base configuration and the inverting behavior of
T in common-emitter configuration. A big advantage of this topology is that the
input matching can be easily adjusted by R;; and R,». The differential output signal
is converted to single-ended using a balanced-to-unbalanced converter (balun) with
transistors T';; and T4y in a push-pull configuration. R;7 and Cy improve linearity
and gain balance between the two inputs.

In order to also allow the switching operation with a single-ended input signal,
a conversion from single-ended to differential is performed by a threshold-switch
circuit. Changing the voltage level of the input voltage divider, which is formed by
resistances Rs, Rg and transistor T; on one side and R4, R7 and Tg on the other
side, forces a change of the current flow through the transistors and generates the
differential switching voltage for the Gilbert cell. The input switching signal (Sw)
is adjusted to be 0 V for the low and 2 V for the high switching state.
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Figure 5.19: Measured S-parameter performance of the biphase modulator in both
switching states in (a) S-parameter magnitude and (b) phase and ex-
tracted group delay of the transmissions.

5.3.2 Measurement Results

The IC is characterized by several on-wafer measurements. The measured S-param-
eter performance is shown in Fig. 5.19 (a). The curves are very similar for low and
high switching states. The measured gain (S9;) is around -2 dB within a variation
of +1 dB. The measured input (51;) and output (S22) matching coefficients remain
below -12dB and -18 dB respectively within the complete FCC UWB frequency
range. The measured reverse isolation (S2) is below -40 dB between 3.1-10.6 GHz.
Fig.5.19 (b) shows the measured phase of the transmission coefficient (¢o;). The
change in phase of 180° between the two switching states is maintained over the full
UWB bandwidth. Fig.5.19 (b) also gives the extracted group delay of the circuit.
The small group delay variation of below 6 ps in the complete UWB frequency
range, together with the small gain variation, promises only minor distortions to the
incoming UWB impulse.

In order to prove this in time domain, a UWB impulse is applied to the input of
the modulator and the output waveform is measured with an equivalent-time sam-
pling oscilloscope. The impulse used is generated by the FCC-compliant impulse
generator presented in Sec.3.2.1. Fig.5.20 (a) shows the time-domain output of
the modulator in the two switching states, and by way of comparison, the impulse
when connecting a through instead of the modulator is shown. This illustrates that
the biphase switching clearly takes place and that both impulses are only a scaled
version of the through-connected impulse, but that the impulse shapes remain un-
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Figure 5.20: Time-domain evaluation of the biphase modulator IC. (a) Comparison

of impulse shapes between the input signal and the output signals in
both switching states and (b) impulse train of an applied modulation.

changed. Fig. 5.20 (b) shows the measurement of a modulated impulse sequence at a
repetition rate of 200 MHz, together with the return-to-zero coded trigger signal and
the modulating data signal. The distortions due to switching remain below -25 dB
and will decrease further when using a switching signal with a lower slew rate.

The linearity performance of the biphase modulator is determined by applying a
sinusoidal stimulus to the circuit at different frequencies and varying input power.
Losses of the cables and probes were carefully determined and are compensated

ICP /dBm
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(a) Linearity measurement of both switching states. (b) Micrograph of

the fabricated IC.
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during the measurement. Fig. 5.21 (a) plots the -1 dB input compression point ver-
sus frequency. The input compression point (ICP) stays above 1 dBm over the com-
plete UWB frequency range and for both switching states. As done for the LNA
in Sec.4.2.1, Fig. 5.21 (a) presents the peak-to-peak input voltage amplitude corre-
sponding to the sinusoidal input signal at 50 Ohm on the right ordinate. The circuit
can handle input voltages larger than 650 mV,,,.

The circuit has a DC consumption of 31.4mA at a 3.2V bias in both switching
states. The IC has an overall size of 510 x 490 um?. A micrograph of the circuit can
be seen in Fig.5.21 (b). As this performance shows, the circuit is very well suited
to be used for a spreading and despreading operation in the UWB radar system.
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6 Conclusion

In this thesis, the potential of an impulse-radio ultra-wideband radar sensor, real-
ized with a chipset in a low-cost SiGe HBT semiconductor production technol-
ogy together with commercial circuitry, has been demonstrated. With the hardware
demonstrator presented, three different movement determination methods, i.e. un-
dersampling reception, correlation-slope detection and sweeping-impulse correla-
tion, have been compared and their advantages and disadvantages presented. By
way of measurements, a movement determination in the millimeter down to the
submillimeter range has been proven, and examples of breathing patterns of male
adults and a seven-week-old infant have been shown successfully.

For a distribution of analog signals, i.e. speech, music or medical sensor informa-
tion (such as body temperature or blood oxygen saturation), an innovative analog
transmission scheme using UWB impulses has been presented. The transmission
of analog information can be achieved by a continuous frequency modulation of
the impulse train. Detailed measurements on a simple FM IR-UWB demonstrator
have been shown, proving the modulation concept and showing the robustness of
the modulation scheme to inband interferers, multi-user disturbance and multipath
effects. The simple system concept is able to make use of commercially available
and therefore cheap circuit components and requires only a small number of special
UWRB circuits. Accordingly, the system presented offers the opportunity for a fast
commercial occupation of the UWB frequency band that is so far nearly unused.

Advancements to both concepts presented have been shown in three examples. First,
the use of a UWB antenna array has been presented which applies a novel con-
cept for a purely electronical beam steering. In order to make use of the spectral
UWB masks in Europe, an impulse generator has been proposed which targets the
ECC UWRB regulation. For the IR-UWB radar sensor, a biphase modulator circuit
has been presented which could be used for a multi-user separation by applying a
biphase spreading sequence to the transmitted impulse train and a corresponding
despreading in the receiver. The circuits have been qualified for UWB operation by
detailed characterizations.
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6 Conclusion

Further improvements can be envisioned in all building blocks of the presented sys-
tem. For example, impulse generators producing an increased impulse amplitude
could allow to span a larger distance for both the IR-UWB radar sensor and the FM
IR-UWB communication system. The mask-conformity could be maintained for the
increased impulse amplitude by a lower impulse repetition rate. For battery-supplied
devices, the power-saving potential of the IR-UWB system principle could be ex-
ploited, bringing the circuits to idle-state when no impulse signal is present. For the
IR-UWB radar, refined object determination methods could be developed, which
could increase the object recognition in a strong multipath environment or with a
small radar cross-section of the object, or could perform a multi-object discrimi-
nation. With a second receive antenna, a two-dimensional tracking could become
possible. A very obvious bottleneck of the simple FM IR-UWB demonstrator pre-
sented is the rectifying Schottky diode, where a significant amount of the signal is
not rectified and therefore lost to the system. A refined architecture could improve
this system. The stereo and radio data system (RDS) capabilities of the classical FM
radio could be used directly with the FM IR-UWB architecture, allowing to transmit
a digital and two analog information signals with the same hardware arrangement.

All in all IR-UWB technology remains a very interesting candidate for new trans-
mission and sensing architectures. It is to be hoped that in the future IR-UWB will
attract the interest it deserves and take its due place in the medley of modern radio
systems.
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A UWB Spectral Allocations

A.1 United States FCC Regulation

Table A.1: Average EIRP emission limits of the U.S. FCC UWB masks [6, 10]

Frequency range | Indoor applications | Outdoor applications
(GHz) (dBm/MHz) (dBm/MHz)
<0.96 -41.3 -41.3
0.96-1.61 -75.3 -75.3
1.61-1.99 -53.3 -63.3
1.99-3.10 -51.3 -61.3
3.10-10.6 -41.3 -41.3

>10.6 -51.3 -61.3

Maximum allowed peak emissions level is 0 dBm EIRP, contained in a 50 MHz
bandwidth and centered on the frequency at which the highest radiated emission
occurs.
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A.2 European ECC Regulation

Table A.2: Maximum allowed EIRP densities of the European ECC UWB mask

[12,14]
Frequency range Maximum mean Maximum peak
EIRP density EIRP density

(GHz) (dBm/MHz) (dBm/50 MHz)
<1.6 -90 -50
1.6-3.8 -85 -45
3.8—4.2 =75 -30

4.2-48 70 (-41.3) ¢ 330 (0)*

4.8-6.0 -70 -30
6.0-8.5 -41.3 0
8.5-10.6 -65 -25
>10.6 -85 -45

(* Allowed in case mitigation techniques are applied)
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B Abbreviations and Symbols

Abbreviations

ADC Analog-to-Digital Converter

AWGN Additive White Gaussian Noise

BPSK Binary Phase Shift Keying

Cascode Cascaded Anodes

CEPT European Conference of Postal and
Telecommunications Administrations

CNR Carrier-to-Noise Ratio

CwW Continuous Wave

DARPA U.S. Defense Advanced Research Projects Agency

DDS Direct Digital Synthesizer

DFG German Research Foundation (Deutsche Forschungsgemeinschaft)

ECC Electronic Communication Commission

EIRP Effective Isotropic Radiated Power

ETSI European Telecommunications Standards Institute

FCC Federal Communications Commission

FM Frequency Modulation

FWHM Full-Width at Half-Maximum

GPIB General Purpose Interface Bus

GPS Global Positioning System

GSM Global System for Mobile Communications

HBT Heterojunction Bipolar Transistor

IC Integrated Circuit

ICP Input-referred 1 dB Compression Point

IR Impulse-Radio

IR-UWB Impulse-Radio Ultra-Wideband

LNA Low-Noise Amplifier

LP Low-Pass

MMIC Microwave Monolithic Integrated Circuit

OFDM Orthogonal Frequency Division Multiplex
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B Abbreviations and Symbols

OOK
OSD
PAM
PPM
PSD
RADAR
RDS

RF
RMS
SFDR
SiGe
SMD
SNR
UKoLoS

UMTS
UWB

Symbols

ACF,
Bru,n
Btot

By
CCF,,
Co

Af
Afe
AT,

dmax
dmin,pp

€reff
€0

fmaa:

fs,max
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On-Off-Keying (Modulation)

Office of the Secretary of Defense
Pulse-Amplitude Modulation

Pulse-Position Modulation

Power Spectral Density

Radio Detection and Ranging

Radio Data System

Radio Frequency

Root-Mean-Square

Spurious-Free Dynamic Range

Silicon Germanium (Semiconductor material)
Surface-Mount Device

Signal-to-Noise Ratio
Ultrabreitband-Funktechniken fiir Kommunikation,
Lokalisierung und Sensorik

Universal Mobile Telecommunications System
Ultra-Wideband

Autocorrelation function of function s
Modified Carson bandwidth

Total bandwidth of a UWB signal (= (fz — f1))
Fractional bandwidth of a UWB signal
Cross-correlation function of functions s and g
Speed of light (= 3- 10% m/s)

Difference frequency of repetition rate signals
FM deviation

Group delay variation

Maximum distance of sensing

Point-to-point spatial resolution

Effective relative dielectric constant

Dielectric constant (= 8.854-107'? F/m)
Frequency

Highest observation frequency

FM rate (highest appearing FM information frequency)



FM information signal

Repetition rate of an UWB impulse signal/ FM carrier signal
Upper -10dB corner frequency of a UWB signal
Lower -10dB corner frequency of a UWB signal
Reflection coefficient

Vacuum permeability (= 47107 H/m)

Standard deviation of a Gaussian bell shape
Time shift

Repetition interval of an impulse train

Sampling time

Antenna observation angle

Characteristic impedance of material x
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