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Preface

This thesis - titled Superresolution Microscopy and Spectroscopy of Single Defect Cen-
ters in Diamond - explores precise localization techniques at the nanoscale, of Nitrogen-
vacancy (NV) centers in diamond. Accurate localization of NV centers is of great current
relevance since shallow NV centers (< 10 nm) are today being used for nanoscale mag-
netic sensing, coupling to photonic/plasmonic devices as well as building quantum pro-
cessors. Consequently, the challenges of knowing the exact positions of these emitters,
both the position in relation to other NV centers as well as the precise determination of
the depth below the surface of the diamond, is important.
This manuscript will address the problem by three different types of experiments. First,
non-linear imaging by using ground state depletion microscopy (GSD) has been used to
characterize the precise positioning of custom-created NV centers. By this method, it
was possible to optically resolve the position of different emitters, that were located in a
single diffraction limited spot. Such close NV centers separated from each other by less
than 50 nm show strong dipole-dipole coupling and are promising candidates to build
a quantum information processor. Thus, precise localization is one important step for
further advances.
The second experiment dealt with accurate determination of the depth of NV cen-
ters in diamond by an adaption of fluorescence imaging with one nanometer accuracy
(FIONA). Recently, techniques involving etching of the diamond or magnetic resonance
force microscopy (MRFM) have been developed to determine the depth, however these
techniques are either destructive or require a combined MRFM and confocal microscope.
Here we demonstrate that the same sensitivity can be achieved by purely optical meth-
ods. The results are promising for e.g. fast investigation of implantation processes as
well as precise imaging along the optical axis, that could provide additional information
in the sensing of single molecules. In addition we exactly characterize the optical aber-
rations for imaging in diamond which is of interest to those performing super-resolution
microscopy with diamond defects.
However, it may be convenient to be not solely limited to optical imaging for localization.
Especially, if one wants to exploit the sensitivity of the NV to environmental conditions
or to use them as sensors e.g. for electric and magnetic fields. Therefore localization
and sensitivity are closely intertwined. This is addressed in our third experiment, that
combines determination of depth with the ability to measure small amounts of spins in
a liquid outside the diamond. We show the design and construction of a microfluidic
channel, that was cut directly in the diamond. The characterization of implanted NV
centers confirms the shallow depth of the defects by a simultaneous demonstration of
the capability to detect less than 100 randomly fluctuating spins in the environment.
The results are a promising foundation for further investigation and can be regarded as
a novel application to spin sensing in liquids by single NV centers.
In all, the presented thesis enhances the scope of known localization techniques as well
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Preface

as the application of single NV centers to sensing experiments. Some of the results, like
the purely optical determination of depths, are not limited to defects in diamond, but
principally are transferable to all tasks of relative localization problems along the opti-
cal axis. Other gained insights, especially the discussion of magnetic sensing in liquids,
will allow a direct continuation by a variety of different measurements, that combine
microfluidic experiments with the sensitivity of single NV centers.

Looking Beyond
A basic trait of mankind seems to be its never-ending quest for knowledge. Over the
centuries, the homo sapiens (lat. ’wise man’) has gained quite an impressive insight
into the mechanisms that underlie the processes of the universe (to be more specific: of
our little corner in space-time in which we can perform experiments and observations).
A first fundamental prerequisite to gain this level of insight is man’s ability to think
in abstract systems and to perform gedankenexperiments. A second is the adaptation
of this natural philosophy to the real world in conducting experiments and testing the
theories. This is where science begins, most of the time hand in hand with advances in
engineering to provide proper test facilities.
Naturally, the limit of our understanding of nature was always defined by the access
of information one could get from the outside world. Since most of this information
is related to one’s visual perception, the ability to enhance one’s limited sight plays a
major role in this progress. A technical revolution started around the year 1600 when
the Dutch developed techniques for precise grinding and polishing of glass lenses. This
led to the invention of the first complex optical instruments, namely the telescope and
the microscope. In the course of years the apparatuses for magnifying small structures
became more and more refined and helped scientists and engineers from various disci-
plines to work on systems that could hardly be seen with the naked eye. Finally, the
theoretical foundations of microscopy were laid down by Ernst Abbe in 1873 [1]. His
famous resolution limit stated that the resolvable distance of two nearby points was
defined by the wavelength of light and the aperture of the microscope. Thus, the achiev-
able resolution for visible light cannot be smaller than about 200 nm.
This value was believed to be the absolute limit in optical microscopy for around a cen-
tury. The first theoretical challenge to this barrier was proposed in 1971 by the method
of 4π-microscopy in which a holographic imaging in all spatial directions was suggested
[2] [3]. Stefan Hell was the one to realize such a microscope by using two opposing
objectives in 1994 [4] [5]. In the same year Hell suggested an even more sophisticated
technique: stimulated-emission-depletion microscopy (STED) [6]. This technique uses a
nonlinear saturation process of a fluorescent emitter to squeeze the effective point spread
function (PSF) of the microscope depending on the power of the excitation beam. The
experimental proof followed in 1999 [7]. Due to its widespread application in localization
[8] [9] [10], especially of biomolecules [11] [12] [13], Stefan Hell was awarded the Nobel
prize in 2014 for this achievement. A similar though slightly different method as STED
is ground state depletion microscopy (GSD), which was developed at the same time [14]
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[15] [16]. Both methods are able to achieve a resolution of about 10 nm.
Since the first accomplishments in breaking the diffraction limit have been achieved,
there has been a rapid progress in the development of other techniques that are able
to perform superresolution imaging. Most of these methods rely on knowledge about
physical properties of the imaged object, e.g. the method of photoactivated localization
microscopy (PALM) [17] [18] or stochastic optical reconstruction microscopy (STORM)
[19] [20], which use controlled switching of fluorescent markers.
However, there is a second approach to overcome the diffraction limit: fluorescence
imaging with one nanometer accuracy (FIONA) [21]. Here, the position of the emitter
is assumed to be at the maximum of the point spread function (PSF) of an isolated
emitter. Typically the PSF is approximated as a Gaussian intensity profile and will
be fitted to the measured image data [22] [23]. Consequently the number of collected
photons determines the precision of the localization and can be much better than the
diffraction limited spot size given by the full width half maximum of the PSF [24].
FIONA has been mainly used to increase the lateral resolution in the object plane by
the use of widefield microscopy with charge-coupled-device (CCD) detectors [25] [26].
Since three dimensional tracking of particles is of great interest in many applications,
different techniques based on the FIONA principle have been developed in recent years,
e.g. confocal imaging with an achieved precision of 50 nm [27]. Even better results can
be accomplished by other techniques like the application of special formed PSF with a
precision of 20 nm [28] or defocused imaging with a resolution down to 5 nm [29]. In this
thesis, such an approach is presented to localize single Nitrogen-Vacancy (NV) centers
below a diamond surface with nanometer accuracy. Due to the high photostability of
these emitters and the stable positioning, their depth could be determined down to an
accuracy of 2.6 nm [30].

Applied Quantum World
The further we push the resolution of objects towards the atomic scale, the more apparent
becomes their underlying trait: nature is quantized and non-classical, and these effects
even emerge on the scale of large organic molecules [31] [32]. Since the rise of quantum
theory in the early 20th century [33] [34] [35] [36] [37], its theoretical predictions and
experimental confirmations have advanced in a triumphal procession to revolutionize our
understanding of nature [38] [39]. Nowadays, access to the quantum world is as easy as
it gets: one of the many defects in diamond, the Nitrogen-vacancy center (NV) proves to
be an ideal candidate to study numerous quantum effects, even under standard ambient
conditions [40] [41].
The NV center can be described as an atom-like system that is trapped in the diamond
lattice. Due to its high fluorescence stability it can be used as a fluorescent marker
in nanodiamonds [42] [43] as well as a single photon source [44] [45]. One of its most
interesting features however is the spin-dependent fluorescence intensity of the negatively
charged state of the NV (the NV− state). The two different spin configurations of its
unbound electron pair (parallel spin or anti-parallel spin) show a contrast in fluorescence
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intensity of about 30%. This allows a purely optical readout of the spin state [46], that
in addition can easily be initialized in the ground state altogether with long coherence
times up to milliseconds [47] [48]. Thus the NV center is an ideal system to test protocols
for quantum information processing (QIP) [49] and lay a foundation to the development
of a solid-state quantum computer [50] [51]. As an example it is possible to couple the
electron spin to the nuclear spin of the Nitrogen or a nearby 13C atom in the diamond
to create quantum logical gates [52]. Besides experiments with a quantum register of
coupled NV centers that show promising coherence and readout fidelities have also been
performed [53] [54]. Another interesting application is the proof of the non-classical
behavior of quantum theory. This has been shown by experiments that confirm the
violation of the Bell inequality [55].
Moreover, the energy splitting in the ground state proves to be very sensitive to its
environment. Experiments have shown that the NV center can be used as a sensor
for magnetic [56] [57] [58] [59] and electric fields [60], external spins [61] [62] [63] [64],
temperature [65] [66] [67] and pressure [68]. Recent applications of NV centers include
experiments in nanodiamonds to measure fields in biological samples like cells [69], highly
efficient fluorescence resonance energy transfer (FRET) sensing to investigate optically
active molecules [70] [71] or the combination of atomic force microscopy and magnetic
resonance imaging to be applied in magnetic resonance force microscopy (MRFM) [72]
[73] [74] [75]. Parts of this thesis will cover experiments that use single NV centers as a
probe to measure magnetic fields created by external spins outside the diamond.
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Thesis Outline
As mentioned in the beginning, this thesis deals with the application of single Nitrogen-
vacancy centers to precise localization techniques in microscopy and magnetic sensing of
single spins in liquids. Therefore, chapter 1 will give an introduction to imaging theory
and recent methods of superresolution microscopy. After that, basic properties of the
Nitrogen-vacancy center will be described, as well as its applications to measurements
of magnetic fields and external spins outside the diamond (chapter 2).
The experimental part of this work presents a description of the configurations of the
setup for the performed experiments in chapter 3. This is followed by a detailed dis-
cussion about the measurements and the results. Chapter 4 will present superresolution
measurements on NV centers by GSD microscopy. With this nonlinear imaging tech-
nique, a resolution below 20 nm in the plane perpendicular to the optical axis have been
achieved. In fact, we were able to resolve a pair of two NV centers as close as 14 nm The
main work of this thesis consists of a second type of experiment. Fluorescence imag-
ing with one-nanometer accuracy (FIONA) was applied and adapted, to determine the
depth of implanted NV centers as described in chapter 5. The results can be found in
chapter 6, where we report an achieved accuracy of about 2.6 nm along the optical axis
for shallow emitters. Additionally, it was shown that the shift of a focal point in a high
refractive index material is dependent on its distance to the surface. For this issue a
theoretical model was calculated that matches the behavior of our experimental results.
The last type of performed experiments uses shallow implanted single NV centers to
combine the determination of depth to their sensitivity of external spins. This was done
by measuring the effect of single spins in liquids near the surface of the diamond on the
coherence times of NV centers (chapter 7). Hence, we show the realization of a microflu-
idic chamber and prove a sensitivity of the NV centers to a small number (< 100) of
external spins.
The main results of the depth localization experiments have been published in [30].
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1 Optical Imaging and
Resolution

This chapter covers the basic concepts of optical imaging and resolution. After a gen-
eral introduction on imaging there will be a discussion about resolution and methods
to improve the technical limits of optical microscopes. The emphasis of the following
sections will be a description of the superresolution microscopy techniques of ground
state depletion (GSD) and fluorescence imaging with one-nanometer accuracy (FIONA)
that have been used in the experimental part of this thesis.

1.1 Fundamentals of Optical Imaging and
Microscopy

This first section deals with the basic concepts that underlie the formation of an optical
image in the far-field and the consequences for far-field-microscopy. Starting from a
general point of view it will present the idea of imaging and resolution in microscopy.
For a more detailed portrayal of imaging than given in this thesis the author recommends
the Handbook of Optical Systems (Vol.1-3) [76] [77] [78], that provides one of the largest
scopes on this topic of all textbook series.

1.1.1 Optical Far-Field-Imaging
In a general (mathematical) sense an image is the result of projecting one space (called
the object space) onto a second space (called the image space) by a transfer function. In
physics the object space is typically represented by the properties of interest of a system
one wants to measure. The measurement then has to proceed as follows: i) The system
interacts with a calibrated probe. ii) Due to this interaction physical properties of the
probe will be altered and iii) this change can be measured by a detector which represents
the image space.
This description occurs in optical imaging and is illustrated in figure 1.1. Here light
represents the probe that interacts with structures of an object. To be more precise the
visible light interacts with the electrons in the atomic shells of the molecules respectively
the atoms. Depending on the properties of the object and the light a variety of processes
can take place, e.g. scattering, diffraction, absorption or fluorescence - to name a few
effects. The light waves propagating from the object contain information about both
geometrical structure and energetic properties of the object. An imaging system then
guides the light (typically using an assembly of lenses and apertures) to the image plane,
where a detector converts the light into a measurable quantity (e.g. the blackness of a
photographic film or the count of photons measured by an avalanche photodiode (APD)).
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1 Optical Imaging and Resolution

Figure 1.1: General imaging and optical imaging. (a) Information about an object
is mapped onto an image by a transfer function. The red squares represent
the fraction of the object’s properties that can be measured. The amount
of information gained in one single measurement is both limited by tech-
nical reasons (the transfer function) as well as by natural boundaries like
Heisenberg’s principle of uncertainty. (b) In case of an optical image, light
interacts with the sample. Part of the collected light is then guided to a
detector where the image is stored, typically in a two-dimensional pattern.
Depending on the experiment this can contain spatial information as well as
energetic properties of the object.

Now this consideration will be specifically applied to optical imaging in the far-field.
Here the distances between the object, the imaging system and the image plane are
much larger than the wavelengths of visible light. In diffraction theory this configuration
is referred to as the Fraunhofer approximation. The fundamental approximation in the
far-field is the description of these waves as planar waves that are given by a form of
∼ ei(ωt−~k·~x). As stated above the spatial information is contained in all light propagating
from the object. Note that this spatial information I (~x) is transformed into a function
of the direction of the propagating light Ĩ

(
~k
)
. This can be referred to the Fraunhofer

diffraction pattern, that mathematically is defined as a Fourier transformation from real
space to the spatial frequency domain of the structure of the object.
This is important for the description of the imaging process as shown in figure 1.2. An
optical system e.g. a lens will collect all light within its aperture diameter and focus the
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1.1 Fundamentals of Optical Imaging and Microscopy

single waves to another image. On the assumption that the optical system just redirects
every single wave the resulting image will be a superposition of all these waves. For an
ideal lens all wavefronts with the same vector ~k will be directed to a certain point in the
back focal plane wherefrom every single ray propagates on to the image plane. In an
ideal case all light from one point of the object plane will finally reunify in one point in
the image plane.

Figure 1.2: Fourier transformation of a light signal by lenses into an image
plane. The information of the spatial frequency of the lattice is stored in
the propagation direction α of the diffraction maximums. A lens projects
the image of the Fraunhofer diffraction pattern from infinity to its back focal
plane. The emerging light reunifies in the image plane. Since both operations
are given by two serial Fourier transformations the image will occur upside
down. In case of too small distances of the lattice the spatial frequencies will
be related to angles too high to be imaged properly by the imaging system.

The position of the image plane is given by the well-known image formation equation

1
g

+ 1
b

= 1
f

(1.1)

where g (resp. b) represents the distance from the object plane (resp. image plane) to
the principal plane of the optical system and f denotes the focal length. Furthermore,
the formation of the image can be calculated by two Fourier transformations in a row
of the object’s spatial information. Therefore, the reconstructed image Iimage (~x) will
emerge from the the diffraction pattern Ĩ

(
~k
)

as follows:

Iimage (~x) = 1√
2π

∞∫
−∞

Ĩ
(
~k
)
· e−i~k·~xd~x . (1.2)
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1 Optical Imaging and Resolution

Note that this equation only holds in the case of an ideal measurement where the optical
system is able to detect an unlimited range of spatial frequencies without any losses. In
reality limitations of the system will lead to a loss of information and decrease the quality
of the image. The next two sections will discuss these effects.

1.1.2 The Resolution Limit
Following the deliberations in the previous chapter, one consequently arrives at Abbe’s
conclusion for the resolution limit. At first, since the information is stored in the diffrac-
tion pattern, we know the imaged structure can not be much smaller than the wave-
length. Second, small patterns in real space are related to high spatial frequencies. In
case of our microscope that refers to a large angle of the propagating wavefront to the
optical axis. Thus the entrance pupil of the microscope has to be large enough. Combin-
ing these two limiting constraints one arrives at Abbe’s formula for a resolvable distance
d [1]:

d = λ

2 ·NA . (1.3)

Here, λ represents the wavelength of the light and NA = n · sinα denotes the numerical
aperture of the microscope that is given by the refractive index n of the material between
objective and focal spot and the half aperture angle α of the objective. Note that this
is the most famous form of the equation that holds for the case of the same NA for the
illumination system and the objective. For other circumstances the factor of 1

2 will have
to be slightly modified.
An important application of Abbe’s resolution principle is the so called Rayleigh criterion
(see figure 1.3) [79]. Here the illumination is neglected and one considers the image of a
self-illuminated spot respectively the distinction between two spots that are positioned
close to each other. For each spot the intensity I(r) of the diffraction pattern in a
distance r to the optical axis is given by

I(r) ∼
(
J1 (2πr)
πr

)2

(1.4)

where J1 is the first-order Bessel function. If the distance d between the maximums of
both single diffraction patterns is larger than the distance between one maximum and
the first null of the Bessel function then the two spots are defined as being resolvable,
and they are separated at a contrast of about 74%. That relates to an resolution of

d = 0.61 · λ
NA

(1.5)

in the focal plane and
dz = 2λ · n

NA2 (1.6)

along the optical axis [80]. As can be seen in figure 1.3, the crucial factor to determine the
resolution is the width of the distribution of imaged light of an illuminated point. This
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1.1 Fundamentals of Optical Imaging and Microscopy

Figure 1.3: The Rayleigh criterion. Two nearby self-illuminated points can be dis-
tinguished if the contrast between the two maximums of the point spread
functions (blue and green) is high enough. Here the total intensity pattern
(red) shows a dip that drops below 74% of the maximum. According to Lord
Rayleigh’s suggestion to define the points to be resolved in case the distance
of one maximum to the other (purple) is larger than the distance to the first
minimum (light blue), our exemplary points are resolved.

distribution is called point spread function (PSF) as it describes the impulse response
of the optical system to a δ-like light signal. By common definition the full width half
maximum (FWHM) of this function characterizes the resolution of the optical system.
A first approach to improve the resolution is the principle of confocal microscopy (see
figure 1.4) [81] [82]. In this technique the objective of the microscope collects light
from the diffraction limited volume in the focal plane (so called ’voxel’). This light is
then focused through a small aperture in front of the image plane of the detector (the
’pinhole’). Hence, all light that is not originating from the focal plane will be canceled
out and not detected. One can show the improvement of the resolution compared to
a conventional microscope of a factor

√
2 [83]. However, the trade-off is the limited

detection volume. If one wants to get information from different areas of the sample it
is necessary to scan the specimen step by step.
Since the resolution of a confocal microscope of about 200 nanometers is convenient
for most biological samples and lots of applications in microscopy, variations of this
technique have become a common tool and widely used in research.
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1 Optical Imaging and Resolution

Figure 1.4: Confocal Microscopy. A pinhole is added to the detection path to prevent
light from outside the image plane to pass to the detector. Light originating
from the focal spot of the objective will be focused through this aperture to
be imaged on the detector. As a consequence only the confocal spot can be
imaged at one time, and thus, in case of several spots of interest, the sample
the has to be scanned.

1.1.3 Aberrations

Diffraction is not the only limitation to achieve an ideal image. The optical system itself
has intrinsic flaws, that lead to an imperfect imaging. These effects are called aberrations
and are caused by unequal focal points of light rays depending on e.g. their incident
angle on a lens or their distance to the optical axis. A description of the geometrical
aberrations can be given by the Zernike polynomials that are defined on a unit circle
[84] [85]. These errors can be classified in several types of errors, the so called Seidel
aberrations [86], depending on the coordinates that are related to a wavefront and its
distortion relatively to an ideal image [87] [88].
In this work, two aberrations play a major role that influence the results of the depth
determination: spherical aberrations and chromatic aberrations. They are illustrated in
figure 1.5. First the emitter is placed below a surface with different refractive index to
the surrounding medium. Consequently this flat surface acts like a lens with an infi-
nite curvature radius and shifts the focal points for different incident angles of light. In
section 5.3 this effect will be discussed and calculated in detail to model the effective
shift of the focal point. Second to determine the position of single emitters along the
optical axis relative to the surface, two light signals have to be measured simultane-
ously. To distinguish the emitter’s fluorescence from the reflected light, the excitation
will be performed off-resonant with green light, whereas the fluorescence lies in the red.
Consequently the relative position of both signals will be subject to chromatic aberra-
tion. Hence the relative position of the maxima will be shifted due to slightly displaced
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1.2 Superresolution Imaging by Depletion Microscopy

focal points of both colors. This displacement error will be corrected by a calibration
measurement, as discussed in detail in section 5.2.3.

Figure 1.5: Aberrations in the depth-localization experiment. (a) The objective
focuses the beam to image the emitter, that is placed inside the diamond.
The diamond surface acts like a lens with high spherical aberrations that
will lead to a different focal point of the parts of the beam, depending on the
distance to the optical axis. Hence the refracted light will show a blurred
focal region with a shifted effective focal point. (b) Fluorescent light of the
emitter (red) will be simultaneously measured as the reflected light from
the surface (green). Due to dispersion in the optical components of the
microscope, both signals will show a deviation of the relative distance. In
this depiction the additional refraction at the diamond surface has been
neglected.

1.2 Superresolution Imaging by Depletion
Microscopy

Since a focused light beam will always result in a blurred spot due to diffraction, this
seems like an absolute barrier in far-field imaging. Mathematically this limit is defined
by the linear imaging process, that is given by a Fourier transform (see equation 1.2).
However this only holds in case of no additional knowledge about excitation or emission
processes. If one already knows details about the system and its interaction this can be
used to acquire additional information. This is the basic condition of all concepts that
challenge the diffraction barrier: if there exists a nonlinear relation of the excitation
to the imaged intensity, the system can be - in principle - resolved better than the
diffraction limited spot.
First suggestions can be traced back to the middle of the 20th century with the suggestion
of modulating the excitation process [89] [90]. More recent concepts suggested the use of
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1 Optical Imaging and Resolution

multi-photon absorption, a highly non-linear process, however requiring relatively high
intensities and thus not feasible for sensitive specimens [91] [92]. The first two suitable
concepts occurred in the 1990s and used saturable excitations of molecular states, namely
ground state depletion (GSD) [14] and stimulated emission depletion (STED) [6]. This
section illustrates the underlying principles of GSD and STED microscopy.

1.2.1 Basic Principle of Ground State Depletion (GSD)
Ground state depletion microscopy has the potential of achieving resolutions down to
about 10 nanometers. The basic principle of GSD requires a fluorophore with an energy
level scheme similar to the one depicted in figure 1.6. The 3 energy states consist of
a ground state 0, an excited state 1 and a metastable state 2 that can be reached by
intersystem crossing.

Figure 1.6: 3-level-system for GSD. (a) A 3-level-system (the blue areas indicate
vibronic energy levels related to the single states) of a typical fluorophore
(e.g. a NV center) can be excited from the ground state 0 to the excited state
1. The excited state 1 shows two possible decay paths: a fast one directly
back to the ground state and a second slow decay by intersystem crossing
via state 2. (b) The graph shows an exemplary calculation of the expected
behavior for all three states. The equilibrium of the population ratios is
dependent on the excitation intensity and the decay rates. Since the decay
rate from the metastable state 2 is much smaller than from state 1, higher
excitation intensity will lead to a depletion of the ground state by a process
quite similar to population inversion in laser excitation.

An excitation of the ground state by a photon flux hexc will excite the system to state
1, depending on the effective cross section for absorption σ. In the excited state 1, the
system has two opportunities to decay back to the ground state 0. One is the fast direct
path by emission of a photon with the decay rate k11 , second is an intersystem crossing
(ISC) with the rate k12. In the latter case the decay back to state 0 takes much longer
due to a second ISC from state 2 with the rate k02. Thus the rate equations to determine
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1.2 Superresolution Imaging by Depletion Microscopy

the individual populations of the states are given by

dn0

dt = −hexcσn0 + k11n1 + k02n2 (1.7)
dn1

dt = hexcσn0 − k11n1 − k12n1 (1.8)
dn2

dt = k12n1 − k02n2 (1.9)

Though the probability for ISC is much smaller than a direct decay, the long lifetime
of the metastable state enables to reach population inversion just in a laser excitation
process. The only requirement is a sufficient intensity as illustrated in figure 1.6. For
higher intensities the final equilibrium of the population ratios of the ground state to the
metastable state is then defined by the decay constants and the excitation intensity. By
increasing the excitation intensity this equilibrium can be shifted to a higher population
in the metastable state until there is barely any population left in the ground state.
That is why this method is called ground state depletion.
Assuming saturation for a given intensity, a gradient in the excitation profile at the
saturation limit consequently leads to steep gradients in the population of the ground
state and thus the fluorescence. To use this effect in a experiment, it can be confined at
the center of a focal spot with a so called doughnut mode. This laser mode consists of a
superposition of two transversal electrical modes of order TEM0i with i ∈ {1, 2, 3} rela-
tively rotated to each other [93] [94]. An excitation with this mode leads to a dark spot
at the position of our emitter that becomes smaller with increasing excitation intensity
as shown in figure 1.7.
The resulting resolution of the position of the emitter is then determined by the FWHM
of the dark region ∆r inside the bright saturated spot. Assuming a fluorescence wave-
length λ and a refractive index n of the environment. The half aperture angle of the
microscope can be characterized by the parameter β, which represents the steepness of
the central minimum. In case of a non-ideal doughnut beam the minimum intensity in
the center ε will be higher than zero. Additionally one can define ζ = Im

IS
, which gives

the ratio of the maximal doughnut intensity Im to the saturation intensity IS. With all
these parameters, one can derive a final resolution of GSD of [95]

∆r ∼=
λ

βπn

√
ε+ 1

ζ
. (1.10)

Hence the principal behavior of the resolution shows an I−
1
2

m dependency and is theoret-
ically unlimited. Applying this method a resolution below 10 nm is accessible, e.g. for
defect centers in diamond a resolution down to even 7.6 nm has been reported [16]. In
principle, the final resolution is of this technique is not limited. However, due to the
requested high intensity for the laser beam, technical limitations (destruction threshold
of optical components) and the photostability of fluorophores to bleaching are limiting
factors.
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1 Optical Imaging and Resolution

Figure 1.7: Exemplary GSD excitation and fluorescence. (a) A system is excited
by an ideal doughnut laser mode (blue curve). However the resulting fluo-
rescence profile is dependent on the ratio of the excitation intensity to the
saturation. An increase in the intensity lowers the saturation threshold that
is exemplary depicted for the green, red and light blue curves. One can
clearly see the decreasing width of the central dark spot and the saturated
broadening outside the center. Note that in reality the excitation intensity
(blue) is higher than stated by the diagram and was virtually scaled down
to emphasize the effect on the fluorescence. The numbers given in the key
of the graphics refer to the ratio of the saturation intensity to the maximal
intensity of the excitation. Thus the smaller numbers indicate a higher ex-
citation intensity. (b) The theoretical resolution of GSD shows a reciprocal
square-root behavior with respect to the intensity. Thus the final resolu-
tion is not limited by diffraction but by technical limitations like a threshold
concerning the destruction of components due to high laser power.

1.2.2 Stimulated Emission Depletion Microscopy (STED)

Though not part of the experiments of this thesis a short description of STED microscopy
shall be given for the sake of completeness. STED is closely related to GSD since it uses
the same principles with an extra feature. One disadvantage of GSD is that the position
of an emitter is characterized by a dark spot instead of an illuminated area. This can
be overcome by adding a second excitation laser beam that is resonant with energy
level difference between the metastable state and the ground state. Thus all population
in the metastable state will be forced to perform stimulated emission and deplete the
metastable state [6]. Whereas first realizations relied on pulsed lasing [7], nowadays also
continuous wave excitation is common [96] [97].
The effect on the image, as displayed in figure 1.8, is an inversion of the GSD image
from light to dark and vice versa. The real position of the emitter is now again given
by the bright spot.
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1.2 Superresolution Imaging by Depletion Microscopy

Figure 1.8: Comparison of different microscopy techniques. Intensity profile and
image of an emitter by (a) confocal microscopy, (b) GSD and (c) STED.
Whereas the confocal spot represents the diffraction limited image of the
emitter, GSD even broadens the intensity profile. Nevertheless the dark
spot in the center enables a resolution of the position in the range of about
20 nanometers. STED inverts the bright center of the GSD profile and suc-
cessfully suppresses undesirable fluorescence. Since the underlying principle
is the same for GSD and STED, both examples show the same resolution.
However one can clearly see the advantage of STED, since this technique
only enlightens the central spot.

This feature is a powerful tool with a manifold of applications since its resolution is
just in the right order of magnitude to watch e.g. proteins or other macromolecules.
In combination with a solid immersion lens a resolution of 2.4 nanometers lateral to
the optical axis could be confirmed [98]. Though a STED image takes some time to
record, first advances have been made towards some kind of real-time imaging with a
time-resolution of 200 frames per second [99].
Nevertheless there has to be mentioned one downside of GSD and STED microscopy. As
both methods are dependent on a high excitation beam intensity the fluorophores have
to be very photostable against bleaching. In certain experiments that possibly limits
the range of application. Valuable summaries of both methods in comparison to other
superresolution techniques like PALM or STORM can be found in references [100] and
[101].
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1.3 Fluorescence Imaging with One-Nanometer
Accuracy (FIONA)

Instead of using a sophisticated method to squeeze the PSF of our microscope one can
take a different path by optimizing the amount of information one derives from an image.
This section introduces fluorescence imaging with one-nanometer accuracy (FIONA)
[21]. Here the position of an emitter is calculated from the diffraction limited spot
with a much higher precision than its full width half maximum. In principle FIONA
summarizes a variety of methods, where mathematical models or algorithms help to
increase the calculated resolution.

1.3.1 Basic Concept
As stated before, in case of a common microscope a point-like source will be imaged as
a diffraction limited spot. In a typical case the PSF will be given by an Airy pattern as
the intensity derived from the Fourier transform of a circular aperture (see eq.1.4). For
practical purposes this intensity profile is typically approximated as a Gaussian, since
there is no notable difference between both functions around the region of interest (that
is the maximum of the distribution) [102] [103].
Now, if one assumes that the precise position of the emitter has to be at the maximum
of the PSF, the absolute resolution is defined by the ability to determine the position of
the maximum. In principle the PSF is considered to be a probability distribution and
each collected photon represents the outcome of one measurement. With the standard
uncertainty of the PSF denoted as σ, the achieved resolution δx for N detected photons
will be

δx = σ√
N
. (1.11)

This leads to a theoretically unlimited resolution if one is able to detect enough pho-
tons. Note that the acronym of FIONA technically is not correct, since the calculation
increases the precision but not necessarily the accuracy of the localization measurement
[104].

1.3.2 Noise and Uncertainty
Unlimited precision respectively accuracy will not be achieved if one believes in Heisen-
berg’s principle of uncertainty. However - in most cases - much larger sources of error
exist than the measurement accuracy on a quantum level. First, the emission of photons
has to be taken into account. Photon emission is a process that due to its nature under-
lies Poissonian statistics [105]. Thus, there will always be photon shot noise that scales
with an uncertainty of

√
N where N is the total number of photons. Second, in case

of finite steps resp. pixels to detect the photons, there will be an intrinsic grain in the
measured image. Third imaged samples typically show a certain amount of background
fluorescence. Putting all these effects together one arrives at a more general formula
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than eq.1.11 [23]:

δx =
√

σ2
√
N

+ a2

12N + 8πσ4b2

a2N
, (1.12)

where a denotes the pixel size and b the background noise. If one assumes shot noise to
be the dominating source of uncertainty compared to other factors, equation 1.11 still
holds for the behavior of the measured accuracy. Figure 1.9 illustrates the resolving
power of FIONA. As it can be seen, even in case of relatively high fluctuations, the
region of uncertainty to localize an exemplary emitter is much smaller than the FWHM
of the distribution.

Figure 1.9: Resolution of FIONA. The figure exemplarily shows PSFs of an emitter
with a number of (a) 1000, (b) 10000 and (c) 100000 collected photons.
The red lines indicate the uncertainty of the maximum position of a fitted
Gaussian function to the measurement data. Even with only 1000 counted
photons the precision to determine the position of the emitter is only 16
nm and therefore much better than the FWHM of 500 nm of the PSF. In
case of (c), the precision drops below 2 nm and scales down the theoretical
resolution by a factor of more than 250 compared to the diffraction limit.
However these figures neglect any background noise. Thus the real precision
would be slightly worse, according to equation 1.12.

Nevertheless, in the end there will always be a limit that is mainly defined by the signal-
to-noise-ratio of the experiment [102]. Next to systematic errors that arise from an
imperfect measurement apparatus or calibration, there is also a spatial drift to consider.
This leads to a relative movement of the detector to the PSF and will smear out the
real position of the emitter. Depending on the extent of this drift the measurement
time and therefore the achievable number of collected photons is limited and no more
improvement of the accuracy can be expected.
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1.3.3 Resolution Parallel to the Optical Axis
So far this section covered the basic ideas of FIONA. A variety of experiments have been
performed using this concept to increase the accuracy of localization. Most of them were
applied in the field of bio-imaging to localize fluorophores in an environment of more
or less homogeneous optical density. In case of two-dimensional imaging sub-nanometer
resolution has been confirmed [25].
Since three-dimensional imaging and tracking is an important task for many investiga-
tions in this field, several approaches have also dealt with the increase of the resolution
along the optical axis. Theoretical treatises have investigated the effect of confocal
imaging along the optical axis [106] as well as numerous experiments that used the
imaging of multiple z-slices for axial resolution [27] of moving particles [107] [108] [109].
All in all, the basic application of the FIONA principle has been confirmed down to
a three-dimensional accuracy in the order of 10 nm. Other techniques additionally use
astigmatic effects to break the axial symmetry of the imaging system. These methods
validate resolvable distances from 40 nm [110] down to 12 nm [111].
Valuable information can also be gained from defocused imaging. A confocal microscope
with a combination of a charge coupled device (CCD) and an avalanche photodiode
(APD) shows a fitted precision of 50 nm [112]. Even better results are made in the
investigation of the diffraction patterns of small beads along the optical axis in a homo-
geneous environment. Using the size of off-focus interference rings, an axial resolution
in the range of few nanometers is confirmed [113]. The order of magnitude of this reso-
lution can also be accomplished by a fit to a three-dimensional PSF [114] as well as by
splitting the image to relate the depth to the parallax [115].
In this thesis FIONA was applied to depth measurements of NV centers in diamond.
The localization along the optical axis in addition to the refractive effect of the diamond
surface issued a special challenge to achieve satisfying results. The approach to a proper
application to the measurements that was developed during the experiments therefore
is presented in chapter 5 right before the experimental results that have been published
in [30].
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2 The NV Center in Diamond

This chapter covers the properties of the Nitrogen-vacancy center in diamond which was
used for all the experiments presented in this thesis. After a description of its basic
physical characteristics the quantum mechanical spin dynamics of the system will be
treated as well as its experimental application to magnetometry.

2.1 Properties of the Nitrogen-Vacancy-Center in
Diamond

The Nitrogen-Vacancy center is a color center in diamond, that was first reported in 1976
[116]. Since then manifold research has been performed to learn about the structure and
qualities of this defect, from which some still wait to fully unravel their mysteries [40].
This section describes the basic properties of the NV center.

Figure 2.1: The NV defect in diamond. (a) The yellow color of the diamond indicates
a high concentration of Nitrogen impurities. (b) A Nitrogen atom (blue)
occasionally is placed right beside a vacancy (indicated dark sphere) in the
lattice of Carbon atoms (red). This defect positioning is a remarkable stable
configuration that can be treated as an atom-like system in the diamond
lattice. Typically an additional electron is a attracted to the excess single
electron of the Nitrogen that puts the center in a negative charge state.
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2.1.1 Structure and Fabrication
The NV center in diamond is a lattice effect that consists of a Nitrogen atom and a
neighboring vacancy which replace two Carbon atoms within the diamond lattice as
shown in figure 2.1. Due to the fcc structure of the diamond lattice with two basic
atoms, the defect shows a C3v symmetry along its axis and can occur in four different
directions in a random sample.
NV centers form a stable entity in the lattice and can be found in natural diamonds since
Nitrogen impurities are the major defects in these gems. Since most of the properties
of the NV center are very sensitive to the environment such as fluctuations of fields
or irregularities in the lattice the NV centers commonly used in science are artificially
created in factory-made diamond. Two different techniques are used for the creation of
these ultrapure diamonds. One is the simulation of the natural creation process by the
use of a high pressure and high temperature environment (HPHT) [117] [118]. Another
possibility is chemical vapor deposition (CVD) in which a hydrocarbon gas will be floated
in a pressure chamber and adsorb on a substrate to form one diamond layer after another
[119] [120]. Both methods allow the creation of high quality diamonds with no practical
impurity.
To bring NV centers into the diamonds, Nitrogen ions can be shot onto the sample.
Typically a small percentage of Nitrogen atoms are able to replace Carbon atoms in the
lattice. To increase the number of vacancies the sample can be exposed to high energy
electron irradiation that create a distribution of vacancies in the lattice. By annealing
the diamond at about 700 ◦C the vacancies are able to migrate through the lattice until
they arrive at a stable position next to a Nitrogen atom [121] [122]. Another method is
called δ-doping where CVD-gas is enriched by N2 gas during the process. Such technique
enables the creation of thin layers of a high density of NV centers [123] [124].

2.1.2 Energy Scheme of the NV−-Center
The Nitrogen-Vacancy center exists in two stable charge states, the neutral state NV0

and the negatively charged state NV− [125]. They can be distinguished by their different
zero phonon lines (ZPL) of 575 nm for NV0 [126] and 637 nm for NV− [127]. The neutral
charged NV0 consists of five electrons that are not part of a covalent bond to one of
the neighboring carbon atoms with one unpaired electron. In case of the NV−, the
additional electron will cause the formation of two unpaired electrons with a resulting
quantum number of mS ∈ {−1; 0; +1} for the angular momentum of the spin. Contrary
to the doublet system of the NV0, this triplet configuration enables several important
experiments based on its spin dynamics. A view to this will be described in section 2.1.4.
Since the experiments in chapter 7 deal with the application of this spin dynamics and
the NV− state is the prevailing state of the NV center, the NV− will be just denoted as
NV center without any further distinction.
Figure 2.2 depicts the energy level scheme of the NV center. Assuming no interaction
to any perturbation the ground state of the system is separated in one parallel and one
anti-parallel state of the total sum of the electron spins with a separation of 2.88 GHz
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[128]. When excited to a higher energy level by light the spin will not be affected due to
conservation of angular momentum. The decay back to the ground state is dependent on
the spin state. For bulk diamond lifetimes of 12.0 ns for mS = 0 and 7.8 ns for mS = ±1
have been measured [129]. This difference originates in the possibility of spin-dependent
intersystem crossing, since two possible decays exist back to the ground state: First
the system stays in the triplet state and emits a photon to get back to the low energy
level. Second there is intersystem crossing to a singlet state. For mS = 0 there is only a
very small probability for the crossing, however in case of mS = ±1 one can measure a
crossing rate of 30%. In the singlet state the energy decays on a longer timescale via a
metastable state with a lifetime of about 250 ns [130]. Since the system decaying from
the singlet will likely end up in the mS = 0 state, it is possible to polarize the NV center
into the mS = 0 state by successive cycles of optical excitation [48].

Figure 2.2: Energy levels of the NV− center and spectrum. (a) The basic energy
scheme of the NV− center consists of a triplet ground state 3A2, a triplet
excited state 3E and a collective singlet dark state of energy levels. The
picture shows the optical transitions (blue) and strong transitions of inter-
system crossing (dashed red) as well as the decay in the dark state (dashed
black). Other weak transitions (e.g. from the 1E dark state to the mS = ±1
ground state) are possible but neglected for our depiction. (b) The measured
spectrum of the NV center shows a broad phonon sideband in the infrared.
The zero phonon lines of the NV0 and NV− state are clearly visible.

Figure 2.2 also shows the fluorescence spectrum of the NV center. A total amount of 4%
of the photons is emitted at the peak of the zero phonon line (ZPL) at 637 nm that is
clearly visible even under ambient conditions. This ratio can be significantly increased
by coupling the NV center to a resonator like a cavity [131]. The ZPL is followed by
a broad phonon sideband with a width of about 120 nm and a maximum at around
680 nm.
The different fluorescence of the mS = 0 and mS = ±1 spin states up to 30% [132]
enable optical detection of magnetic resonance (ODMR) of the NV center [133] [46]:

25



2 The NV Center in Diamond

Microwaves of varying frequencies interact with the NV center, that is polarized to the
bright state. In case the frequency matches a resonant transition the NV center will
be eventually transfered to the dark state and a drop of intensity will be measured.
The resulting spectrum is shown in figure 2.3. In case of an apparent magnetic field
parallel to the NV axis B, the mS = ±1 state will split up due to the Zeeman effect
by a frequency of 2γeB with the gyromagnetic ratio of the electron γe. The mS = −1
level of the ground state will decrease for higher fields until it matches the mS = 0 state
at about 103 mT. Here, level-anti-crossing of the two states can be observed in presence
of small field perturbations [134], an effect that has also been studied for the excited
state at around 50 mT. The difference of the two values is due to a different zero-field
splitting, that is 1.42 GHz for the excited state [135].

Figure 2.3: Optically detected magnetic resonance (ODMR). (a) Microwaves in
the frequency range of 2.5 GHz to 3.3 GHz interact with a NV center at absent
magnetic field (red) and at 100 Gauss (green). Due to differing fluorescence
intensity of the spin states a dip is observed when the microwaves are in
resonance with the gap between the energy levels. (b) The Zeeman effect
splits up the mS = ±1 state and enables the experimental determination of
the magnetic field by ODMR.

2.1.3 Single Photon Source
The characteristics of light sources can be examined by their photon emission behavior.
The underlying Poissonian statistics of light origin imply a correlation in the emission
times of individual photons. Hanbury-Brown and Twiss used an interferometer in which
incoming light passed a 50:50 beam splitter and was separated into two detection chan-
nels. A positive temporal correlation, that is called bunching, was shown [136] [137].
This effect can be explained quantum-mechanically by calculating the emission of two
uncorrelated light sources, which show a constructive interference [138].
One can compare the photon arrival times in both detectors by the second order auto-
correlation function g(2) which depends on the intensities I at a certain time t and a
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delayed time t+ τ :
g(2) = 〈I (t) · I (t+ τ)〉

〈I (t)〉2 . (2.1)

For a classical light source, this function will show a value of g(2) (τ) > 1 respectively
g(2) (τ) = 1 in case of perfectly coherent light. However if one imagines a single quantum
system like the NV center, a correlation of g(2) (0) < 1 is to be expected [139] [140]. After
emitting one photon the system will have to be re-excited again to emit a subsequent
photon. Thus there will be a delay in the emission between two photons, that can be
measured as a drop in the autocorrelation function. Therefore the NV center is a single
photon source.
Figure 2.4 shows an exemplary measurement of a single photon source. In an ideal case
the g(2) function would drop to 0, in reality one observes higher value due to background
fluorescence. If the dip stays below 50% a single photon source is confirmed. The
antibunching measurement can be used to confirm single NV centers (respectively a pair
of NV centers) that cannot be optically resolved by a confocal microscope image.

Figure 2.4: Photon anti-bunching. (a) In the experiment a dip below 50 % of the
normalized intensity in the autocorrelation function confirms a single pho-
ton source. (b) If there are 2 emitters in one diffraction limited spot, the g(2)

correlation function still shows antibunching, however the effect is weaker
than in case of a single emitter with

(
1− 1

2

)
< g(2) (0) <

(
1− 1

3

)
and de-

creases for every additional emitter.

2.1.4 Spin Dynamics and Coherence
As previously stated the spin state mS of the ground state can be experimentally distin-
guished by the brightness of fluorescence. Thus it becomes convenient to use the bright
state | 0〉 and one dark state | ±1〉 as an atom-like two-level system according to the
Jaynes-Cummings model [141]. Hence the Hamiltonian Ĥ of the spin ~S of a NV center
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in the Ground State in an external magnetic field ~B can be stated as [142]

Ĥ = Dgs

(
S2
z −

1
3 [S (S + 1)]

)
+ E

(
S2
x + S2

y

)
+ gµB ~B · ~S (2.2)

with the zero field splitting of the ground state Dgs = 2.88 GHz and the strain E caused
by symmetry breaking of the C3V symmetry. g ≈ 2 represents the Landé g-factor of
the electron and µB the Bohr magneton. Depending on the environment other terms
like an external electric field, other fluctuating fields or nuclear spin interaction can be
added to the Hamiltonian. Typically, either the state | +1〉 or the state | −1〉 is chosen
to create a two-level-subspace of the system together with the state | 0〉. The state of
the NV center | ψ〉 is then given by the linear combination

| ψ〉 = α | 0〉+ β | ±1〉 (2.3)

with the population ratios defined by α and β under the constraint α2 + β2 = 1. In
this picture the dynamics of the spin in this two-level system can be illustrated by the
Bloch sphere as depicted in figure 2.5 [143]. The Bloch sphere is intuitively accessible
to describe the dynamics of the quantum state. The population of the states is given
by the projection of the spin vector onto the z-axis, while superposition of both states
is then referring to the xy-plane with α = β = 1/

√
2.

Figure 2.5: Bloch sphere representation of the ground state. The population of
the bright state | 0〉 and the dark state | 1〉 is given by the projection of the
vector | ψ〉 onto the z-axis. (a) The system is rotated by a π

2 flip around the x
axis and thus brought into the superposition state. (b) In the superposition
state the spin will precess in the external magnetic field according to its
Larmor frequency. Thus a phase φ is collected. In case of perturbations the
state vector | ψ〉 shortens due to decoherence, representing the dissipation of
information.
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One basic feature of the spin system is its coherence. This can be thought of the time-
dependent stability of one state before dissipating. It is defined by the contrast between
the bright state (respectively the dark state) and the equilibrium state. The coherence
time is then defined as the time when the measured contrast drops below a value of
1/e of the initial intensity difference. Note that this definition is quite similar to the
definition of coherence of light in optics, where the contrast is given by phase differences
of different wave packages.
The decoherence effects of the environment can be separated in two parts: longitudi-
nal and transversal relaxation. Longitudinal relaxation refers to a change of the state
population towards the equilibrium. In the Bloch sphere representation this can be de-
scribed as a combination of rotation around the x- or y-axis where the absolute value of
z decreases. Physically this process is connected to energy dissipation from the excited
spin system into the lattice. Thus this coherence time T1 is also referred to as spin-
lattice relaxation time or more generally lifetime of the spin state. For experimental
applications this basic lifetime of a state is the absolute limit. It can be determined by
an experiment as shown in figure 2.6. After initialization of the system into a defined
state one observes the subsequent decay. NV centers in bulk diamonds typically show T1
times of the electron spin on the timescale of several milliseconds at room temperature
[144], whereas this time increases to timescale of seconds for low-temperature conditions
[48].

Figure 2.6: Lifetime measurement. A laser pulse initializes the NV center to the
mS = 0 state. After a varying waiting time τ the state is optically read out.
Several repetitions of this sequence determine the state probabilities, that
show a decay of the coherence as depicted in the graphics.

As seen, the T1 time characterizes the coherence of the spin state parallel to the z-axis.
In contrast to that the perpendicular dissipation of the state is characterized by the T2
time respectively the T ∗2 time. Cause of this decoherence process is an interaction to the
environment, e.g. by fluctuating fields that slightly shift the energy levels of the system.
One can separate inhomogeneous and homogeneous dephasing by two experiments. To
determine inhomogeneous effects, one can measure the free induction decay (FID) in a
so called Ramsey experiment that measures T ∗2 . Here the spin state is rotated into the
xy-plane and freely evolves to all fluctuations and random quasi-static perturbations.
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Since the measurement is performed several times and the quasi-static perturbation ran-
domly changes between these runs, this will lead to decoherence. In contrast to that, the
Hahn echo sequence applies an additional π-pulse in the middle of the sequence. This
reverses the spin state in the xy-axis and will lead to an inversion of any quasi-static
fluctuations. Thus this sequence refocuses the state and measures only the homogeneous
dephasing that is characterized by the coherence time T2. Both sequences are illustrated
in figure 2.7.

Figure 2.7: Transversal spin relaxation measurements. The dephasing of the spin
state can be separated into a homogeneous and an inhomogeneous part. The
yellow areas depict microwave pulses rotating the spin on the Bloch sphere.
(a) Inhomogeneous dephasing is measured by the Ramsey sequence: The
π
2 -pulse rotates the spin state into the xy-plane. The spin precesses around
the z-axis, while slightly dephasing, as it is shown by the enveloped decay
of the oscillation, that gives the T ∗2 time. (b) By applying an additional
π-pulse in the middle of the sequence, the quasi-static dephasing is reversed
and the spin shows the so called Hahn echo. Since some dephasing effects
are cancelled, the T2 coherence time given by the decay is typically longer
than T ∗2 .

The interaction of NV centers is typically connected to nuclear spins of 13C, as was
confirmed for ensembles of NVs [145] as well as for single centers [146] and can be the-
oretically modeled by cluster-expansion methods [147]. Typical T2 times of NV centers
occur on the timescale of µs, however a coherence time up to 1.8 ms has been measured,
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that is the longest coherence time of an electronic spin ever observed [47]. In general,
the dephasing times are highly dependent on spin-spin-interactions to impurities, such
as nuclear spins of nitrogen in diamonds of type Ib [148] [149] and 13C in type IIa [150]
[151]. Furthermore, disturbances from outside the diamond will effect the coherence as
well. As a consequence, the average coherence time of NV centers will decrease for a
shorter distance to the surface [152] [153].
Up to now this section covered the interaction of the spin with the environment that
limits the total measurement time. However it is not only possible but necessary for
many applications like quantum information processing (QIP) to control the spin state
and bring it in a determined position on the Bloch sphere. One basic experiment to
demonstrate this is the so called Rabi oscillation. An oscillating field (e.g. a microwave)
interacts with the spin and will cause a rotation on the Bloch sphere as illustrated in
figure 2.8.

Figure 2.8: Rabi oscillation. A microwave field with a frequency resonant to the energy
level gap of the ground state drives the population between both states. The
observed Rabi frequency is effectively depending on the field strength e.g.
the driving power. Due to dephasing, the T2 time limits the application of
Rabi oscillation as is suggested in the slow decay of the amplitude.

The rotation frequency ΩRabi between the states | 0〉 and | ±1〉 is determined by the
Hamiltonian

Ĥ = −~µ · ~B (2.4)

with the magnetic moment of the NV center ~µ and the amplitude of the driving magnetic
field ~B.
As it can be seen, the Rabi oscillation is a simple possibility to shift populations be-
tween the two states. Note, that for strong driving fields the spin dynamics become
highly anharmonic since the rotating fields interact with the spin on the same timescale
as the Larmor precession. Nevertheless, this effect can be exploited to achieve sub-
nanonseconds spin-flips that have been experimentally shown in strong driving regime.
Hence, for NV centers at room temperature with their long coherence times, a number
of about 106 Rabi cycles is possible [154]. So far the described experiments were always
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limited by the coherence time of the NV electron spin, namely the T2 time, that is highly
dependent on the interaction with the environment. However, there have been great ad-
vances in pushing this limit by manipulating the coupling strength of these interactions
(dynamical decoupling [155] [156]). With these sequences the influence of environmen-
tal fluctuations can be minimized. Other algorithms are able to calculate the optimal
movement of the spin vector on the Bloch sphere under environmental constraints (op-
timal control [157] [158]). Section 2.2.3 will present one of such advanced sequences to
measure magnetic field fluctuations.

2.2 Magnetometry with the NV Center
The last part of the performed experiments deals with magnetic sensing of spins by single
NV centers. Thus this section highlights the state-of-the-art techniques for magnetic field
measurements and explains the application of NV centers.

2.2.1 NV Centers as Magnetic Sensors
The measurements of weak magnetic fields on the scale of nT is an important challenge
in physics as well as in life-sciences [75] [159] [160]. A variety of developments has
been achieved in techniques for measuring magnetic fields and magnetic imaging. One
famous example is the application of a Josephson junction in a superconducting quantum
interference device (SQUID) [161] [162], others are Hall sensors [163] [164] and the
combination of atomic force microscopy to a magnetic sensor in magnetic resonance force
microscopy (MRFM) [75]. Typically one can compare their sensitivity to the scaling of
the distance between sensor and sample as shown in figure 2.9.
When comparing different methods one has to consider that not every technique can be
applied to any issue since some methods require e.g. cryogenic temperatures or vacuum
[167]. Since NV centers have proven their diversity of usage, they are certainly the
most promising candidate for further advances in magnetic sensing. Their sensitivity is
crucially dependent on the coherence time of the system T2 and the measurement time
τ . The smallest field to be detected δBmin is then given by [61]

δBmin = 1
gµB

~√
τ · T2

(2.5)

As the accuracy of the measurement scales with τ−1/2, the unit to compare different
methods is given by

√
Hz. Note that the dependence of the sensitivity on measurement

time is similar to the one already stated in section 1.3, where the number of collected
photons was proportional to the measurement time.
So far NV magnetometry has accomplished manifold progress. Magnetic fields in living
cells [69] [168] and neural networks [169] have been investigated as well as atomic spins
in metallo-proteins [170] and lipid bilayers [171]. Also the nanoscale formation and prop-
erties of magnetic vortices and domains in ferromagnets [172] [173] and superconductors
[174] are penetrable by NV technology.
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2.2 Magnetometry with the NV Center

Figure 2.9: Performance of magnetic sensors. The diagram compares the sensitiv-
ity of different magnetometer types to their typical achieved probe-sample-
separation. The diagonal lines (solid black) show the boundaries for the
detection of 1, 103, 106 and 109 single proton spins as well as one single
electron spin (dashed blue) in a measurement time of 1 s. The suggested
technique of preamplified NV sensors [165] predicts a capability to cross the
single proton spin line. (Picture taken from [165], adapted from [166])

The measurements of single electron spins has been achieved [72] and even further
progress is to be awaited. Recently the successful measurement of a single proton spin
has been claimed [175], however the paper was retracted due to uncertainties of per-
turbation of the measurements by 13C nuclear spins. Nevertheless one reported event
still seems to confirm a single proton spin [176]. All the same this shows the potential
of NV centers as magnetometers. The next section explains the basic procedure of NV
magnetometry.

2.2.2 DC and AC Field Measurements
As described in section 2.1.4 the coherence time of NV centers is dependent on fluctua-
tions of the magnetic field environment. This can be exploited to detect small constant
fields (DC fields) and fields of a certain frequency (AC fields) with measurement proto-
cols that have been shown in figure 2.7 [61] [56].
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2 The NV Center in Diamond

A constant field will affect the NV center in a small Zeeman shift of the energy levels. If
the NV center is in the superposition state of 1/

√
2 (| 0〉+ | 1〉) the spin accumulates a

phase proportional to the external field BDC and the free evolution time τ . Thus a read-
out with a Ramsey-experiment will measure this accumulation with a total sensitivity
ηDC of [61]

ηDC ≈
~

gµB
√
ηdc · T ∗2

, (τ ∼ T ∗2 ) (2.6)

where ηd is the collection efficiency of about 2 − 3% [177] and c the contrast in the
Ramsey measurement.
In case of an external field of a certain frequency ν one wants to get rid of any constant
field effects in the measurements. This is achieved by the Hahn echo sequence [56].
Another benefit is that slow noise effects will also partially be diminished. Here the
sensitivity ηDC scales similar to equation 2.6 by [61]

ηAC ≈
π~

2gµB
√
ηdc · T2

. (2.7)

Both methods have been successfully applied to the detection of weak magnetic fields.
Experiments have confirmed a high sensitivity that is only limited by the coherence time
down to the scale of 0.5µT/

√
Hz [56] to 4 nT/

√
Hz [47]. Furthermore this sensitivity

can be used to not only measure the magnetic field but for localization in magnetic
resonance imaging (MRI) with sensitivities in the order of 10µT/

√
Hz for DC fields and

60 nT/
√

Hz for AC fields [73]. Single NV centers can be imagined with high resolution
[72] as well as electron spins, that have been localized with a resolution in the range of
one nanometer [178].

2.2.3 Noise Spectroscopy
NV centers will be typically affected by field fluctuations with a variety of different
frequencies instead of constant magnetic fields or defined alternating fields. This process
creates a magnetic noise that influences the coherence of the NV states.
This noise can be characterized and measured by a series of complex pulse sequences.
The principle of these sequences is always the same: they decouple the NV center to
most fluctuations of the environment and leave only the interaction to a defined window
of frequencies. One example is the Carr-Purcell-Meiboom-Gill (CPMG) sequence, that
is represented by a Hahn echo like sequence with a multiple number of π-flips to refocus
the spin state [179] [180] [181].
A slight variation of CPMG is the XY8-K sequence [182]. The measurement principle
works as follows: The NV center is brought in the superposition state by a π

2 -pulse.
After that a series of alternating π-flips around the x-axis and the y-axis is applied with a
waiting time τ between each flip. The overall effect is suppression of all field fluctuations
except the ones for that holds ω = π

mτ
with m ∈ {1; 3; 5; ...} that accumulate a phase

shift ∆ϕ [63] [181] [183]. The sequence is illustrated in figure 2.10.
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2.2 Magnetometry with the NV Center

Figure 2.10: XY8-K decoupling sequence. (a) After rotating the state to the xy-
plane, a series of π-pulses refocuses the spin state alternately around the
x- and the y-axis. The basic sequence is a train of 8 π-pulses, that will
be repeated K times. (b) The filter function F (ωτ) is sensing only the
frequencies at 1

2τ . The more often the pulse sequence is repeated, the more
effective is the decoupling to other noise. A K time repetition will reduce the
linewidth by a factor of 1

K
. (c) The figure shows an exemplary measurement

result for the spectral power density S(ω) where external spins of a Larmor
frequency ωL interact to the NV center.

The application of the sequence eventually prolongates the dephasing time [184]. In the
experiment an observable echo decay W (τ) will be given by an averaged random phase
〈∆ϕ2〉 by

W (τ) = exp
(
−〈∆ϕ

2〉
2

)
= exp (−χ (τ)) (2.8)

with the time evolution decoherence process χ (τ) given by

χ (τ) = γ2
∞∫

0

S (ω)F (ωτ)
πω2 dω. (2.9)
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Here S (ω) represents the spectral power density of the magnetic field

S (ω) =
∞∫
−∞

〈B (t)B (0)〉eiωtdt (2.10)

and F (ωτ) the filter function of the XY8-K-sequence [184]

F (ωτ) = 8 sin4
(
ωτ

4

)
sin2

(
ωKτ

2

)
cos−2

(
ωτ

2

)
. (2.11)

In case of high orders K this filter function can be approximated as a stepwise discrete
function with a linewidth of ∆ω ≈ 2π

Kτ
.

Recent works have shown the promising sensitivity of this method to investigate mag-
netic environments by the measurement of the noise spectrum interacting with shallow
implanted NV centers. Additionally to an interaction to surface electronic spins in the
low frequency regime, faster fluctuations could be related to a surface-modified phonon
coupling [181]. Other studies proved the sensing of a number of randomly polarized
spins as low as 100 in a 5 nm3 detection volume under ambient conditions [63]. More-
over, since the calculated frequencies can be related to defined Larmor frequencies in a
given magnetic field, it is possible to identify certain species of spins. In principle, this
is possible for the sensing of nuclear spins (e.g. of 1H or 13C) as well as for the sensing of
electron spins (e.g. free radicals). In this thesis, chapter 7 will present the application
of XY8-K to proton spin sensing. As will be shown, one can then determine the depths
of shallow NV centers based on these results.
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3 Experimental Setup

This chapter presents the setup configuration for the experiments that are discussed in
this thesis. The first section sketches the basic confocal microscope and optical com-
ponents whereas the second section shows additional parts, that have been used in the
spectroscopy experiments in chapter 7.

3.1 Confocal Microscopy
The basic setup of the confocal microscope is illustrated in figure 3.1.

Figure 3.1: Confocal Microscope. The Gaussian mode of the green laser is guided to
the objective, which is used for both excitation and detection of the emitters.
The beam splitter is transparent for the major part of the red fluorescence of
the NV centers. Behind the pinhole, an optional Hanbury-Brown and Twiss
setup configuration can be used for the measurement of photon correlation.

A frequency-doubled Nd:YAG-laser (Laser Quantum Gem 532 nm) with a wavelength
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of 532 nm is guided through an acousto-optic modulator (AOM) (Crystal Technology
3200-146) that enables pulsing of the laser light if necessary. The light is then coupled
into an optical fiber (Thorlabs PM460-HP) that is optimized for the Gaussian TEM00
ground mode. The coupling and decoupling of the light is conducted by two objectives
(PL10x/0.25 and Olympus PlanN 4x/0.1) in a configuration, that widens the laser to
a parallel beam with a diameter of about 1 cm. An optical filter for wavelengths of
535± 15 nm (Chroma HQ535/30m) cancels all possible wavelengths that have not been
affected by the frequency doubling in the laser as well as any additional luminescence
from the fiber. The direction of the polarization can be changed by the λ/2-waveplate
(Thorlabs WPH10M-532).
A silver mirror directs the laser beam onto a beam sampler (Thorlabs BSF20-B). This
beam splitter selectively reflects the incoming light of the incident angle of about 30◦
towards the objective, whereas the light coming from the objective and propagating to
the detection channel will pass merely unhindered. Furthermore, one part of the beam
that is not reflected passes through the beam sampler. Here, its intensity is detected by
a photodiode (Thorlabs DET10A/M), which is connected to the AOM via a home-made
proportional-integral-derivative (PID) controller (see figure 3.2). Hence, the intensity,
that is coupled into the fiber, is controlled by an active feedback and the effective laser
power fluctuations additional to intrinsic shot noise are reduced to 0.2% of the intensity.

Figure 3.2: Circuit diagram of the home-made PID Controller. The voltage sig-
nal of the photodiode is stabilized by an active feedback to the AOM (Design
by Manfred Bürzele, Institute for Quantum Optics). Thus, the effective laser
power fluctuations additional to intrinsic shot noise are reduced to 0.2% of
the intensity.

Typical experiments are performed with an oil objective of 60 times magnification and a
numerical aperture of 1.35 (Olympus UPLSAPO 60XO), whereas the oil has a refractive
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3.1 Confocal Microscopy

index of 1.517 (Fluka 10976). The objective is fixed to a piezo scanner (NPXY100Z25-
102), that enables the relative movement of the sample to the objective. As the objective
is used for both excitation and emission, the chosen beam sampler is transparent for most
of the red fluorescence one expects from NV centers. Hence the fluorescent light passes
into the detection channel, where it is bundled by a lens with a focal length of 10 cm
(Thorlabs AC254-100-B-ML) and focused through a pinhole of size 30µm (Thorlabs
P30S). The light passes a longpass color filter (Chroma HQ655LP) that blocks all wave-
lengths below 650 nm. Thus nearly all fluorescent photons of the NV center can be
detected by the avalanche photo diodes (APD) (Excelitas Technologies SPCM-AQRH-
15) on which the remaining light rays are focused. At this place an optional 50:50 beam
splitter (Thorlabs BSW10) can be inserted to add a second APD as a detector for a
Hanbury-Twiss and Brown setup configuration [137].

3.1.1 Variation for GSD Microscopy
The GSD experiments, that are presented in chapter 4, were performed with slight
variations of the confocal microscope. A beam sampler (Thorlabs BSF20-B) could be
selectively installed right after the laser output to create a second light path. To prevent
the loss of intensity, the guiding of the beam through the AOM and the fiber was
skipped and substituted by a telescope system of two lenses with a ratio of 4:50 for
the focal lengths (Thorlabs AC254-040-B-ML and Thorlabs AC254-500-B-ML) to widen
the beam. After that, the beam path went through a vortex phase plate (VPP) (RPC
Photonics VPP-1c) to create the doughnut-shaped intensity profile as shown in figure
3.3. This phase plate is a circular ramp whose steepness is calibrated for a certain
wavelength (in this case 532nm). Opposing positions relative to the center feature a
phase difference of the optical wavelength of π. Thus the central spot will show an
interference minimum and the resulting total beam will be the desired doughnut mode
[185] [186].
Furthermore a λ/4-waveplate (Thorlabs WPQ10M-532) is introduced to the beam path
just behind the VPP to create circular polarized light. The necessity of this is caused
by the focusing of the beam into the objective. In case of linear polarized light the
focusing would lead to an effective field-component parallel to the optical axis which
would counter the aim of an approximately neglectable field in the center of the focal
spot. In case of circular polarized light this effect is canceled [187] [188].
The GSD beam path could be activated by a flip mirror in front of the first filter. In this
configuration, a fast switch between the two measurement modes of the basic confocal
microscope and GSD was possible.
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Figure 3.3: Doughnut mode creation by a vortex phase plate. (a) The vortex
phase plate (VPP) is a helical ramp, whose steepness is adjusted to the
wavelength (in this case 532 nm). Due to a phase difference of π of opposing
parts of the beam, an optical vortex will be created in its center. (b) Picture
of the blocked laser beam after passing through the VPP. The speckles and
the noisy beam profile occur due to roughness of the surface of the beam
blocker as well as the imperfect imaging of the sensor of the digital camera.

3.1.2 Detection Channel for Depth Localization
The depth localization experiments that are stated in chapter 5 and 6 require the simul-
taneous detection of two different wavelengths. Note that a large fraction of the reflected
green light from the surface will also pass the beam sampler due to the nearly lateral
incidence from the objective. Consequently just the spectral filters had to be arranged
differently, as shown in figure 3.4.
The 650 nm longpass filter was placed directly before the in-line APD. In case of the
other APD, a laserline filter for a wavelength of 532±1 nm (Thorlabs FL532-1) was used
to block any fluorescent light but just the reflection at the surface. Since the intensity
of the green light still exceeded the limit of damaging the detector further gray filters of
an optical density of 6 (that relates to a reduction of a factor 106) (Thorlabs NE40A /2x
NE10A) were introduced to reduce the photon counts to a feasible amount. Since the
signals of the two APDs could be separately evaluated, a confocal scan of the sample to
identify NV centers was still possible without perturbations of the green light.
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Figure 3.4: Detection Channel for Depth Localization. The detection channel was
split up into one APD for green light and one APD for red light by putting
different filters in front of each detector. A confocal scan to search for NV
centers was still possible by only measuring the counts of APD 2. Exemplary
scans of a NV center in x-y and x-z direction are depicted. (Figure published
in [30])

3.2 Spectroscopy Experiments
This section presents the additional components used for the spin sensing experiments
of chapter 7. Since NV centers imaged in these experiments were located underneath an
aqueous liquid the objective was changed to a water objective with a 60 times magnifi-
cation and a numerical aperture of 1.2 (Olympus UPLSAPO 60XW).

3.2.1 Supply of Microwaves and Magnetic Field
Figure 3.5 shows the configuration of the spectroscopy experiments. Microwaves in
the frequency range of about 1000 MHz to 3500 MHz were generated by a vector signal
generator (SMIQ) (Rohde & Schwarz SMIQ06ATE) and split up into two components
with a phase shift of π

2 relative to each other by a microwave splitter (Mini-Circuits
ZX10Q-2-34-S+ // 25-S // 19-S+). Both signals could be turned on and off by microwave
switches (Mini-Circuits ZASWA-2-50DR+). The switches were controlled by the data
timing generator (DTG) (Tektronix DTG5274) as well as the AOM for the laser to
implement the desired pulse sequences. The resulting microwave signals were combined
and amplified (Mini-Circuits ZHL-16W-43-S+). They were guided to a copper wire with
a diameter of 25µm (Goodfellow CU005171), that served as an antenna and was placed
right on the surface of the diamond.
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Figure 3.5: Spectroscopy setup. The signal generator (SMIQ) creates microwaves of
the desired frequency that are split up into two components shifted by a
phase of π

2 . The data timing generator (DTG) operates the sequence of laser
pulses (controlled by AOM) and microwave signals (controlled by switches).
The combined microwave signal is amplified and guided to a wire located
directly at the diamond surface. The magnetic field can be adjusted by a
permanent magnet, that is placed on a combined translation and rotation
stage.

The magnetic field, that was required for the measurements (∼ 500 Gauss) was created
by a permanent neodymium magnet (Magnetportal N52 D50-H15mm). The magnet was
fixed to a stage and could be moved in 3 spatial dimensions. Additionally it was possible
to rotate the orientation of the field to align it with respect to the NV axis.

3.2.2 Microfluidic Chamber
The spin sensing experiments included a special diamond sample containing created NV
centers in a custom, lasercut microfluidic channel with a width of 90µm and a height of
35µm. For the experiments a custom built transportation system for liquids was built
as depicted in figure 3.6.
A polydimethylsiloxane (PDMS) block with carved channels with a diameter of about
1 mm and a notch for the diamond enclosed the whole system by adhesive gluing to a
cover slip. Liquid was stored in a reservoir and connected to the chamber by tubes (Idex
Tygon LMT-55 SC0031T) of a diameter of 0.6 mm and custom built metal tubes as
connectors. The other side of the channel was connected to a syringe (B.Braun Omnifix
4616025V) by a canula (B.Braun Sterican 4657667). Hence, the liquid could then be
sucked through this sealed system by negative pressure which was created by manually
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pulling the syringe. An applied force in the order of 10 N could thereby create a flow of
about 70 µl

s . However, this was only used to suck new liquid into the channel, since the
experiments were performed on the investigation of static fluids.
A more detailed characterization of the sample and the assembly of the channel will be
given in chapter 7.

Figure 3.6: Microfluidic Chamber. (a) Topview of the diamond sample embedded in
a PDMS chamber with the wire (purple) laid in the channel. The red spot
indicates the region of interest with implanted NV centers. The liquid can
be floated through the channel by negative pressure induced by pulling at
the syringe. (b) A longitudinal cross-section parallel to the channel shows
the channel in the diamond, that is the bottleneck of the whole liquid trans-
portation system. The objective can focus on the NV centers through the
coverslip, since the wire is placed shifted in the channel as depicted in (c)
the lateral cross-section.

43





4 Superresolution of NV
Centers by GSD Microscopy

This chapter covers the results of the ground state depletion experiments on NV centers.
The goal was to explore the capability of the method to resolve close NV centers within
one diffraction limited spot of the confocal microscope, since such pairs are a valuable
resource for applications like Quantum Information Processing (QIP) [189].
The first section describes the experimental determination of the resolution of a single
NV center, whereas the second section investigates the differentiation of several close
NV centers in one spot.

4.1 Determination of the Resolution
The presented measurements were taken out on an ultrapure CVD diamond sample with
an enhanced ratio of C12 ratio of 99.99% of the total atoms. NV centers were created via
implantation of 15N+ ions with energies of 3 MeV and 10 MeV in defined areas. Figure
4.1 shows an overview of one square area of implanted NV centers with a side length of
10µm. It compares the basic confocal image to a GSD measurement. As expected from

Figure 4.1: Confocal picture and GSD. (a) Confocal image of an implanted area of
NV centers. (b) The same area viewed by ground state depletion microscopy.
The NV spots get brighter, however the positions of the NV centers can be
determined by the small dark spots in their middle.
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theory (see section 1.2) the illuminated spots in the GSD picture are larger, however, the
locations of the emitters can be determined by the small dark areas in the illuminated
regions.
The first task was to test the resolution limit that can be achieved with the setup.
Therefore single NV centers were imaged with different laser powers and the effective
PSF function was analyzed. Note that in these experiments the central positioning of
the VPP in relation to the laser beam is crucial as well as the rotation angle of the
λ/4-waveplate. The quality of a proper GSD image and thus its total resolution is very
sensitive to both aspects. Hence, the right alignment was achieved by iteratively mea-
suring the PSF of a spot and adjusting both the VPP and the λ/4-waveplate.
A series of selected powers is illustrated in figure 4.2. The shrinking diameter of the
GSD spot can clearly be seen, especially for the first images presented. As expected
from equation 1.10 and its ∆r ∼ I

− 1
2

m behavior, the improvement of the resolution slows
down for higher powers.

Figure 4.2: Size of GSD spot for different powers. Image of the GSD spot of an
exemplary NV emitter for a laser output power of (a) 6 mW,(b) 15 mW, (C)
22 mW, (d) 40 mW, (e) 70 mW and (f) 100 mW. The sizes of the dark spots
continues on shrinking by a ∆r ∼ I

− 1
2

m dependency.

The resolution is defined as the full width half maximum (FWHM) of the central dip

46



4.1 Determination of the Resolution

with respect to the maximum intensity that encircles the dark spot. Due to measure-
ment imperfections, e.g. small inclinations of the surface, the images are not perfectly
symmetric. Therefore, the center of the spot is calculated by a weighted center of mass
of the intensity. From this point the intensity will be averaged azimuthally to show an
average longitudinal intersection of the intensity profile.
The calculation of the FWHM will be a fit of the measurement data of the central peak

to a Gaussian function f (r) (compare [190] for STED) such as

f (x) = a1 · exp
(
r2

a2
2

)
+ a3 (4.1)

with the fitted coefficients a1, a2 and a3, whereas the full width half maximum is given
by FWHM = 2

√
ln 2 · a2. The Gaussian shows a good agreement to the behavior of

the central dip as is depicted in figure 4.3. Even though background fluorescence from

Figure 4.3: Gaussian fit of GSD resolution. Exemplary radial GSD intensity profiles
(blue) for a laser output power of (a) 6 mW,(b) 15 mW, (C) 40 mW and (d)
70 mW. The intensity has been azimuthally averaged. A Gaussian function
(green) was fitted to each central dip to determine the FWHM (red) as a
criterion for the resolution.
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the diamond and the immersion oil increases the intensity of the central dip, a relative
improvement of the resolution by a narrowing central dip is still achieved for higher
intensities.
To determine the resolution of the microscope, several images of a single NV center
with different excitation powers have been recorded. The measurements have been
carried out until a total laser power of 100 mW that refers to an effective power of about
60 mW passing through the microscope objective. At this point a further increase of
the excitation power showed marginal to none improvement, whereas the fluorescence of
the immersion oil rapidly increased as well as the danger of hitting the damage power
threshold of the objective. The results are shown in the diagram in figure 4.4. As it can
be seen the resolution matches the expected behavior to the intensity which drops as
I−1/2
m as predicted by theory and similar to STED [190].

Figure 4.4: GSD resolution depends on the exictation power. The increasing ex-
citation power leads to an improvement of the resolution, that matches the
expected I−1/2

m behavior. The resolution limit of 17 nm is achieved for an ex-
citation power of 100 mW. No error bars are indicated, since the uncertainty
of the fit is smaller than the shown dots.

The achieved resolution of 17 nm is more than double the size as reported in literature
with 7.6 nm [16]. Since our setup was already at the technical limit without harming any
components we were not able to push the resolution any further. However the results
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showed to be sufficient to analyze several spots of close NV centers and measure their
distance far below the diffraction limit.

4.2 Resolution of Single NV Centers in one
Diffraction Limited Spot by GSD

With an achieved resolution below 20 nm experiments were performed to demonstrate
the power of ground state depletion to resolve close emitters which are located within
one single diffraction limited spot. Figure 4.5 zooms into two different regions of the area
shown in figure 4.1. It shows the effect of GSD at a sample spot of several NVs. Small
points occur in the illuminated areas to confirm the exact position of the NV centers.

Figure 4.5: Zoom into figure 4.1. The two images zoom into different regions of the
implanted area of figure 4.1. The pictures clearly resolve densely packed NV
centers, that are closer than one diffraction limited spot.

The capability of resolution was then tested on merely isolated spots of several NV cen-
ters. Figure 4.6 shows two exemplary pictures of resolved NV centers. Their typical
distance is in the order of 100 nm and, thus, way below the resolvable limit of the mi-
croscope as determined in the previous section. However, since the overlap of several
emitters creates a quite inhomogeneous intensity spot compared to a single NV center,
the exact number of emitters may not be obvious at first sight. Furthermore, the ex-
pected intensity dips can be partially absorbed by the high intensity areas of nearby
emitters. For an exact determination of the positions, the image needs to be convoluted
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by the PSF of the microscope [16] [191].

Figure 4.6: Isolated spots of several NV centers. Though positioned in a bunch of
several emitters, the locations of single NV centers can still be resolved. Here
(a) 7 and (b) 3 different defects are placed in close proximity to each other.
Some dark spots can only hardly be determined, since there is an overlap of
all PSFs from the emitters. If an exact resolution is required, the pictures
will need to be deconvoluted by the PSF first.

An important application of GSD microscopy was the investigation of custom-created
NV pairs. The measurements were performed on a defined area with separated spots
of implanted nitrogen. For each spot, 5 15N ions were implanted close to each other,
whereas the distance between individual implantation sites has been 7.4µm. The iso-
tope 15N has been used to confirm the artificial creation of the center, since it can be
distinguished from the isotope 14N. Before investigating the created NV centers by GSD
microscopy, ODMR measurements confirmed the existence of 15N in a certain spot by
the characteristic hyperfine splitting. Since the natural abundance of 15N is only 0.36%,
the investigated NV center is likely artificially created (see also [122]). An antibunching
measurement validated the existence of several NV centers in one spot. Typical dis-
tances of NV centers were comparable to 100 nm as shown in figure 4.6. However, one
measured NV pair showed a much shorter distance, that could be hardly resolved as
depicted in figure 4.7. The asymmetry of the darker region in relation to the illuminated
spot stems from a slightly inclined surface of the diamond.
The lateral displacement of both emitters could be determined by a center of mass cal-
culation for the region of each individual emitter (compare e.g. [22]). The resulting
distance was evaluated to be 14 ± 2 nm. This is even better than the determined reso-
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Figure 4.7: GSD image of a resolved NV pair with a distance of 14 nm. (a)
GSD image of a NV pair with a distance of 14 nm. The asymmetry of the
image is due to a slightly inclined surface of the diamond. The existence of
two NV centers can be confirmed by antibunching measurements. (b) The
separation of the two NV centers gets obvious in a side view of a three-
dimensional intensity plot. The trench between the two emitters can clearly
be seen in this depiction.

lution of 17 nm for our microscope. However, this is no contradiction, as the resolution
of 17 nm only refers to the full width half maximum of the contrast, but not to the
achievable precision. The principle is the same as the evaluation in the FIONA method
(see section 1.3).
All in all, the measurements prove the successful application of our GSD microscope,
that can assist in the optical characterization of close NV centers. This is a promising
result, since the resolved distance is in the right order of magnitude to use dipole-dipole
coupling of the NV centers [189]. Though our microscope could not match the resolution
of 7.6 nm, we were able to distinguish a NV pair twice as close as the reported 27 nm
for GSD [16] and approximately in the same distance as the 16 nm for STED in bulk
diamond [192], as well as 10 nm for STED in nanodiamonds [193].

Note: The construction of the GSD setup and the measurements have been performed
by the author together with diploma student Pascal Heller. Parts of the impressions
of the experiments and results of the measurements have already been presented in the
student’s diploma thesis. The mentioned sample was provided by the company Element 6.
The implantation of the NV centers was done in Tsukuba, Japan by Takashi Yamamoto,
with whom the investigations have been carried out in Ulm.
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5 Depth Determination - An
Optical Approach

This chapter lays out the foundations to optically determine the depth of NV centers
in diamond. As already stated, this is of great interest for several experiments, e.g.
when using the NV center as a magnetic sensor (see chapter 7). The first section states
fundamental considerations about the method, followed by the second section, which
discusses the experimental parameters that will influence the accuracy. The last section
gives a theoretical approach to model the focal shift and compare it to the measurement
results in chapter 6.

5.1 Fundamental Considerations

5.1.1 Assumptions

The aim of this method is the depth localization of single emitters by pure optical mea-
surements of a confocal microscope. It shall enable a quite fast and easy determination
of the position of an emitter below an optical interface with an accuracy that is far bet-
ter than the diffraction limit along the optical axis. Our considerations specifically refer
to the measurements of NV centers in diamond. However, the measurement principle
certainly is applicable to other experiments as well.
For the sake of completeness it is important to begin with the two basic assumptions
that - though seemingly trivial - underlie the whole method and evaluation principle.
At first, the depth of a NV center is assumed to be fixed and not to change with time.
The second assumption implies, that if one could perform an ideal measurement, with
enough counts (resp. measurement time) and without any drift of the sample related to
the objective and scanner, the difference between the two signals of reflected and fluo-
rescent light would be only defined by the real depth of the NV center and a constant
offset defined by the measurement conditions (due to e.g. chromatic aberration).
Note that if one of these two assumptions did not hold true, the whole measurement
principle presented in this chapter would not be valid and reliable. The first assumption
can be considered to be obviously true. As NV centers are often called trapped atoms
in a solid state environment they show a stable position that does not change under
standard ambient conditions. However, if the presented method is applied to moving
fluorophores, the results will have to be treated differently and the evaluation will have
to be adjusted, particularly concerning shorter measurement times. The second assump-
tion, furthermore, is considered to be - trivially - true, as every known optical localization
method in a more or less obvious sense is based on this assumption.
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5.1.2 The Virtual Depth
According to general theory the position of the single emitter is exactly given by the
maximum of the PSF of the fluorescent light (see section 1.3). However, in case of depth
measurements along the optical axis below a refractive surface, it is obvious that the
position of the maximum, that is measured with a scanning microscope, is not the real
position of the PSF. Due to a - in this case - much higher refractive index in diamond,
the position of the focal point is shifted by an unknown factor s. In fact, the real focal
point of the microscope will be deeper than it occurs when just scanning the distance.
This effect is illustrated in figure 5.1 for the boundaries of a focused beam in geometrical
approximation. Consequently, any movement by the piezo scanner will be converted to
a larger shift inside the diamond.

Figure 5.1: Illustration of focal shift. (a) The focused beam of light is refracted
at the surface of the diamond to a deeper focal point. (b) This transfers
to any movement of the objective in relation to the surface. A measured
shift outside the diamond of ∆ will be translated to a larger shift of s · ∆
inside the diamond. Obviously, this effect is highly dependent on the incident
angle of the light. Hence, it will be stronger for objectives of a high numerical
aperture.

If one wants to measure the depth of a single emitter by a pure optical method, the
positions of the reflected surface and the emitter will have to be determined respectively
the distance of both positions. This is realized by the simultaneous recording of two
detection channels as presented in section 3.1.2, that distinguishes the wavelengths of
the reflected and fluorescent light. One can assume the reflection of the incoming light
occurs exactly at the surface plus a small possible shift e.g. due to evanescent waves of
the Goos-Hänchen-Shift [194] [195] [196]. Since the incident beam is reflected at every
point of the surface within the beam diameter, the measured signal of the reflected
light in the detector will be called cumulated point spread function (cPSF) in order to
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distinguish it from the PSF of a point-like light source. Hence, the maximum of the
cPSF of the reflected light will give a position near the surface. All the same, the precise
value of the shift remains unknown and has still to be determined (see section 5.2.3).

Figure 5.2: The virtual depth (VD). The figure compares the intensity profiles of a
single measurement run of the fluorescence of the NV center (black spots)
and the reflection at the surface of the diamond (blue spots). Moreover, the
averaged intensity of 500 consecutive recordings are presented by the red (NV
center) and green (surface) lines, that show a small perceptible displacement
due to a drift of the sample during the course of the measurements. Since the
difference between the positions of the maximums of both intensity profiles
would be naively retrieved as the depth of the emitter, this value is called
the virtual depth (VD).

The measurements are executed by a simultaneous detection of the reflected light (green)
and the fluorescent light (red). Figure 5.2 shows a typical measurement recording. The
difference of the maximums of both signals will then be called the virtual depth (V D)
since it is the distance between surface and emitter one would naively retrieve out of
this diagram. However as stated before, there is a focal shift (denoted as s) due to the
different optical path lengths inside and outside the diamond. Second, the position of
the surface is not necessarily represented by the maximum of the cPSF as mentioned in
the previous section. And third the green and red light will be subject to a chromatic
aberration in the optical components of the setup. The total value of all the effects that
shift the cPSF to its true position if measured with red light is a constant denoted as c.
If the real depth is called z0, the virtual depth will be given by

V D = z0

s
+ c. (5.1)
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The accuracy to which the real depth can be determined will be defined by the ability
to determine the three values of V D, s and c for a certain NV center. The next section
covers considerations about the measurement methods.

5.1.3 A Note about Polarization
Since reflection and refraction are dependent on the polarization of light, one has to
consider effects that could influence the measurements of the virtual depth.
In case of reflection of the linear polarized excitation beam, one would expect no change
of the position of the maximum of the cPSF due to rotational symmetry. This holds as
long as surface roughness and tilt is neglectable. However, the optical components of the
microscope e.g. beam splitters and filter are expected to show polarization dependence
that likely influence precise measurements.
In case of the NV center, the polarization of the excitation affects the number of emitted
photons. If the NV axis does not match the excitation, the total intensity, and thus the
precision of the localization, will be distinctly decreased. Furthermore, the orientation
of the NV axis can lead to different emission patterns. This is due to an interaction
of the NV center with the light field close to the diamond surface, where part of the
emitted light will be back-reflected [197]. Consequently, the dipole orientation is capable
of changing the precision of the localization [198].
Nevertheless, changing the polarization of the excitation was experimentally tested. The
measurements showed an unequally variation of both maximum positions (of cPSF and
PSF) when changing the polarization. Consequently, to keep results comparable, all
evaluated measurements of this thesis have been performed with the same configuration
of excitation polarization that matched the axis of the selected NV centers.

5.2 Measuring the Experimental Parameters
This section specifies the experimental determination of the three parameters V D, s and
c, that is necessary to calculate the real depth of a NV center according to equation 5.1.

5.2.1 Calculation of the Virtual Depth
The crucial step to determine the virtual depth is the determination of the maximum
position of the reflected and the fluorescent light as precise as possible. In an ideal case
the intensity distribution of the confocal microscope along the optical axis will be given
by the Airy distribution. Since this function can be approximated as a Gaussian with
adequate accuracy, many works in literature use a calculation based on a normal dis-
tributed light spot, though this is not necessarily the ideal method to localize an emitter
[102] [199]. The precision of the determination of the maximum is then defined by two
factors. First, the PSF width defines the probability to collect a photon in a certain
position. Second, the more photons one collects as an ensemble, the more accurate the
position estimation gets (∼

√
N
−1). Thus, the precision is dependent on the measure-
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ment time (see section 1.3).
Figure 5.2 illustrates the problem for the specific measurements, that have been per-
formed. As it can be seen, the pattern itself is not symmetric. The local maxima beside
the main distribution do not show up on both sides of the distribution as well as the
skewness of the distribution. The asymmetry is in total agreement with theoretical
works on the detection of a reflected beam by a confocal microscope [106]. There are
two graphic reasons to explain this effect: First, the effective aperture of the objective
increases for a closer position to the diamond: The visual angle of the aperture of the
objective as seen from the position of the emitter increases. That relates to a greater
potential fraction of the emitted light, that can be detected. Second, the optical path
length in the diamond is different to the one in the immersion oil. This is represented
by the focal shift, that has already been mentioned in section 5.1.2.
Consequently, the first task to solve is the finding of a proper evaluation algorithm re-
spectively a fitting function. To minimize the influence of any deviations that lie outside
the main maximum of the distribution we will only fit the maximum region of the in-
tensity distribution. A feasible proceeding is the calculation of the moving average for
100 nm in both directions at each point. The maximum of this smoothed distribution is
then determined and all points, where the intensity drops below 85% of the maximum,
will be skipped, as it is illustrated in figure 5.3.

Figure 5.3: Moving average of the intensity profiles. A moving average of the mea-
sured intensity profiles (red and green lines) for the NV center (black dots)
and the reflection (blue dots) can be calculated to get the average region of
the maximum. The dashed lines represent the boundaries, where the inten-
sity profiles drop below 85% of the main maximum. Only the measurement
data in between these regions will be used for calculating a fitting function
to the maximum.
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Figure 5.4: Fitting of the maximum positions. The expected intensity profiles of
NV center and surface have been retrieved by a summation over 500 recorded
measurements. Due to the asymmetry the fits have been calculated for func-
tions separated in two parts by the Heaviside distribution. (a) The Gaussian
fit to the complete profile shows a strong deviation of the fitted maximum
to the obvious position. (b) A much better agreement to the measured data
is achieved by fitting the Gaussian to only the maximum region. (c) In this
region the results for a parabolic fit show no difference to the Gaussian, both
giving calculated values of the maximums of 3.197µm for the NV center and
2.946µm for the surface.

The original measurement data is used for the fitting calculations. Since now we only
have to fit a function to the middle of the maximum, it is possible to approximate this
with a simple parabolic function instead of a commonly used Gaussian. One can cal-
culate, that in the regime of our fitted values the difference at the boundaries of both
functions is about 1%. Furthermore we need to consider the asymmetry of the mea-
sured distribution. This is done by separating the fitting function into two parts with
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independent curvature. The effective fitting function is then given by

yi(z) = aiz
2 + biz + ci (5.2)

where i ∈ {1; 2} is an integer and ai, bi and ci represent our fitting parameters. Using
the Heaviside distribution H and the boundary condition y1(h) = y2(h), all calculations
are then performed under the constraint

F (z) = H(h− z) · y1 +H(z − h) · y2 . (5.3)

Figure 5.4 compares this evaluation method to the fitting of a Gaussian to the whole
intensity profile as well as only to the chosen area. In terms of uncertainty considering
the fitting of the maximum position calculations show a deviation at the scale of few
picometers when choosing a Gaussian or a parabolic fit. Since this is much smaller
than the extension of the wave function the parabolic fit proves to provide reliable
results. Furthermore, the parabolic function has one degree of freedom less to fit than
the Gaussian, that is an advantage considering calculation time.
One great benefit of the averaging is the better signal-to-noise ratio (SNR) for the
fitted data points. Since there is always constant background fluorescence from the
diamond, the low intensity values far from the maximum of the distribution are much
more unreliable measurement points than the ones in the center. Hence, the selective
fitting decreases the effective SNR that leads to a more precise localization [23].

5.2.2 The Focal Shift Correlation
The focal shift s is the second parameter to determine. Here, the focal shift is defined as
the displacement of the maximum of the PSF of the NV center compared to its virtual
position measured in the experiment. As mentioned, the occurrence of this shift has its
roots in two phenomena. At first the optical pathlength in the diamond is longer than
in the immersion oil due to a higher refractive index. Second, the diamond surface acts
as an effective lens when interacting with the focused light beam. Thus the effect can
be thought of similar to a spherical aberration.
From a naive point of view, one could argue that the total shift is given by the ratio
of the refractive indices of diamond to immersion oil, as is suggested in figure 5.1 for
the boundaries of the beam. However, if one takes into account the different incident
angles of all rays closer to the optical axis, different focal points will occur and the
simple assumption will not hold. Furthermore, the laser beam is not a geometrical
bundle of rays but can be better described as a Gaussian beam, that leads to a different
calculation. A more detailed model based on these considerations for the focal shift s
will be discussed in section 5.3.
Since the theoretical calculation of s is non-trivial, one wants to think of an experimental
method to measure s. Indeed, the simultaneous measurements of the cPSF of the surface
and the PSF of the emitter provide an excellent resource to the solution of this problem.
Assuming a defined uncertainty ∆ of the maximum positions of the surface zsurf and
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the emitter zem, one can state:

zsurf = zsurf,ideal ±∆surf , (5.4)
zem = zem,ideal ±∆em . (5.5)

Typically, one will expect ∆surf < ∆em, as the reflected light has a smaller wavelength
than the fluorescent light, and thus a smaller distribution width. Moreover, in a typical
measurement setup, the number of reflected photons is larger than the number of flu-
orescent photons. This increases the ratio of accuracy even more. Consequently, zsurf
can be determined more accurate than zem.
Nevertheless, there is an important fact to point out: The ratio of the uncertainties does
not depend on the measurement time, as the ratio of the wavelengths stays the same
as well as the ratio of the measured counts. Now take into account a small drift of the
sample, that occurs during the measurement time around its average position. If one
assumes the sample to drift as a whole, the position of the surface will change by a small
displacement δ. Since the optical path length in diamond is stretched, and thus is the
focal spot, the virtual displacement of the emitter will be reduced to δ/s. Consequently,
this leads to a slight correlation when comparing the measured maximums, as can be
seen in figure 5.5.

Figure 5.5: The focal shift correlation. (a) The drift of the sample will be the same
for the surface and the NV center. However, since the virtual scale (red) is
stretched due to different optical pathlengths, the measured drift of the NV
center is shortened. (b) Consequently the measured positions will show a
correlation. The diagram relates to a random drift around the central posi-
tion (dashed red line). The basic measurement uncertainties of the maximum
positions are indicated as ellipses (blue and purple) around the drift line.

Using the sample drift as an advantage to gain information about s is a nice feature. To
increase the precision of the calculation of s the drift has to be high enough compared
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to the uncertainties of the maximum positions. However, it is important to note, that
this only works for slight drift oscillations at the averaged position. If the drift is too
high and leads to a permanent displacement of the sample, this, on the contrary, will
reduce the precision of the method. Therefore, measurement time and speed have to be
synchronized in the right way to all occurring noise effects. Then, it is possible to get
meaningful data for all parameters as presented in chapter 6.

5.2.3 The Calibration Constant
The displacement constant c is the last experimental parameter that has to be deter-
mined. As stated before, this constant is mainly influenced by chromatic aberrations
of the optical components, as well as a shift of the maximum of the cPSF to the real
position of the surface. Since it is not only a chromatic shift in the microscope, c cannot
be determined by a change of the excitation wavelength to red color.
Hence, a calibration measurement is needed. In this case, the measurement of the po-
sition distribution of shallow implanted NV centers was chosen. These emitters had
been created by Nitrogen implantation of an ion energy of 2.4 keV. It is known, that
this implantation energy creates shallow implanted NV centers very close to the surface
with the closest NV centers at about 1 to 2 nm below the surface [152]. Therefore, if one
measures the virtual depths of enough of these NV centers, the measured distribution
should show a lower boundary. At this limit one can expect to be at the surface with
an uncertainty of about 1 nm.
In this work 101 shallow implanted NV centers have been measured and evaluated to
determine the calibration constant c. Since these measurements are very time consum-
ing, an easier calibration is suggested for further applications of this method. As noise
spectroscopy on shallow implanted NV centers is now a well established tool [63] [181],
this method can provide accurate depth measurements of the NV center (see also section
6.3.4).

5.3 Modeling the Focal Shift in Diamond
In this last section of our preliminary considerations to the depth determination we will
calculate the expected behavior of the focal shift s. All in all, this is a two-sided problem.
On the one hand, one has to take into account the refraction of the excitation beam.
On the other hand the detection of the emitter will lead to an additional shift.
The refraction of a focused beam at a planar surface has been widely discussed [200]
[201] [202]. It can be stated, that both, geometrical and wave-like approximations for
the light propagation, principally lead to similar results, that is, especially, the already
discussed focal shift s [203]. In this treatment, we use a hybrid model (as presented
in [30]), that covers geometrical ray tracing as well as wave-like characteristics for a
Gaussian beam. We separate the detection process into two parts: first an excitation
by a Gaussian beam and second the following detection of the light from a point source
(NV center).
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Figure 5.6: Focal region of a Gaussian beam. The objective focuses the Gaussian
mode of the laser. The resulting focal beam waist w0 is determined by the
wavelength λ and the incident angle of the boundary α = arcsin

(
NA
n1

)
. The

Rayleigh range zR is defined as the distance to the focal point, where the
beam waist shows the value of w (zR) =

√
2 ·w0 and, thus, refers to a doubled

cross-section of the laser beam.

We approximate the Gaussian beam by its boundaries near the the focus. The quantities
used in this model are illustrated in figure 5.6. Considering a distance z to the focal
point, the laser beam waist w(z) is then given by

w(z) = w0

(
1 +

(
z

zR

)2
)1/2

(5.6)

with the waist size w0 and the Rayleigh range zR = πw2
0/λ. The waist size is determined

by the objective with a numerical aperture NA = n1 sinα by

w0 = λ

πα
= λ

π arcsin (NA/n1) . (5.7)

To derive the incident angle of the beam boundary one has to calculate the derivative
w′(z) = tanα. It holds

w′(z) = w0z

z2
0
·
(

1 +
(
z

z0

)2
)−1/2

. (5.8)
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To trace the ray at the boundary we apply Snell’s law of refraction for the refractive
indices of two media n1 and n2. This gives the focal shift sexc of the excitation. We
obtain

sexc(z) = w′(z)
tan arcsin

(
n1
n2

sin (arctanw′(z))
) . (5.9)

So far only the excitation beam has been considered. Furthermore we have a look at
the detection of the emitter. We assume the detection to be defined by the PSF of the
emitter, that is approximately given by a Gaussian distribution

f(z) = f0 exp
(
−z2

2σ2

)
. (5.10)

Now, the value of sexc can be integrated into this detection as follows: Assume a certain
distance z from the focal point. Here, we partially weight the calculated focal shift due
to excitation sexc with the cumulated distribution function of a normalized Gaussian
CDF (z, 0, σ) with the mean 0 and the standard deviation σ. The other part of the PSF
is weighted as 1, since it is outside the diamond and therefore not shifted. The total
shift s then denotes as

s = CDF (z, 0, σ) · sexc(z) + (1− CDF (z, 0, σ)) . (5.11)

A numerical calculation with the initial values of the excitation wavelength λ = 532 nm,
the standard deviation of the distribution σ = 0.5µm and the refractive index of diamond
n2 = 2.417 was performed for several types of objectives (oil (n1 = 1.517), water (n1 =
1.33) and air (n1 = 1)). The results are illustrated in figure 5.7.
The total focal shift shows to be highly dependent on the numerical aperture. High NA
objectives as NA = 0.95 for air or NA = 1.2 for water display a significantly higher
shift than their counterparts with lower NA. Furthermore, according to this model, one
expects the focal shift to increase for deeper emitters due to a change of the incident angle
and a larger part of the PSF inside the diamond. In all cases, this increase continues
until a depth of about 1.5µm is reached. There, the focal shift asymptotically reaches
a limit.
Referring to the increase for the less deep NV centers, the experimental results, that are
presented in the next chapter are in good agreement to this prediction.
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Figure 5.7: Modeling of the focal shift. The calculations are performed for different
objectives of type (a) oil, (b) water and (c) air. The total focal shift is
highly dependent on the numerical aperture of the objective and rapidly
increases for high NA. Furthermore, the shift asymptotically reaches a limit
for emitters deeper than 1.5µm.
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the Depth of NV Centers

This chapter presents the performed measurements and results under the assumptions
of chapter 5. The first two sections review the determination of the virtual depth and
the correlation of the focal shift. Using this, the last section then shows the calibration
of the measurements by an investigation of a shallow implanted spot of NV centers and
discusses the total resolution of the experiment. The results have been published in [30].

6.1 Examination of Drift Effects and Noise
The first section deals with an analysis of occurring drift effects and noises. These effects
naturally limit the absolute accuracy to which the virtual depth respectively the real
depth of the NV centers can be determined.

6.1.1 Surface Roughness

Figure 6.1: Surface Roughness. The roughness of the diamond can be determined
by atomic force microscopy (AFM). (a) The surface of 2.5× 2.5µm2 at the
implantation area shows a merely flat profile with occasional elevations in the
order of few nanometers. (b) Three lines, that have been relatively shifted
to each other show linear sections at the indicated positions. The average
roughness over a region of size 1µm2 is determined to be below 0.93 nm.
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One of the first things to consider, when measuring the depth of a NV center, is the
roughness of the surface of the sample. Obviously the precision of depth only makes
sense to the same order of magnitude as the surface roughness.
Atomic force microscopy (AFM) measurements have been performed to investigate the
two samples used for the measurements. Both samples showed a flat surface with an
average roughness below 0.93 nm over a surface area of 1µm2 around the implantation
area, where the later NV measurements would take place. Figure 6.1 illustrates an
exemplary surface profile. As one can see, only small deviations from a virtually flat
surface can be reported.
Furthermore, the surface should be aligned perpendicular with respect to the optical
axis. Otherwise, all position values would be subject to a projection error. Additionally,
the roughness could be virtually increased. Both effects can be estimated with a behavior
of the cosine of the tilt angle α, that represents the difference to the ideal perpendicular
orientation. The total tilt of the samples could be determined by the count signal of the
surface in a x-z-scan. It showed to be less than 1◦. This results in an estimated relative
error of less than 0.02% for all length measurements along the optical axis. Thus, we
confidently neglect any error of tilt.

6.1.2 Shot Noise and Drift Analysis
As stated in section 1.3, the limiting factor of accuracy in FIONA measurements is the
number of collected photons, respectively the measurements time. One of the great ad-
vantages of the NV center is its photostability to bleaching [44]. Thus, one is not limited
by the measurement time, but by the drift of the sample position with respect to the
setup.
The total drift effects occurring in the experiments can be evaluated. Figure 6.2 shows
typical drift behavior of the diamond surface, determined by the fitted maximum po-
sition of the reflection signal. The graph corresponds to an exemplary behavior of the
sample and results in a precision of the virtual depth below one nanometer (see below).

While measuring, the samples typically showed an absolute movement of about 20 nm
perpendicular to the optical axis and about 40 nm along the optical axis. Since the
depth measurements rely on a relative distance measurement, one has to note that any
drift along the optical axis does not necessarily reduce the precision. However, this only
holds true in a certain regime. Due to thermal fluctuations, oil drag on the sample
caused by the relative movement to the objective, or other vibrations, sudden jumps of
the position of the sample by tenths of nanometers are possible. These effects show to
come along with unstable perpendicular positioning, that worsens the achieved precision
significantly (typically by a factor of 2 to 5). Such results have not been used in our
final analysis in section 6.3. In this context, it is interesting to mention that some NV
centers showed an intrinsic higher uncertainty as others. It can be assumed, that specific
surface roughness at particular emitter positions might play a role.
To gain basic information about the precision of the virtual depth, we performed sev-
eral consecutive scans of one NV center along the optical axis, and calculated the virtual
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Figure 6.2: Sample drift. Exemplary drift of the sample as determined by the position
of the surface. The motion is indicated by a moving average over 20 consec-
utive measurements (red line), that relates to 30 s. A stable measurement,
as presented, typically relates to a movement in z direction of about 40 nm
in 22 minutes. However, as it can be seen, (thermal) fluctuations randomly
cause faster and slower moving of the sample.

depth from the data by fitting (see section 5.1.2). Each measurement run was performed
along the z-axis over a total distance of 2µm with a step size of 10 ± 0.2 nm between
each pixel, and a count time of 10 ms. The improvement of the precision can then be
illustrated by averaging adjacent measurement runs into one binned measurement and
recalculating the standard deviation. The analysis of exemplary measurements is shown
in figure 6.3.
One can see a steadily improving precision (that is a smaller standard deviation). The
fitting procedure shows a standard deviation of about 18.0 nm for a single measurement.
This value drops for increasing measurement time with a square root behavior till a
binning of 500 measurements. At this time an optimal precision of about 0.9 nm is
achieved. For longer measurement times any further improvement is suppressed by drift
effects and noise.
Concerning the noise sources, one can estimate the error for the fitting procedure. The
collection of about 60000 photons (at a SNR of about 6), after subtraction of the back-
ground fluorescence, gives an expected precision of 4 nm that can be solely related to
photon shot noise (under the assumption of an uncertainty of the PSF of 1µm along the
optical axis). As a consequence we can assume that discussed drift effects are responsible
for a more than three-times higher error than the photon shot noise. As we see in the
data as presented in figure 6.3 the results still show statistical behavior of the precision
until the limit at 500 measurements is reached. For that reason, one can assume, that
until this point, the drifts occur random-like around a certain position.
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Figure 6.3: Determination of the shot noise limit of the measurements. (a) The
binning of the measurements of the virtual depth shows a steadily decreasing
standard deviation with shot noise scaling. The limit is reached at about
0.9 nm for 500 measurements. The highly wavering behavior of the standard
deviation for high binning numbers can be explained by the limited amount of
measurements as the total number of measurements is not perfectly divisible
by the binning number. The volatility is exaggerated due to logarithmic
scaling. (b) Higher drift effectively reduces the achieved precision. Here,
three exemplary measurement runs compare a typically stable measurement
with a total drift of 40 nm (blue) to occurred higher drifts of 70 nm (green)
and 100 nm (red).

6.2 Measuring the Effective Focal Shift

The measurements of the virtual depth show a high precision, as stated in the previous
section. Consequently, one expects a strong linear dependence of the maximum positions
of the fluorescent PSF and the reflected cPSF since these are the two values of which
the virtual depth V D is calculated. As already discussed in section 5.2.2, the measured
values should show a correlation different from the factor 1 due to the high optical
pathlength in diamond. This behavior can be experimentally confirmed. Figure 6.4
presents two exemplary correlations of the two maximum signals.
The slope can be calculated by a linear regression. In this representation the focal shift
s is then given by the reciprocal value of the slope. However there is a relatively high
uncertainty in the calculation of s since the initial uncertainties of our measurement
values are in the same order of magnitude as the random drift effects that cause the
correlation. The total error of s for our measurements typically shows values between
0.3 to 0.4 respectively a relative error around 20%. As it will be shown in section 6.3,
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Figure 6.4: Measured focal shift correlation. The maximum positions of the re-
flected light from the surface and the fluorescent light of the NV center show
a strong linear correlation that differs from 1. Here, two exemplary NV
centers are presented, that show a slope of (a) 0.76 at an average position
difference of 236 ± 1 nm and (b) 0.45 at an average position difference of
355±1 nm. In this depiction, the focal shift s is then given by the reciprocal
value of the slope.

this uncertainty plays a major role for the accuracy of the depth determination for deep
NV centers.
The calculated shift factors of the single NV centers can then be compared to their
virtual depths. Referring to the discussions in section 5.3, we expect an increasing
shift for deeper emitters. Figure 6.5 illustrates the results that confirm the theoretical
expectation. A tendency of a steadily increasing focal shift for deeper NV centers can
be seen. This corroborates the assumption of the depth dependency of the focal shift.
The calculated model from section 5.3, which is based on a combination of raytracing
and wave optics, seems to predict the focal shift of our measurements in good agreement
and has been added to the diagram. Note that the calibration c (see section 6.3.1) and
the calculated values of the focal shift s have been used for the graph, to provide a
good comparability to the virtual depth. As shown, the behavior of the curve starts
at a value around 1.3 for shallow implanted NV centers and steadily increases. For
deep NV centers, one expects a modeled boundary value for the focal shift of 2.9 as an
upper limit in this experimental configuration. These results are in agreement with basic
geometrical optics models such as presented in [202]. As already discussed in section 5.3,
it is important to note that the effective focal shift is mainly dependent on the numerical
aperture of the microscope.
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Figure 6.5: Focal shift and virtual depth. Shallow implanted NV centers show a
position difference of about 170± 3 nm at a minimal shift factor of 1.3± 0.3,
whereas deeper NV centers show the tendency of a steadily increasing focal
shift. This is in good agreement to the theoretical prediction. The dashed
lines compare the evaluated values to the calculated model in section 5.3
(blue) and its predicted boundary value of 2.9 for deep emitters (green).

6.3 Total Resolution of the Experiment
This section closes this chapter with the final results of the depth measurements. Using
the shallow emitters for calibration, it is possible to determine the depth of deeper NV
centers, as well as giving an estimation of the achieved accuracy of the measurements.

6.3.1 Calibration with Shallow Emitters
As discussed in section 5.2.3, the value of c was calibrated by finding the lower limit of
the virtual depths in a sample of shallow implanted NV centers. The calibration was
done with a type IIa, chemical vapor deposition (CVD) grown diamond. The NV centers
were produced by nitrogen implantation with an energy of 2.4 keV. It can be confirmed
by NMR measurements that such NV centers are in fact placed only few nanometers
deep from the surface [63] [181]. The investigated NV centers were located in one single
implantation spot as shown in figure 6.6.
In total, 101 NV centers have been evaluated with a sufficient precision of about 1 nm.
The distribution of virtual depths of this ensemble shows a lower boundary at 165.3 ±
1 nm. As a consequence, we take the value of 165 nm as the calibration shift c. Using
the determination of the focal shift s, we can then calculate the real depth z0 of the NV
centers from equation 5.1. The resulting depth distribution of the shallow NV centers is
shown in figure 6.7.
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Figure 6.6: Implantation spot of shallow NV centers. (a) Calibration measure-
ments were performed on an implantation spot of shallow NV centers with
a nitrogen implantation energy of 2.4 keV. (b) A zoom shows single NV cen-
ters, that are clearly separated from their neighbors and could be addressed
by individual measurements.

Additionally, the results of a stopping and range of ions in matter (SRIM) simulation
[204] have been included to the diagram of the measured depths. As it can be seen, both
experimental and simulated values show a good agreement. The peak of the measured
depth distribution at 6.3 ± 2.9 nm is slightly shifted to deeper values in relation to
the simulated values, that lie around 4.7 ± 1.9 nm. The uncertainties of the estimated
calibration c and the shift factor s, which are both used to calculate z0, are one thinkable
reason for this difference. Other reasons are statistical effects since 101 NV centers might
not be enough to accurately determine the whole distribution, or the reliability of the
SRIM calculations, which does not necessarily calculate the exact depths.

6.3.2 Results for 50 keV Implantation
As a second sample, we used a type IIa, high-pressure high-temperature (HPHT) grown
diamond and NV centers with a nitrogen implantation energy of 50 keV. 49 NV centers
have been evaluated with the determined calibration constant c and their focal shift s.
The results for these deeper emitters, as well as the corresponding SRIM calculation,
are depicted in figure 6.8.
Here, the SRIM calculation shows a depth distribution of 63 ± 15 nm and matches
the peak of the measured depth distribution, which averages around 72 ± 23 nm. In
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Figure 6.7: Depth distribution of 101 shallow implanted NV centers. The dis-
tribution for an implantation energy of 2.4 keV shows a peak at 6.3±2.9 nm.
It follows the SRIM simulation for implanted nitrogen (red line), that shows
slightly lower depths with an average of 4.7± 1.9 nm.

Figure 6.8: Depth distribution of 49 NV centers with an implantation energy
of 50 keV. The distribution around 72± 23 nm is in good agreement to the
SRIM simulation, that shows a peak around 63 ± 15 nm for implanted ni-
trogen. The measured shift towards deeper values might indicate channeling
effects.

comparison to the simulation, the measured depths show a slightly broader distribution
which can be assumed to be partially dependent on the error of our measurements.
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Moreover, a significant proportion of deeper outliers measured in the depth profiles can
be noticed. This effect possibly indicates the effect of channeling [205], that is assumed
to occur during ion implantation and produce a higher ratio of deeper NV centers than
expected.

6.3.3 Estimation of Accuracy

Figure 6.9: Absolute and relative error of depth measurements. The calculation
of the total maximum error for (a) shallow and (b) deeper NV centers shows
a total accuracy significantly better than the diffraction limit. Though mea-
surements for emitters close to the surface suffer from a high relative error,
this value keeps constantly decreasing for larger depths.

The performed experiments, both on shallow NV centers near the surface and NV centers
with a depth in the range of about 70 nm, show a good agreement to the theoretical
expectations given by SRIM calculations for implanted Nitrogen. All the same, the final
question to be resolved addresses the accuracy, that can be assigned to our experimental
data.
A feasible approach is a simple error calculation. Referring to equation 5.1, which was
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used to calculate the real depth z0, we can calculate the total maximum error ∆z0 by

∆z0 = s ·∆V D + s ·∆c+ ∆s (V D − c) . (6.1)

As it can be seen, the uncertainties of the experimental parameters ∆V D, ∆c and ∆s
have a different impact on the total uncertainty in relation to the measured values V D,
c and s. According to our given values, this results in an estimated error of about
2.6 nm for shallow NV centers. Though this value looks very promising compared to
the diffraction limit, one has to take into account, that this relates to a relative error
of about 100%. A comparison of absolute and relative error referring to equation 6.1 is
given in figure 6.9.
For deeper NV centers, the absolute error increases, however, the relative error keeps
steadily decreasing. This can be explained, since for deeper NVs the error of the depth
localization becomes more sensitive to the uncertainty in the shift factor s, but not
to ∆V D and ∆c. According to our model, the latter two parameters show no depth
dependence. Nevertheless, we can conclude that we have demonstrated the absolute
accuracy of our localization technique in the regime of few nanometers by a purely
optical approach.

6.3.4 Measuring under Unfavorable Constraints
The final part of this section is dedicated to a fast application of the presented method
with sufficient accuracy. For some experiments, like coupling the NV center to a cavity
[206] or the application of solid immersion lenses [207], the determination of the position
of an emitter is sufficient with the accuracy of only about a hundred nanometers. Hence,
it is not necessary to push all uncertainties to the minimum. Here we will sketch the
influence of a lack of precision in the measurements due to, what we call, unfavorable
constraints.
As already seen in equation 6.1, the uncertainties of the three experimental parameters
play a very different role in affecting the accuracy of the experiment. This trait is
graphically captured in figure 6.10. Here, the behavior of the total uncertainty for an
increase in ∆V D, ∆c and ∆s is illustrated, depending on the depth of the emitter.
One can state the following observation: The deeper the NV center one intends to
measure, the less important are uncertainties in c and V D. Thus, any noise effects that
influence e.g. the quality of the fitting, do not play a major role. In this regime, one
can wisely take longer measurement times and accept a certain averaging effect for the
estimation of the virtual depth. Even an increase of the uncertainty up to 10 or more
nanometers is not necessarily a problem - of course depending on the required total
accuracy. Concerning the calibration constant c, the estimation of error is less easy.
A calibration measurement as performed in this work takes a lot of time and effort to
gain enough statistical data. One could think of markers at the surface like fluorescing
nanodiamonds or quantum dots to calibrate the surface position at least in a regime of
tens to hundred nanometers. Even better is the possibility to use shallow NV centers
for spin sensing. These NMR technique will provide a very accurate option to calibrate
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Figure 6.10: Error in case of unfavorable constraints. A higher error of the exper-
imental parameters affects the total error in different ways. A variation of
(a) ∆V D (with ∆c = 1 nm) or (b) ∆c (with ∆V D = 1 nm) gives a different
basic offset for the accuracy. On the contrary, the uncertainty of the focal
shift ∆s relates to the rapidity of increase for the absolute error. This can
be seen, when comparing different error evolutions in case of (c) ∆s = 0.4
to (d) ∆s = 0.7.

the surface position (see also the next chapter) [63].
However, deep NV centers are much more sensitive to the uncertainty of the focal shift
∆s. Our measurements have shown that it is possible to experimentally determine the
value of s to an accuracy of about ∆s = 0.4. However, these measurements require
long measurement runs and still show a pretty high error confined in the data, since it
overlaps with the uncertainties of the position estimation. In this case, we suggest to
take the model calculations performed for s in section 5.3. The model seems to achieve
a sufficient precision compared to the measurements. Even if one expects slight errors,
we are confident, that our theory predicts the value of s with at least the same quality
of uncertainty as our performed measurements.
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7 Magnetic Sensing in Liquids
by Single NV Centers

NV centers, that are located near the surface, have been proven to be a valuable resource
to measure magnetic field fluctuations [62] [208] [209]. Therefore, this last chapter en-
twines the determination of depth with an exemplary application of single NV centers
to magnetometry. This is an important task, e.g. for nanoscale biology, where the inves-
tigation of magnetic field fluctuations could give insight into fundamental mechanisms
of biochemical reactions and processes [171] [210]. So far, ensembles of NV centers have
successfully shown their capability of detecting dissolved spins in a liquid [211] [212].
Here, we prove the principal applicability to single NV centers.
The overall objective of the experiment was not limited to the localization, but to develop
a functional method for the utilization of single NV centers to physiological spin detec-
tion. Therefore, the first section of this chapter will give a description of the diamond
and the microfluidic device, that have been specifically created for the experiments. The
second section then covers the proof of principle experiments, that precisely confirm the
shallow position of the NV centers by their interaction to the environment. Concretely,
this is done by the detection of proton spin noise in oil, as well as by measuring the
coherence times of single NV centers, that interact with manganese spins in an aqueous
solution.

7.1 Preparation of the Microfluidic Channel with
NV Centers

For the experiments we used a 99.99% 12C diamond layer, homoepitaxially grown with a
thickness of ∼70µm on a high purity, single crystal substrate. The microfluidic channel
was fabricated in the overgrown diamond layer with a high power, pulsed, frequency
doubled Nd:YAG laser. In order to seed the fabrication process, a 10 nm thick layer
of absorptive gold was first evaporated on the diamond surface, since gold absorbs
the 532 nm laser more efficiently than pure diamond, thereby nucleating graphitisa-
tion of the underlying diamond. After boiling the diamond in triacid (1:1:1 mixture of
H2SO4:HClO4:HNO3) at 180 ◦C for 10 hours, the diamond was treated with a hydrogen
plasma at 800 ◦C under a pressure of 30 mbar and a flow rate of 30 sccm for 20 minutes.
Figure 7.1 shows a scanning electron microscope image of the resulting channel, di-
rectly after laser cutting, with a width of 90µm and a depth of 35µm. Furthermore a
brightfield microscope image of the diamond is shown, taken before and after plasma
treatment, showing removal of dark graphitised diamond after plasma treatment.
To create shallow NV centers for nanoscale magnetometry applications, and in order to
characterise the diamond surface, 15N+ ions were implanted into the laser-cut channel.
Two implantation energies of 2.5 keV and 5 keV were chosen [213] resulting in a depth
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Figure 7.1: Diamond sample with channel. (a) Scanning electron microscope image
of the sample directly after laser cutting. The measurements of the channel
show a width of 90µm and a depth of 35µm. (b) The dark surface of the
diamond in the brightfield microscope image indicates graphitisation. (c)
The layer of graphite can be successfully removed by plasma cleaning and
leave a clean diamond surface.

range of 2–5 nm and 7–10 nm respectively below the surface. The diamond was then
annealed at 800 ◦C for 1 hour in a vacuum of 5 × 10−6 mbar, and subsequently acid
boiled for a second time under the previous conditions. As shown by imaging in an area
near the edge of the high dose region, single implanted NV centers could be observed
(see figure 7.2). To confirm the observed NVs indeed are due to shallow implanted NV
centers, we observed the 15N hyperfine spectrum by optically detected magnetic reso-
nance spectroscopy.
For the proper delivery of the liquid to the implanted NV centers, the diamond sample
was glued onto a microscope slide, with two solid polydimethylsiloxane (PDMS) strings
to close the channel to the diamond and serve as future space for liquid transportation.
The whole construction was put into liquid PDMS and heated at 60 ◦ C for 12 hours.
The process leaves an imprint of the diamond and the strings in the now solid PDMS
with two entrances to push liquid through the channel. The size was cut to fit on a cover
slip and two holes on each side have been drilled through the PDMS from the top.
Now, the whole chamber could be put together to form a microfluidic transport system
as mentioned in section 3.2.2. First, a copper wire with a diameter of 25µm was placed
on a cover slip and the diamond was put onto the wire such that the wire was lying
in the etched channel. After that, the PDMS imprint was put on top to fix all. The
whole device was pressed together by a metal weight and heated to 60 ◦C for 10 min.
The holes at the edge of the imprint, that have been left by the strings, were sealed with
a two-component adhesive. Thin steal tubes of a diameter of 0.5 mm were plugged into
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Figure 7.2: Region of implanted NV centers. The confocal scan shows 2 of 4 im-
plantation spots. The high fluorescence indicates an ensemble of densely
packed NV centers in these areas. Since all measurements were intended to
be performed on single NV centers, a region near the implanted spot was
investigated. The two zoomed pictures shows the location of single NV cen-
ters that lay scattered around the main area of the implantation circles and
can be addressed by individual measurements.

the drilled holes on the top and connected to tubes. The resulting device can be seen in
figure 7.3.
To float the channel with liquid, the needle of a syringe was connected to the end of one
tube, whereas the end piece of the second tube was placed into liquid. By slowly pulling
at the syringe, liquid was floating through the channel. To prevent unnecessary losses
of fluorescence due to the liquid in the channel the sample was imaged with a water
objective (see section 3.2.2).
An additional magnet stage was placed above the setup to enable proper alignment of
the external magnetic field. With this configuration it was possible to measure the effect
of spins in the liquid on the coherence times of NV centers. The results are shown in
section 7.2.
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Figure 7.3: Complete microfluidic transport system. (a) The prepared microfluidic
device can be glued on top of a sample holder. (b) The diamond sample
was sealed in the PDMS by adhesive forces. Drilled channels provided the
possible supply of liquid to the diamond, whereas the wire for the microwave
signals had been placed directly in the resulting canal. (c) The sample holder
could be fixed to the stage of the home-built confocal microscope, directly
above a water objective. The plastic tubes for the liquid transport are fixed
by small metal plugs to the whole construction.

7.2 Spin Sensing Experiments

7.2.1 Proton Spin Noise in Oil and Depth Determination
A first characterization of the implanted NV centers was performed by noise spectroscopy
measurements (see section 2.2.3). The xy8-K pulse sequence enables to determine fluctu-
ating fields that interact with the NV center. By this method, it is possible to determine
the depth of the NV centers for implantation depths up to 20 nm [63] [181]. Furthermore,
successful measurements will prove, that the NV centers can be potentially applied to
different noise sources, like radicals in the liquid.
For these preliminary measurements, the sample was imaged by an oil objective without
the microfluidic chamber. The immersion oil contains hydrogen atoms, that give a high
proton density ρ of 50 nm−3 on the diamond surface. First, an applied magnetic field of
about 500 Gauss can be determined by an ODMR measurement of the NV center. Then,
the microwave power can be adjusted by a Rabi experiment, to calibrate the right timing
for the required π respectively π

2 flips of the pulse sequence. An exemplary measurement
is shown in figure 7.4.
The magnetic field will lead to a defined Larmor frequency of the protons, that interact
with the defect. Since this interaction takes place in the weak coupling regime, where the
coupling is dominated by interaction between individual hydrogen spins, the resulting
magnetic signal originates from magnetic field fluctuations 〈∆B2〉 of randomly polarized
spins [63].
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Figure 7.4: Measured ODMR and Rabi oscillation. (a) The Lorentz fit of the
ODMR signal shows a dip at 1490.7 MHz, that relates to an aligned magnetic
field of 493 Gauss. (b) The power of the microwaves can be adjusted, such
that the Rabi frequency will show the desired period of 80 ns.

This relates to the power spectral density around the Larmor frequency as follows:

〈
∆B2

〉
=

∞∫
−∞

S (ω) dω . (7.1)

Figure 7.5 shows two exemplary xy8-16 measurements and their related noise spectra,
that have been calculated by deconvolution with the filter function (see section 2.2.3).
The intensity dip in xy8-16 intensity signal relates to the resonance of the Larmor fre-
quency of the proton spins, and consequently, to a detectable signal in the noise spec-
trum.
According to literature [63] [181], the depth of the NV centers can then be calculated as
follows: Assuming a proton with the nuclear spin operator Îi and the magnetic moment
µp = ~γp at the distance ri to the NV center, the induced magnetic field Bz along the
NV axis denotes as

Bz (ri) = µ0µp
4πr3
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whereas the variance is given by
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Figure 7.5: Measurement results of two xy8-16 sequences and their related
noise spectra. (a) The applied xy8-16 pulse sequences for two different NV
centers shows an intensity dip at a delay time of 0.238 ms, that relates to
the Larmor frequency of the proton spins in the applied magnetic field of
493 Gauss. (b) The depth can then be determined to 5.5±0.5 nm (blue) and
6.0± 0.5 nm (green) by integration of the noise spectra, whereas the fitting
function is given by a Lorentzian. Note, that both measurements have been
relatively shifted for illustrative purposes.

Assuming a random hydrogen spin orientation, and thus
〈(
Îi,j
)2
〉

= 1
3s (s+ 1) = 1

4 with
the spin quantum number s = 1

2 , one derives

∆2B‖z = ρ
(µ0µp)2

64π2

π/2∫
0

2π∫
0
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)2
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for the parallel component ∆2B‖z of the field fluctuations in relation to the NV axis for
a depth z0. With a tilt of the NV axis by 54.7◦ with respect to the surface normal,
equation 7.4 integrates to

√
〈∆B2〉 =

√
5

1536πµ0µp

√
ρ

z3
0
. (7.5)

Consequently, according to equation 7.1, the depth of the NV center is related to the
spectrum of the magnetic field fluctuations.
Exemplary results of our measurements are shown in figure 7.5. In total, the proton
spin noise was successfully measured for 11 NV centers by xy8 pulse sequences with a
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calculated average depth of 5.4± 1.9 nm. The results prove the proximity of the defects
to the surface as well as their sensitivity to external magnetic field fluctuations. Thus,
the next two sections investigate the effect of external spins in combination with the
microfluidic chamber by measuring the coherence time of the NV centers.

7.2.2 Manganese Spin Sensing by Spin Lattice Relaxation
Time T1 Measurements

The first experiments, that have been performed with the microfluidic channel, determine
the spin-lattice relaxation time T1. Three different liquids (water, isopropyl alcohol and
diluted manganese chloride) have been used to show the sensitivity of the coherence of
the NV centers to the environment in the channel. In case of the manganese spins, this
can be used to successfully determine the spin sensitivity of individual NV centers as
well as their depths.
Obviously the interaction of NV centers to spins outside the diamond is dependent on
the depth. The lower the distance to the surface, the higher is the spin sensitivity of
the NV center. The power of sensitivity can be described by the detection volume as
illustrated in figure 7.6. For a given depth z0 the number of detected spins N is given
by [209]

N = 4
3πnz

3
0 (7.6)

with the spin density n.

Figure 7.6: Detection volume of a NV center. The main contribution to the inter-
action can be related to the spins, that are closest to the NV center. Due
to the r−3 dependency of the interaction, this ratio is attributed to less and
less spins, resulting in a very sensitive measurement for shallow NV centers.

Due to the r−3 behavior of the dipole-dipole interaction the total contribution of the
interaction is mainly defined by the nearest spins to the NV center. All in all this leads
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to the some-how counterintuitive definition of the detection volume that gets smaller for
a position nearer to the surface. However, this makes sense since the detection volume
does not give the absolute volume in which spins are detected but the volume that gives
the main relative contribution to the interaction.
Since the spins will contribute to a perturbation of the magnetic field, it is to be expected
that they will cause a faster decay of the coherence of the NV centers. The decay of the
NV state coherence D (t) in time can be described by an exponential decay such as

D (t) ∼ exp (−Γ · t) (7.7)

Here the decoherence rate Γ can be directly related to the coherence time TC by Γ = T−1
C .

In case of two noise sources with different decoherence rates, one can assume the total
effect to be the sum of both:

Γtotal = Γ1 + Γ2 (7.8)

This can be applied to the experiment by calibration measurements to cancel out all
other environmental effects on the coherence time. In case of the spin-lattice relaxation
time T1 it is possible to determine the effective magnetic field variance 〈B2

i 〉 caused by
the species i by [212]

〈
B2
i

〉
= 21 · 106πcNA

16z3
0

(
µ0~
4π γ̃NV γ̃i

)2

. (7.9)

with the spin concentration c, the Avogadro constant NA and the magnetic permeability
of the vacuum µ0. γ̃ refers to the gyromagnetic ratio of the NV and the spin species
divided by 2π. The decoherence rate is approximately defined by

Γi ≈
fi 〈B2

i 〉
f 2
i +D2 (7.10)

where fi denotes the zero-mean fluctuations of the spins i (fMn ≈ 100 MHz [214]) and
D = 2.87 GHz is the zero-field-splitting of the NV center. With this set of equations, it
is possible to convert T1 times into an effective magnetic field and calculate the depth
of the NV center respectively the number of spins, that have been sensed in average.
Measurements confirmed the sensitivity of the NV centers to different liquids by a signif-
icant drop in the coherence times. For water, 10 different NV centers showed an average
coherence time T1 of 341± 117µs. In case of isopropyl alcohol, one observed an average
decrease of T1 by a factor of 3.3 ± 1.8, whereas the effect of Manganese spins (diluted
MnCl2 solution with a concentration of 0.2 mol/l) has been considerably larger with a
factor of 10.3± 7.3. Figure 7.7 shows the results for two exemplary NV centers.
The high standard deviation of the results is believed to be specifically dependent on
different depths of the NV centers. The effects of isopropyl alcohol have only be qual-
itatively evaluated and were not used for further calculations. According to equations
7.7 to 7.10, the Manganese spin measurements resulted in a calculated average depth
of 3.5 ± 1.4 nm and is lower compared to the results, that have been achieved for the
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Figure 7.7: Spin lattice relaxation related to different liquids. Water, isopropyl
alcohol and diluted manganese chloride with a concentration of 0.2 mol per
liters have been filled into the microfluidic chamber. The presented mea-
surements show the exponential decay of the coherence for two different NV
centers. A significant drop of T1 times, that is sensitive to the different
liquids, can be confirmed.

surface noise measurements in section 7.2.1. However, since the measured NV centers
have not been the same, this is no contradiction. The numbers of total detected spins
lie in the range of only 5 to 70. These numbers are comparable to the results presented
in [212] for gadolinium spins. However, here we have not used a widefield image of a
NV ensemble, but addressed individual defects. Thus, a better lateral localization of the
magnetic fluctuations can be expected by our measurements.

7.2.3 Manganese Spin Sensing by Coherence Time T2
Measurements

The second type of experiments has been the investigation of T2 times, that are sensitive
to lower frequencies in the range of about 0.2 to 1 MHz. In case of spin echo measure-
ments, the calculations are slightly different than in the previous section. If one assumes
a surface spin bath, with the magnetic field strength BSS and the effective surface spin
density σ = n2/3, interacting with the NV center, one can derive for the decoherence
rate [209]

Γi = γ2
NVB

2
SS

2fss
(7.11)

with γNV = 1.7593 · 1011 s−1T−1 [142] and fss = 5.66 GHznm3 · σ3/2 [209] as a general
relaxation rate due to the surface spin dynamics. For a certain depth z0 one can use a
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so called cluster expansion [209] and gets the following relation to the surface spins:

Bss = 277µTnm3 · σ
1/2

z2
0
. (7.12)

Figure 7.8: Spin echo measurements of water and MnCl2. Two exemplary spin
echo measurements of different NV centers for water and diluted manganese
chloride in the microfluidic channel. As already measured for T1 times, the
external spins lead to a significant drop of the coherence time T2.

Furthermore the contribution of one individual spin can be compared to the total vari-
ance of all spins interacting to the NV center. For the magnetic field of an individual
spin Bj of the species i with distances r to the NV center one can consider

〈
B2
j

〉
= S (S + 1)

(
µ0giµB
4πr3

)2
(7.13)

with the Landé factor of the spin gi and the Bohr magneton µB. The overall interaction
of all spins in the liquid can then be summed up to

〈
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〉

= 4πn
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The effective number of spins N can then be stated to be the ratio

N = 〈B
2〉〈

B2
j

〉 = 4
3πnz

3
0 . (7.15)
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Thus this set of equations enables us to calculate the number of spins and depth of the
NV center from the measurements of the spin echo decoherence rates.
In total, the evaluation of 21 T2 measurements gives an average T2 time of 29.8± 19µs
for water. Here, the diluted manganese chloride with a concentration of 0.2 mol/l de-
creases the coherence time by a factor of 3.9 ± 1.5. The distribution of the coherence
times is depicted in figure 7.9.

Figure 7.9: T2 time distribution for water and MnCl2. The distribution of 21 mea-
sured T2 times shows an overall significant decrease for diluted manganese
spins. Whereas coherence times for water are in the range of 8.8µs to 83.8µs,
an average decrease by a factor 3.9 gives a range of 2.3µs to 23.5µs in the
presence of manganese spins of the concentration 0.2 mol/l.

Our calculations relate these values to a depth of 2.1 ± 0.5 nm for the measured NV
centers, respectively to a range of 3 to 15 detected spins. The values are comparable to
results presented for nanodiamonds with a size of 45 nm. Here the detection of order
103 spins have been stated [209]. Since our population of selected NV centers is located
closer to the surface, our T2 times proved to show a better sensitivity to external spins.
Of course, the question of accuracy can be addressed to the calculations. A comparison
of the results from T2 times and T1 times of the same NV centers give slightly deeper
NV centers for the latter case of additional 0.5 nm. Nevertheless, the number of spins,
that interact with the defect, both show values clearly below 100. Since both coherence
time measurements show different sensitivites to certain frequencies, a deviation can be
expected anyway.
In summary for all measurements, we successfully showed the implementation of mag-
netic sensing of small volumes of different liquids for water and a 0.2 M MnCl2 solution
by single defect centers. The measured NV centers showed a decline of the coherence
times that can be related to a sensitivity of few Mn2+ spins in a detection volume of
4.5 nm3. Moreover, one can confirm another reliable method for depth determination in

87



7 Magnetic Sensing in Liquids by Single NV Centers

case of shallow implanted emitters.

Note: Experiments with the microfludic chamber have been performed by the author to-
gether with bachelor student Felix Stürner. Parts of this summary have already been
presented in the student’s bachelor thesis. In case of surface noise spectroscopy mea-
surements the author was supported by the bachelor student Felix Glöckler who helped
investigating the implanted area and searching for measurable xy-8 signals. Dr. Liam
McGuinness provided support and fruitful advices for the experiments and has been in
charge for the preparation and pre-characterization of the sample. Laser cutting was done
by him in the University of Melbourne, whereas the implantation has been performed by
Nicole Raatz of the University of Bochum.
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Summary

The focus of this thesis has been the highly resolved localization of NV centers in dia-
mond, that can further be used as precise sensors, e.g. for magnetometry. In the optical
part of the experiments, advanced methods of microscopy - namely GSD and FIONA -
have been applied to achieve a superresolution of the position of the NV center. These
methods were complemented by a spectroscopic approach for microfluidic measurements.
Here, the sensing of external spins in proximity to the defect center has been exploited
to use the NV center as a sensitive probe of magnetic field fluctuations, as well as for
precise localization.
The GSD experiments confirmed a resolution of the same order of magnitude as the
best results given in literature. It was even possible to distinguish two NV centers that
showed a distance of only 14 nanometers between them. In case of FIONA, a totally new
evaluation and measurement method has been developed and published, to determine
the position of NV centers below the diamond surface with a precision in the regime of
few nanometers. This has been achieved by an analysis of the correlation between two
light signals, one from the reflected light at the surface and the other from the fluores-
cent emitter. The final optical resolution for shallow NV centers is significantly better
than recent methods in literature. The overall measurements show a good agreement
according to expected depth distributions and seem to confirm the reliability of the re-
sults. Furthermore a theoretical approach to the determination of the focal shift was
given both by a calculated model and an experimental approach.
Finally, experiments that covered sensing of spins in liquids, have been successfully per-
formed. These measurements provide a different localization method, that is not only
dependent on an optical measurement, but uses the interaction of the NV center with
magnetic field fluctuations. Three different evaluation concepts, namely spin noise spec-
troscopy, and determination of T1 and T2 coherence times were used and are based on
recent publications in literature [63] [209] [212]. Here, these concepts have been as-
sembled altogether to provide information about the depths of single NV centers for a
custom-created microfludic device, as well as to confirm the possibility of sensitive spin
sensing measurements. As opposed to recent publications, the coherence time measure-
ments specifically focused on single NV centers instead of NV ensembles. A microfluidic
chamber was constructed and a sensitivity of the NV centers to a small number of
manganese spins has been successfully shown. The results are consistent to other exper-
iments (e.g. see named literature) and show the applicability of NV centers combined
with microfluidic devices for the measurements of spins in liquid. A sensitivity of the
coherence time of shallow NV centers to only a small number of spins can be confirmed.
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Summary

Outlook
The results presented in this thesis may provide a valuable resource for further ad-
vancements. Concerning the presented separation of NV pairs by GSD microscopy, it
is possible to combine the measurements with the single photon source property of the
NV center. For a standard confocal spot, a statistical evaluation by antibunching has
succesfully resolved a NV center pair at a distance of 8.5 nm [215]. A combination to
GSD - or similarly STED - could provide an additional boost of the resolution.
The second type of experiment - the application of the FIONA principle showed a promis-
ing absolute accuracy of 2.6 nm for shallow NV centers. However, these results still suffer
from a high relative error. Nevertheless, even considering an increasing error for deeper
emitters, the demonstrated technique can still be useful for such emitters. In this regime
(beyond a depth of approximately 10 nm) sophisticated NMR and EPR measurements
[63] cannot be easily applied and the absolute error is still way better than the diffrac-
tion limit. In this context, one has to state additionally, that the measurements of NMR
signals rely on the NV center being in the negative charge state, that likely changes to
NV0 for very shallow NV centers (depth < 2 nm). Since our method does not distinguish
between the two charge states, even these converted defects are detectable.
We believe, the method can be further improved by combining it with other exper-
imental techniques. The calibration of the setup to measure the relative position of
the NV centers to the surface could be done by NMR measurements [63] [181]. This
would decrease the absolute error to a value below 1 nanometer and could be of much
faster experimental application than a measurement of a whole ensemble of emitters.
Further investigations could be supported by detailed surface profile measurements by
AFM. This could provide insight of the surface roughness to the overall depth accuracy.
Another idea is the use of a narrow band emitter like the silicon-vacancy center [216].
Here a more slender PSF is expected to improve the precision compared to our NV mea-
surements. Furthermore a combination of this method to reversible saturable optical
fluorescence transition (RESOLFT) measurement principles like STED and PALM [217]
[218] could be suitable. The RESOLFT concepts alone are not applicable for depth
measurements, since no improvement in determination of the surface is obtained. Thus,
a simultaneous application of FIONA of the surface with STED measurements of NV
centers could give more precise results.
Moreover, since the reported results show a spatial precision and accuracy far better than
the diffraction limit, this method can support implantation and localization techniques
for recent advances in quantum information processing [219] or NMR applications where
a precise knowledge about the position of the emitter is crucial. Aside from that the
investigation of biological processes is a possible application. Although superresolution
techniques are already used in bioimaging [220] [221], NV centers could provide addi-
tional information for sensing of biomolecules [170] to gain further insight into organic
processes on a molecular level, if the distance to the region of interest is known.
Finally, the spectroscopy experiments presented in chapter 7 can provide the basis of
further investigations to magnetic sensing in liquids. The high sensitivity of the NV
centers to only few spins can help to investigate the behavior of molecules like TEMPO
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(short for (2,2,6,6-Tetramethyl-piperidin-1-yl)oxyl), which is a particularly stable radical
and commonly used as a probe for biological systems [222].
The concept of the microfluidic channel is widely applicable to any kind of measure-
ment. So far only hydrostatic experiments have been performed. However it is possible
to apply a defined pressure and thus a constant flow through the chamber. One could
investigate magnetic field fluctuations depending on the flow rate of different chemical
species as well as different concentrations. It is even conceivable to get a time resolved
measurement of chemical reactions that are filled in the microfluidic channel.
In conclusion, the results of this thesis will help a precise localization of NV defects in
combination with a high sensitivity to external spins. The concepts, that have been laid
out, are able to improve the usability especially for further investigations of spins in
liquids, not only from a sensitivity point of view, but also from a perspective of precise
localization.
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