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Abstract

Alternative splicing (AS) is a type of ribonucleic acid (RNA) editing that occurs naturally within cells and

gives rise to a greater protein diversity from a set of genes. Transcriptomic analysis is limited often to

the gene level, as it is challenging to confirm experimentally. A lack of ground truth further brings a lack

of consensus in reported AS events by the computational methods used in Ribonucleic Acid Sequencing

(RNA-Seq) approaches. Benchmarks of the computational methods are often updated by tool developers

who have a vested interest in publishing better reports of AS events by their tool than that of their peers.

A growing standard of reported metrics within AS event detection tools also challenge a consensus from

forming by reporting diverging metrics such as isoform expression, exon expression or events in AS. Even

when reporting just AS events, reports may use splice graphs to describe observed exons or report events

that use overcomplicated or redundant terminology. These challenges often leave analysts unsure of how

to report AS as observed within a transcriptome.

Gold standard transcriptomic datasets were simulated by a simulator we developed called ASimulatoR.

The simulator created datasets with modulated quantities of events spanning each type of AS. ASimulatoR

also explicitly reported the simulated AS events, so that the dataset may be used as ground truth to analyse

the performance of mapping and AS event detection tools.

To address the lack of consensus within reported AS events, we developed DICAST, A Docker Inte-

grated Comparison of AS Tools (available at: https://github.com/CGAT-Group/DICAST ). We benchmarked

11 mapping and 8 AS event detection algorithms used to report AS with simulated data with increasing

complexity of AS and analysed them with these tools. We also compared these results with a simulated

dataset where the distribution of AS events follows that of a real dataset obtained from the Study of Health

in Pomerania (SHIP) cohort.

DICAST is an independent workflow for benchmarking for tool developers. Much too often, benchmarks

developed by tool developers are confronted by conflict of interest due to the pressure in publishing tools

with better reported AS events than current standards. With DICAST, integrating a new tool becomes a

modular task that does not affect other tools and maintains an unbiased approach to benchmarking AS

events. DICAST also reports what events are found in common with other tools and which ones are unique.

When using simulated datasets, DICAST also reports precision and recall plots per event type. This allows

one to determine which tools work best in identifying AS events for any organism in study.

Diverging metrics of AS were used in concert to the objective of studying the effect of splicing by protein

binding in a web server named DASiRe or Direct Alternative Splicing Regulator predictor (available at:

https://github.com/marisolsalb/dasire). Functional studies of splicing factors that include experiments with

matching RNA-Seq and Chromatin Immunoprecipitation Sequencing (ChIP-Seq) experiments could be

analysed in DASiRe to identify which proteins are bound to genomic regions that exhibit splicing.
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We used DASiRe to analyse knockout experiments of candidate protein YBX-1 which is shown to be

involved in the mechanism and regulation of AS. DASiRe uses metrics such as isoform usage, exon

usage and AS events in concert to detect AS and compares by genomic loci to binding of proteins in

study. DASiRe reports Fisher’s enrichment results to ask if the genomic regions that show binding by

a protein of interest also show more splicing, compared to other genes. DASiRe is implemented as a

web tool for visualisations and a pipeline for distributed pre-processing RNA-Seq data. DASiRe can be

used by a bioinformatic analyst with basic knowledge of computing platforms. With the development of

ASimulatoR and DICAST, benchmarking of AS event tools remains independent. A unified format within

DICAST is used to report AS events across tools, reporting AS events by genomic position, to make reports

more robust. Reproducible RNA-Seq analysis pipelines were used to report diverging metrics of AS and

visualised in a web server, DASiRe. This approach demonstrates the use of genomic positions of spliced

genes to observe a dependent event, the binding of potential splicing factors. This thesis therefore builds

reproducible elements that unify diverging standards of reporting AS within the study of AS.
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Zusammenfassung

Alternatives Spleißen (AS) ist eine Art von Ribonukleinsäure (RNA)-Editierung, die natürlicherweise in

Zellen vorkommt und zu einer größeren Proteinvielfalt aus einer Reihe von Genen führt. Transkriptomis-

che Analysen beschränken sich häufig auf die Genebene, da sie experimentell schwer zu bestätigen

sind. Das Fehlen einer Basiswahrheit führt außerdem zu einem Mangel an Konsens bei den gemeldeten

AS-Ereignissen durch die in RNA-Seq-Ansätzen verwendeten Berechnungsmethoden. Die Benchmarks

der Berechnungsmethoden werden häufig von den Entwicklern der Tools aktualisiert, die ein Interesse

daran haben, dass die von ihrem Tool gemeldeten AS-Ereignisse besser ausfallen als die ihrer Kolle-

gen. Ein zunehmender Standard der gemeldeten Metriken innerhalb der Tools zur Erkennung von AS-

Ereignissen stellt ebenfalls eine Herausforderung für die Konsensbildung dar, da abweichende Metriken

wie Isoform-Expression, Exon-Expression oder AS-Ereignisse gemeldet werden. Selbst wenn nur AS-

Ereignisse gemeldet werden, können Berichte Spleißdiagramme verwenden, um beobachtete Exons zu

beschreiben, oder Ereignisse melden, die eine überkomplizierte oder redundante Terminologie verwen-

den. Diese Herausforderungen lassen Analysten oft unsicher zurück, wie sie die in einem Transkriptom

beobachteten AS berichten sollen.

Goldstandard-Transkriptomdatensätze wurden mit einem von uns entwickelten Simulator namens ASim-

ulatoR simuliert. Der Simulator erzeugte Datensätze mit modulierten Mengen von Ereignissen, die jede Art

von AS abdeckten. ASimulatoR meldete die simulierten AS-Ereignisse auch explizit, so dass der Daten-

satz als Basiswahrheit für die Analyse der Leistung von Mapping- und AS-Ereigniserkennungsprogrammen

verwendet werden kann.

Um den Mangel an Konsens innerhalb der gemeldeten AS-Ereignisse zu beheben, entwickelten wir DI-

CAST, A Docker Integrated Comparison of AS Tools (verfügbar unter: https://github.com/CGAT-Group/DICAST

). Wir haben 11 Mapping- und 8 AS-Ereigniserkennungsalgorithmen, die zur Meldung von AS verwendet

werden, mit simulierten Daten mit zunehmender Komplexität von AS verglichen und sie mit diesen Tools

analysiert. Wir haben diese Ergebnisse auch mit einem simulierten Datensatz verglichen, bei dem die

Verteilung der AS-Ereignisse der eines realen Datensatzes aus der SHIP-Kohorte entspricht.

DICAST ist ein unabhängiger Arbeitsablauf für Benchmarking für Tool-Entwickler. Viel zu oft sind die

von den Entwicklern entwickelten Benchmarks mit Interessenkonflikten konfrontiert, da sie unter dem

Druck stehen, Tools zu veröffentlichen, deren gemeldete AS-Ereignisse besser sind als die aktuellen Stan-

dards. Mit DICAST wird die Integration eines neuen Tools zu einer modularen Aufgabe, die andere Tools

nicht beeinträchtigt und einen unvoreingenommenen Ansatz für das Benchmarking von AS-Ereignissen

beibehält. DICAST meldet auch, welche Ereignisse mit anderen Tools übereinstimmen und welche einzi-

gartig sind. Bei der Verwendung von simulierten Datensätzen gibt DICAST auch Präzisions- und Recall-

Diagramme pro Ereignistyp aus. Auf diese Weise lässt sich feststellen, welche Tools bei der Identifizierung

von AS-Ereignissen für jeden untersuchten Organismus am besten funktionieren.
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Unterschiedliche AS-Metriken wurden in einem Webserver namens DASiRe oder Direct Alternative

Splicing Regulator Predictor (verfügbar unter: https://github.com/marisolsalb/dasire) zusammen mit dem

Ziel verwendet, die Auswirkungen des Spleißens durch Proteinbindung zu untersuchen. Funktionelle Stu-

dien von Spleißfaktoren, die Experimente mit übereinstimmenden RNA-Seq- und ChIP-Seq-Experimenten

umfassen, könnten in DASiRe analysiert werden, um zu ermitteln, welche Proteine an Genomregionen

gebunden sind, die Spleißen aufweisen.

Wir haben DASiRe verwendet, um Knockout-Experimente des Kandidatenproteins YBX-1 zu analysieren,

von dem gezeigt wurde, dass es am Mechanismus und der Regulierung von AS beteiligt ist. DASiRe

verwendet Metriken wie Isoformnutzung, Exon-Nutzung und AS-Ereignisse, um AS zu erkennen und ver-

gleicht genomische Loci mit der Bindung der untersuchten Proteine. DASiRe berichtet Fisher’s Anre-

icherungsergebnisse, um herauszufinden, ob die genomischen Regionen, die eine Bindung durch ein

Protein von Interesse zeigen, auch mehr Spleißungen aufweisen, verglichen mit anderen Genen. DASiRe

ist als Webtool für Visualisierungen und eine Pipeline für die verteilte Vorverarbeitung von RNA-Seq-Daten

implementiert. DASiRe kann von einem Bioinformatik-Analysten mit Grundkenntnissen über Computer-

plattformen verwendet werden. Mit der Entwicklung von ASimulatoR und DICAST bleibt das Benchmarking

von AS-Event-Tools unabhängig. Ein einheitliches Format innerhalb von DICAST wird verwendet, um AS-

Ereignisse für alle Tools zu melden, wobei AS-Ereignisse nach genomischer Position gemeldet werden,

um die Berichte robuster zu machen. Reproduzierbare RNA-Seq-Analysepipelines wurden verwendet,

um divergierende Metriken von AS zu melden und in einem Webserver, DASiRe, zu visualisieren. Dieser

Ansatz demonstriert die Verwendung genomischer Positionen von gespleißten Genen zur Beobachtung

eines abhängigen Ereignisses, der Bindung potenzieller Spleißfaktoren. In dieser Arbeit werden daher

reproduzierbare Elemente geschaffen, die unterschiedliche Standards für die Berichterstattung über AS

innerhalb der AS-Studie vereinheitlichen.

x
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1 Introduction

1.1 Introduction to Alternative Splicing

The discovery of Deoxyribonucleic Acid (DNA) as the hereditary material [7] of all life as we know it, put

DNA in the forefront of the scientific race in molecular biology, mid 20th century. This eventually led to the

elucidation of the structure of DNA by Rosalin Franklin [75]. Albrecht Kossel had, by the start of the 20th

century, already contributed to discovery that DNA is a polymer made up of units of nucleic acids, adenine

(A), cytosine (C), guanine (G) and thymine (T) (and also uracil (U) in ribonucleic acid (RNA)) [64]. The

sequence of these nucleic acids within the polymer form the basis of extracting meaning from biological

samples in the high throughput sequencing revolution we are in today.

Figure 1.1 Canalization as analogised by Waddington

[163].

Suggests that like a ball going downhill and into a

canal, so do cellular programs lead to different

cell-types being formed right next to each other.

(Image copyright: Original image, license:

CC-BY-NC-ND 4.0)

The central dogma of molecular biology as pro-

posed by Sir Francis Crick, who is also accred-

ited for the elucidation of the structure of DNA,

describes the transfer of these sequences from

DNA to protein products [23]. This makes DNA

the inherited blue-print and the protein composi-

tion of the cell the final product of what is referred

to as the translation machinery. At the time, how-

ever, it was a mystery how the genetic information

translated into proteins. The discovery of the un-

stable molecule, the messenger ribonucleic acid

(mRNA), came later from studies on bacteria and

bacteriophages [62, 22]. mRNA is an intermedi-

ate smaller polymer that contains the sequences

of nucleotides A, U, G and C, corresponding to

a small region of the DNA within chromosomes.

These messages have to find their way from the

eukaryotic nucleus of a cell to its cytoplasm to be

translated to proteins.

The word ‘gene’ was coined by W. Johannsen,

who at the time did not refer to its physical proper-

ties, but was abstracting concepts that were already laid out by Gregor Mendel, the father of genetics [132,

63, 111]. Gregor Mendel was referring to heritable traits of pea plants and set the field on the very early

grounds of trying to separate traits he observed. While Gregor Mendel was not aware of the mechanism

of this separation, Robin Holiday described the mechanism of this separation in yeast half a century later
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[58]. However, Mendel’s concept of traits being linked, was setting the stage for the theory of collinear-

ity proposed by Dounce and Gamow [32, 46]. After the structure of DNA was understood, this theory

compared the linear nature of DNA to the linear nature of proteins, proposing that these elements shared

grammar as if they were long words and that through the translation process, the sequences maintain a

flow of information.

Multicellular organisms tend to consist of specialised cells. This means that for the same DNA sequence,

cells within the organism tend to have unique profiles of protein compositions. CH Waddington, most

known for his work in epigenetics and developmental biology, compares cells undergoing differentiation,

to a marble rolling down a hill guided by the valleys and canals, to its final destination as the ball finally

settles (Fig:1.1). He also describes the smaller variations in the state of the cells leading to a determined

fate, like water guided within canals flowing down a hill. ‘Canalization’ was used to describe the tendency

of each cell’s developmental genetic programs and their consequences as clear distinctions of cell types

that arise within tissues. This is how we get from on top of the hill, as generic embryonic stem cells,

through intermediates to final cell types that describe adult tissues [163]. Theoretically, every state of

a differentiating cell is a position on the landscape or canals of epigenetics and each final state of a

differentiated cell to be unique. Therefore describing the elements that regulate gene expression could

also help understand the tendencies for a cell’s fate, or which elements of metabolism can a cell respond

with.Unique protein compositions within the cell are modulated by transcription, the process of converting

DNA elements to RNA messages and translation, the process of converting RNA messages to protein

sequences.

RNA forms the template for protein translation by ribosomes. Genes within the genome form a stable

polymer of DNA which acts as a blueprint for all the protein sequences within a cell. The transcription

cycle consists of 3 phases: initiation, elongation and termination [140]. Promoter sequence elements such

as the TATA box are required for a gene to recruit the pre-transcription initiation complexes [66, 148]. In

initiation, the promoter region of the DNA separates into two strands with the help of single strand DNA

binding proteins and enzymes such as helicases, topoisomerases, and the template strand then slips into

RNA Polymerase II, the enzyme that synthesis RNA polymers in most eukaryotic organisms [124]. The

elongation phase for transcription begins with the polymerase leaving the promoter regions and matur-

ing its structure to be locked on the template DNA strand. This state of the polymerase can express an

entire gene until it reaches the termination [131]. RNA-Polymerisation rates have been shown to vary

three fold, with many protein associations to the polymerase such as small nuclear ribonucleoproteins

(snRNP) or chromatin elements that DNA is wrapped around [160]. Transcription termination occurs when

the RNA-Polymerase II enzyme reaches the end of the open reading frame and changes its conformation,

releasing the polymerized RNA-particle [140]. The unwinding of double stranded DNA and the conforma-

tional changes within what’s called the transcription bubble dictates that only a small region of a genome

undergoes transcription.

How the DNA is organised physically within the nucleus, determines which subset of genes are ex-

pressed within a certain cell type. The double helix DNA strand is tightly wound around octameric histone

protein complexes, made up of 2 of histones H2A, H2B, H3 and H4 each [43]. Histones are positively

charged proteins that are attracted to the negatively charged DNA backbone. They can be dynamically

unbound and rebound anywhere across the genome. This is how a DNA strand, that is typically a few me-

2
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tres long, is organised and compacted within the cell. This complex of nucleic acid and proteins is called

the unit of the nucleosome model. 147 base pairs of DNA wrapped helically and tightly over a histone

core are kept in place with a histone H1. Unbound DNA then extends to the next nucleosome. When not

required, big sections of the DNA are tightly wound to the histones to form their heterochromatin state.

When unwound, the regions free of histone can assemble the transcription machinery and express their

genes. These regions are euchromatin. Together these fibres are referred to as the chromatin filament.

This influence of proteins on the selection of active genes is referred to as epi-genetics, to account for the

elements of regulation that are not within the set of genes described in the genome. This contrasts the

central dogma of molecular biology where information flows from DNA to RNA to proteins.

Translation is the process where a messenger RNA gets translated to proteins. The site of translation

is in the cytoplasm for eukaryotic organisms and here nascent protein sequences are seen to arise from

strands of mRNA that are bound to ribosomes. mRNA particles have a non-uniform affinity to translation,

where mRNA that are more prone to translation are seen to have many ribosomes attached to them,

such complexes are polysomes [17]. Ribosomes are ribonucleic particles that have about two major

components, the 80S and 60S component, named after their molecular weights in the Svedberg unit. The

large subunit is also made up of 3 ribosomal RNA (rRNA) and around 50 proteins. The smaller subunit

is made of one rRNA and around 35 proteins [70]. At the ribosomes, monomers of proteins, amino acids

polymerise together guided by transfer RNA (tRNA). tRNA need to match to the template mRNA, briefly

within the ribosomes to enable a sequential transfer of sequences of amino acids that follow the mRNA

sequence. The matching sequence, referred to as a triplet codon varies across the different kingdoms and

even within a cell, when considering the codon usage within the mitochondria [34, 119, 108]. This way,

triplet sequences of DNA elements go through an RNA intermediate to build proteins with a corresponding

sequence. Both transcription and translation together form the central dogma of molecular biology, a

paradigm where sequence fidelity is maintained collinearly.

Early RNA metabolism studies tried to inquire about the fate of the already existing RNA. Having de-

veloped the capacity to stop the steady flow of transcription, and with pulse radiolabelling the nucleotides,

Harris H was able to show that mRNA within the nucleus degraded faster and did not leave the nucleus,

and the mRNA from the cytoplasm had a different composition of nucleotides [45, 54, 55, 168]. Darnell JE

identified that the mRNA is translated into proteins in the cytoplasm [47]. With the discovery of a polyA tail

and a methyl cap defining the boundaries of a both nuclear and cytoplasmic mRNA, and knowing that they

protect the mRNA from rapid degradation, Darnell’s group, along with others were puzzled by the depletion

of RNA almost 10 fold for the largest mRNA from the nucleus vs the cytoplasm, given that the mRNA’s 3’

and 5’ ends were protected [24, 139]. This means that regions of the gene between the 3’ and 5’ ends

were split before they reached the cytoplasm.

The discovery of split genes by Philip Sharp and Richard Roberts was awarded the Nobel Prize in

1993 for their studies in the expression of genes within adenovirus [154]. Philip Sharp’s experiment used

electron microscopy of hybridised mature mRNA from viral particles and the viral genome to show three

loops of DNA, where the DNA-RNA sequences mismatched, suggesting that mature gene was composed

of different segments of the gene these RNA products were derived from. They concluded from their

experiments that within higher organisms, protein products within the DNA were organised in discrete

sections, separated by DNA that was back then thought to be irrelevant. By selecting which regions of
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the mRNA was excluded or included, sequences within the mRNA diverged to give proteins with different

combinations of amino acid sequences. This was the first time that the idea of collinearity was challenged.

AS is reconfiguration of sections of genes to give rise to a much more diverse set of protein products

greatly surpassing the number of genes in the DNA of an organism. Regions that are usually executed by

the translational machinery to proteins are exons. Regions that were excluded giving a template mRNA

strand, are called introns. AS reconfigures exons to make unique combinations. The resulting multiple

mRNA are referred to as transcripts. Each protein is the product of a unique transcript. The resulting

multiple proteins are referred to as isoforms.

1.2 Mechanisms of Splicing

The mechanism of AS is a complex, multi-stage process that involves a collection of small nuclear snRNP.

snRNP are complexes made of RNA elements and protein elements that work in concert. Here the uridine-

rich RNA elements are bound by weak bonds in many places to positively charged protein scaffolds. RNA

elements also host a 3D structure by themselves which act primarily as scaffolds themselves and host

some catalytic sites. The protein elements diversify the functional elements of the snRNP by bringing

more catalytic sites to the complex.

Regions where splicing cut the mRNA strand are referred to as splice sites and every intron that is

spliced out has two splice sites, one at the 3’ end of the intron and one at the 5’ end of the intron. These

regions are referred to as 3’ and 5’ relative to the carbon within the ring of ribose sugar that along with

phosphate groups make the phosphate backbone that makes the spine of these polymers. Splice sites

tend to follow the GT-AG rule: the first nucleotides of intron (5’ or the donor splice site) is GT, and the last

two nucleotides of intron are AG (3’ or the acceptor splice site) in the human genome. The profile of the 5’

splice site tends to look like nAGGTRAGt [172]. Cleavage at the 5’ site depends not only on the 5’ splice

site sequence, but the sequence of the branchpoint and the sequence roughly 30 nucleotides (nt) after the

branchpoint.

Splicing is a two step process [81]: The first stage is a lariat formation and the second step is an exon

ligation. Each of these stages are catalysed by a unique collection of proteins and RNA that make up the

various spliceosomal complexes in the splicing process.

The formation of a lariat requires a ribose sugar bound to the phosphate backbone in three of the carbon

molecules that make the ribose sugar [138]. This base is referred to as the branch point and has a yUnAy

motif around it, with the ribose base of Adenine serving as the branch point.

U1 and U2 small nuclear RNA (snRNA) within their respective snRNP initiate the formation of splicing

complexes by base-pairing with the 5’ splice site and branch points, respectively (see Fig:1.2B). U1 and

U2 snRNP can bind co-transcriptionally, or while the gene is being transcribed from DNA to RNA. U1

and U2 snRNP usually binds to the transcribing mRNA and act as guides for further recruitment of the

spliceosome. snRNA U4, U5 and U6 tri-snRNP found in the catalytic centre of the spliceosome, structurally

and functionally resemble the earliest and simplest form of split genes, the self splicing introns. This

similarity, which suggests that the catalytic core of the spliceosome perhaps had its evolutionary roots

within the RNA elements of the spliceosome [42, 135]. The nucleophilic reactions that partition the RNA-
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1.2 Mechanisms of Splicing 5

Figure 1.2 Assembly of a spliceosome [105].

A.Splicing requires snRNP for it’s mechanism. It is a two step process first the formation of the lariat and

second the ligation of the two bordering exons. B. The splice site is first recognising by small nuclear

ribonucleoacids (snRNA), implying that you need both snRNA and snRNP for splicing.

(Image copyright: License no.:5376571255315, see Appendix at section:8 for license)
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phosphate backbone are facilitated with the help of magnesium ions that are harboured within the single

catalytic site of the U6-U2 snRNP complex [81].

The minor splicing pathway, with the U12 spliceosome accounts for less than 0.4% of human introns

being spliced [36]. The minor splicing pathway seems to be as old as the major splicing pathway and

have very conserved host proteins and products. One such product, srsf10, acts as an element of the

major pathway that could in turn regulate the major splicing pathway as well [110]. The minor spliceosome

shares a lot of features with the U2 spliceosome of the major splicing pathway and therefore only the U2

spliceosome will be discussed in this thesis.

1.3 Regulation of Splicing

In humans, as in vertebrates, exons are separated by intronic regions that are on average 3,365 base

pairs (bp) long. Intronic sequence features may thus span too far a distance for protein interactions of

individual splicing factors within the spliceosome. Most exons are on average 145bp long, and are occu-

pied by nucleosomes. The splicing machinery uses features such as sequences that flank exonic regions

to recognise splice sites rather than intronic sequence features. This recognition of splice sites based on

exonic features for the assembly of the pre-spliceosomal complex at the acceptor splice sites is termed as

exon definition [60, 169, 151]. In the evolutionary perspective, exon definition explains how mutations in

a cis regulatory element such as a splice site in the scenario of “large intron - small exon” usually results

in inclusion or exclusion of an exon, rather than retention of the affected intron. As a consequence, exon

definition leads to a more viable transcript set.

The following sections describe how various factors involved in gene expression have also been shown

to play a role in splicing. These mechanisms can be broadly generalised as essential processes in the

exon definition paradigm.

1.3.1 Influence of RNA Polymerase

Assembly of splicing snRNP begins co-transcriptionally, however complete excision of introns may take

longer[95]. Especially, for longer genes with large introns, splicing has been observed to occur post-

transcriptionally, and are often influenced by the speed of RNA Polymerase [25].

The speed of RNA Polymerase enzyme has been observed to have a strong effect on splicing. Genes

transcribed using a slow acting polymerase have been shown to express different exon sets as compared

to RNA-Polymerase II [104, 33]. The slower polymerase is also shown to be involved in exon inclusion, the

choice of alternative 5’ splice site but a generic model for these mechanisms is currently unclear[121].

The Carboxyl-terminal domain (CTD) of RNA-Polymerase II has also been found associated to splic-

ing factors such as U1 snRNP of the pre-spliceosomal complex and has shown to be required for co-

transcriptional splicing [10].

Systematic studies of nascent RNA with RNA-Seq (described in Section:1.5.1) show depletions in read

coverage from 5’-to-3’ within introns, forming a decreasing slope which sharp increase at the exons show-

ing that splicing occurs co-transcriptionally[5].
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1.4 Types of Alternative Splicing 7

1.3.2 Influence of the nucleosome

Nucleosomes wrap 147 bp of DNA wrapped around histone cores. This genomic window is correlated to

the size of exons commonly found in the human genome, suggesting that nucleosomes play a selective

role in exon inclusion [60].

Histones are shown to preferentially bind to exonic regions of genes, rather than intronic regions. They

are also observed to be rare in intronic regions next to splice sites [122]. Even outside the exon definition

paradigm, polypyrimidine sequences found near the 3’ splice sites hinder binding of histones[142].

Chromatin complexes are often associated with the pre-spliceosomal complex. To give an example,

the STAGA complex hosts a histone acetyltransferase, which interacts with the U2 snRNP. Histone acetyl-

transferases euchromatinise genes to initiate transcription[103].

1.3.3 Influence of Chromatin Modifications

Aside from nucleosome positioning and chromatin complexes, specific modifications on histone tails have

shown to regulate splicing. For example, chromatin remodelling enzyme CHD1, interactions with H3K4me3(tri-

methylation at the K4 position on histone 3) has also been shown to functionally interact with U2 snRNP

[146], engaging elements of spliceosomes for more efficient splicing.

H3K27me2 (Dimethylation at K9 and trimethylation at K27 on histone 3) has been shown to recruit

heterochromatin associated protein HP1-α, which could slow down transcription by RNA polymerase II [3].

As an example of polypyrimidine tract binding (PTB) dependent exon inclusion events: H3K36me3(tri-

methylation at the K36 position on histone 3) is usually observed to be enriched on actively transcribing

gene bodies. H2K26me3(tri-methylation at the K26 position on histone 2) has shown to play a role in the

selection of alternative splicing sites by recruiting splicing regulators such as SR proteins or the U2 snRNP.

The correlation between H3K36me3 modifications and PTB dependent exon usage have been shown to

be independent of cell type [96]. Depletion of H3K4me3 is observed on genes that have H3K36me2

modifications when a histone tail-binding protein Mortality Factor(MORF)-related gene 15, MRG15, was

overexpressed. This led to PTB-dependent exons being excluded.

1.4 Types of Alternative Splicing

Exon skipping is the most common event in vertebrates. Usually this event affects one exon but other

scenarios are possible. Multiple exon skipping, describes where more than one consecutive exon is spliced

out. Mutually exclusive exons, another exon skipping pattern, describes the event where the evidence of

a spliced exon is anticorrelated with a usually adjacent exon being retained. Also referred to as alternative

exon usage, alternative 5’ splice sites and alternative 3’ splice sites occur when an exon boundary is not

always clear. Alternative first exon skipping, which gives rise to proteins with different N terminals and

alternative last exon skipping, which gives rise to proteins with different C terminals (see Fig: 1.3.A).

To initiate a splicing process, a spliceosome recognizes special motifs close to the exon-intron boundary:

splice sites, branch point, and polypyrimidine tract. The cleavage is also influenced by the presence of a

polypyrimidine tract after the branch point.
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1. Introduction

Figure 1.3 Types of AS [128].

A: Basic AS patterns, B: Complex AS patterns, C: Splicing factors identify sequence features on exons or

introns for binding and formation of pre-spliceosomal complex.

(Image copyright: Creative Commons CC-BY-NC-ND license.

Image source: ncbi.nlm.nih.gov/pmc/articles/PMC5777382/figure/fig1/)
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1.4 Types of Alternative Splicing 9

The donor or 5’ splice sites are recognized by the SF2/ASF splicing factors which later recruit the U1

component of a spliceosome. Some exons have multiple potential splice sites and SF2/ASF is responsible

for 5’-splice site selection [37, 2]. The use of different 5’ splice sites within an exon is referred to as

alternative 5’ splicing. (shown in Fig: 1.3.C)

The 3’ splice site is usually the first AG dinucleotide downstream of the polypyrimidine tract which is

usually marked by (C/U/A)AG and is first recognised by U5 snRNP [19]. 3’ intronic splice sites, unfortu-

nately, aren’t easy to recognise for the rest of the spliceosome, especially if the intron is longer than 250

nucleotides, which is the more frequently seen gene model in vertebrates. Therefore, the recognition of

the 3’ splice site is disconnected from both the recognition of the 5’ splice region as well as the formation

of the major spliceosome [149]. Proteins found in the heterogeneous nuclear protein complexes bound to

transcribing mRNA or heterogenous ribonucleoproteins (hnRNP) influence which candidate 3’ splice sites

are selected for further splicing [87]. The use of alternative positions of attachment to the spliced exon to

the downstream exon with respect to different 3’ splice sites is referred to as alternative 3’ splicing.

Besides alternative 5’- and 3’-splice sites, two more types of AS are usually defined. When an intron

is retained after splicing, it’s referred to as intron retention. Intron retention is commonly found along

with these sequential features are weaker, such as the use of cryptic splice sites [116]. Retained introns

are often also GC rich, which is a characteristic feature of exons. GC rich regions often form secondary

structures and are protected from the binding of splicing factors, thereby impeding splicing. Another key

feature of retained introns is that they’re usually much smaller (<200 bp). Serine-arginine rich protein

binding sites are also found to be enriched in retained introns. Genes with potential Intron retention are

also considered to host a higher density of putative mRNA binding sites, suggesting that they play a role

in the regulation of the gene.

Intron retention can occur in the context of exon definition, because of the mutations in the splice-sites

that lead to an incomplete assembly of the splicing machinery [9]. In situations of higher GC content and

shorter introns initially tend to be recognised as an intron definition scenario are more prone to intron

retention [35, 90, 14]. In an example of weaker splice sites being associated with intron retention, a study

on erythroid differentiation showed a negative correlation between retained introns and splice site strength

[130]. However, intron retention could also be caused by an incomplete assembly of the spliceosome.

In these cases, protein elements bound on mRNA transcripts could act as a plug, preventing the export

of the mRNA through the nuclear pore [152]. This has been demonstrated on the genes in response to

PTBP1 where 5’ splice sites are repressed by the stabilisation of U1 snRNP by the PTB1 protein element

[144]. A similar mechanism has been shown in the gene of a poly A binding protein, PABPN1, where the

binding of this protein to the 3’ untranslated region (UTR) region of its own gene regulates a homeostatic

feedback loop [8]. Retained introns can also be used as a mechanism for a late signal induced splicing,

for example: for introns that are spliced upon the CLK-Kinase signalling, Serine and Arginine-rich (SR)

proteins involved in splice site recognition are hyper-phosphorylated prematurely before it associates with

the spliceosome. The reduction of CLK activity or an increased phosphatase activity leads to these introns

being spliced and the export of these mRNA for translation [12].

Intron retention has so many mechanisms of regulation, but the fate of these mRNA are still widely

speculative. mRNA with retained introns are suspected to leave the nucleus at much slower pace, often

subject to a delayed splicing mechanism, owing to steric hindrance brought by binding of snRNP that pre-

9
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vent it from leaving the nuclear pore [50]. These mRNA are susceptible to the cellular recycling system for

RNA particles that are not translated, known as nonsense mediated decay within and outside the nucleus.

Furthermore, should the mRNA be translated in the cytoplasm, it could inhibit or occupy translational ma-

chinery. This is referred to as unproductive splicing and leads to a downregulation of translation as a whole

within the cell. Retained introns could also host premature termination codons (PTC) in translation. But

occasionally, intron retention could give rise to new internal protein domains, bringing protein diversity to

the encoded gene (see Fig: 1.3, [61])

1.5 High-throughput Sequencing Methods

Insights into the sequence features of DNA and RNA elements would not be possible without high through-

put sequencing approaches and careful experimentation by modifying sequence features observed in

genes. This demand to read the sequence features of DNA and RNA elements lead to highly parallel

sequence identification approaches.

Modern sequencing approaches were developed from Polymerase chain reaction (PCR) developed by

Kary Mullis [118]. PCR is an in-vitro approach to generic DNA replication/amplification by using poly-

merase enzymes, as cells do, along with deoxynucleotide triphosphates (dNTP). dNTP are the monomers

that make up DNA. They are nucleosides bound to three phosphate groups. The phosphate groups act

as energy sources needed to polymerise DNA and also one of the three phosphates form the phosphate

backbone of the DNA. DNA polymerisation typically extends from 5’ to 3’ direction, with the phosphate

groups being linked to 3rd and the 5th carbon atom’s hydroxyl groups in the ribose-sugar base of nu-

cleotides. Most sequencing approaches today, use a polymerase and assemble the replicating strand

in-vitro with monomers of the nucleotide triphosphates.

Microarrays were first developed as the first high throughput approach in 1995 [141]. Microarrays use

PCR to develop glass slides with 3’ regions of a gene bound on them called probes. Hybridisation of probes

with fluorescently labelled nucleic acids were used quantitatively to study expression, with the position on

the array marking the identity of these genes. These probes were initially developed gene wise with each

probe represented by their 3’ region and then eventually developed to host multiple probes per gene,

representing the exons within a gene [91, 21]. To study the identity of mRNA transcripts, probes were

designed specific to exons and splice junctions [21, 127]. This led to some of the initial developments in

the systematic study of AS. However, since these probes were engineered to be complementary to strands

of the gene, they were limited by what transcripts were already known in terms of their genetic sequence.

Probes required for microarray analysis needed established genetic sequences from gene bodies in

order for them to be studied, thereby limiting the discoverability of new genes. This challenge exists in

PCR reactions which are guided by carefully designed primers, leading the better the study of sequence

features for the genes that already have sequence features. The need for transcriptome wide sequence

identification which was developed with a more generic adapter ligation approach. Stable sequence fea-

tures of mature mRNA transcripts, specifically the poly(A) tail further enriched for protein translating mRNA

transcripts more robustly [174]. Microarrays were developed as a sequencing approach that got outclassed

by Illumina’s RNA-Seq, but they’re still used today for quick DNA-screening, owing to its ease of industrial-

ization and quick read out time.

10



1.5 High-throughput Sequencing Methods 11

The first sequencing approach is a ‘chain termination method’ called Sanger sequencing after Frederick

Sanger who with colleagues developed this approach in 1977. This approach involves interrupting a strand

of DNA, replicating by polymerase based in-vitro protocols, with dideoxynucleotide triphosphates (ddNTP)

[39, 155]. ddNTP lacks a 3’ hydroxyl group, preventing the extension of the phosphate back-bone. To

each reaction, only one type of ddNTP is added. With a concentration of ddNTP much lower than a con-

centration of dNTP, polymerase based reactions could be interrupted at various lengths of the replicating

DNA strand (see Fig: 1.4A-B). This leads to long fragments of DNA but of different lengths, which could

be separated by southern blotting and read manually(see Fig: 1.4C). The improved capillary sequencing,

where electrophoresis through gel was replaced with an acrylic capillary instead, was developed for the

Human Genome Project (HGP) [65]. While this sequencing approach is still considered the gold standard

for sequencing DNA elements, this approach is very tedious. Analysis of fragments that are 500 to 700

bps long can take 3 hours [117], is costly and does not scale well.

Figure 1.4 Basic Principle of RNA-Seq as Illustrated with Sanger Sequencing.

A: The structural difference of di-Deoxynucleotide Triphosphate (ddNTP) compared Deoxynucleotide

triphosphates (dNTP) is a missing oxygen atom at the 3’ carbon atom of the Ribose sugar B: ddNTP are

used to interrupt a polymerising DNA-strand, which otherwise are use dNTP to polymerise. C:ddNTP are

attached with a fluorescent signal which marks the end of DNA strand with a unique signal for each base.

These strands of DNA are then sorted by size either with a gel or through a capillary. D: Fluorescent dyes

are excited and the signals are read by a light sensor electronically.

(Image copyright: Original image created with BioRender.com)

1.5.1 RNA-Sequencing

Arguably the best way of describing the current state of a cell is by its protein composition, but methods

such as mass spectrometry pose its own challenges as the readout of mass spectrometry are fragments

of protein particles rather than uniquely identifiable proteins, while still being prohibitively expensive. The
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current standard is describing the current state of a cell by describing the composition of mRNA particles

within a cell.

The incentive for the HGP to develop massively parallel sequencing techniques led to the development

of two dimensional optical imaging of the nucleotides that were integrating on an in situ replication of DNA

over time [78, 101] (see Fig:1.5.2). Compared to the Sanger approach to sequencing used in the HGP

[68], this revolution from Illumina cut down the projected budget and timeline for the HGP. The speed

of the high throughput revolution far outpaced Moore’s law that governed the time taken for innovations

in the semiconductor race and the current short read sequencing approaches are referred to as Next

Generation Sequencing (NGS) [107]. Today high-throughput approaches have incorporated much higher

parallelization and application specific integrated circuits, which handle much faster compute than general

purpose Central Processing Units (CPUs) or Graphic Processing Units (GPUs). Also new approaches in

sequencing technologies allow for much larger DNA fragments to be sequenced. While with the Sanger

approach, one was limited by the dimensions of an electrophoretic gel, Illumina’s short-reads, span up to

150 bp, with each flow-cell measuring up to 48 genomes with 30x coverage in 44 hours [59]. Illumina short

read sequencing is an RNA-Seq protocol which involves the following steps. First, a cellular membrane

is dissolved and the RNA components of a cell are isolated. The next step is enriching for poly-A tails

from the composition of RNA within the cells, to extract only mature mRNA. The oligonucleotides with a

known sequence - adapters are ligated to the mRNA transcript - and mRNA is converted to complimentary-

DNA (cDNA) by reverse transcription. Primers amplify all cDNA strands with PCR reactions that replicate

adapter to adapter. Quite often, the adapters on RNA-fragments have sample identifiers; this is called

multiplexing. These are sequences of DNA that act as barcodes to help identify which RNA-particle comes

from which sample and which arise from the same molecules. The resulting cDNA now has flanking

regions that are complementary to probes found on an Illumina flow cell. The flow cell is the final site

of the cDNA particles. Before it can give us a signal, however, the cDNA particles are put through PCR

cycles, this way the light emitted by the replicating cDNA strand can be amplified for a robust reading from

each cluster of bridge amplified sequences and the sequences are read via a camera. This amplification

process is referred to as bridge amplification sometimes, because of how the cDNA strand bends over to

meet the primers on either end, which are both connected to the flow cell.

Fluorescently labelled nucleotide triphosphate particles release their fluorescent tags, when the nu-

cleotide polymerises with the synthesising strand of the cDNA. This is called sequencing by pyrosequenc-

ing. Cameras identify photo signals that arise from each assimilating nucleotides with the help of filters,

which filters out the signals of other nucleotides, separating each nucleotide sequence by Red Green Blue

channels. This information is assimilated into FASTQ files electronically by a software called a basecaller.

The basecallers are also assessing how well the fluorescent particles synchronise with the bridge am-

plified DNA particles. This and other key measures are collated to a single quality score that describes

how frequently one can expect errors. Resulting FASTQ files contain both the sequence and the quality

score. While Illumina’s NGS approach works very well and is very popular for short reads, the clusters

of cDNA formed with bridge amplification and the polymerase, tend to assimilate new nucleotides in sync

until around 150 bp. Beyond this point, asynchronous signals of binding nucleotides drop quality scores of

the reads. This brings the limitation on read length for NGS methods.
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Figure 1.5 Working principle of Illumina Sequencing.

1:Library preparation is where adaptors are ligated to DNA-fragments to allow for primer binding during

PCR Steps and for binding on the flow-cell 2: Spots on a flow cell bind the DNA fragments and bridge

amplification makes copies of identical DNA strands, which can give rise to a more robust signal when

sequencing. 3: By changing the wash solution, nucleotides with fluorescent tag release a photo-signal,

when polymerising, signals reveal the sequences on DNA strands. 4: DNA-strands sequenced can be

analysed by computational steps for alignment or assembly.

(Image copyright: Original image created with BioRender.com)
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Long read sequencing in comparison can detect AS better than NGS approaches within a transcriptome

due to the fact that most genes span longer than 150 bps, the standard read size in NGS approaches.

This leads to an uneven coverage of all the exons within a gene, leading to false positives in splicing de-

tection [113]. Long read sequences from Nanopore and Pacbio show great potential to be able to quantify

RNA isoforms at single cell resolution [16, 53]. Pacbio’s long read sequencing approach still utilises py-

rosequencing, but within small wells on the flow cell [134]. Pacbio also uses adapters to convert double

stranded DNA to circular DNA, giving the capacity for a polymerase to return to the same point without

letting go of the template strand. Collated reads give greater confidence for the sequences identified, while

still observing just one polymerase throughout its life.

Nanopore sequencing uses a specialised membrane, bound with polymerase, that separates two vol-

umes with an electric potential [13]. DNA strands that go through this pore generate fluctuations within the

membrane for a unique 5 sequence window within the polymerase’s channel. A deep learning neural net

acts as a basecaller, decoding unique 5 window signals to sequences. However, since short read NGS

technology has been shown effective for many diagnostic purposes and since they have built a competitive

pricing edge, they still dominate the sequencing market of transcriptomic studies.

NGS technologies were also becoming useful in many other applications than genome sequencing. With

around 93% of genetic associations in mutations being linked with non-protein coding sequences, NGS

sequencing has been finding use in resolving structures that have epigenetic cues [106]. Applications of

NGS in Chromatin Immunoprecipitation-Sequencing (ChIP-Seq) for example identified regions of the DNA

where protein binding was occurring. These technologies diverged as offshoots of the advances on the

HGP.

1.5.2 Chromatin Immunoprecipitation-Sequencing

Chromatin elements and protein modifications on the histone tails have shown to influence the position of

nucleosomes, and modulate the speed of RNA-Polymerase (see Section: 1.3). ChIP-Seq is a targeted

approach to identify the footprints of DNA-binding proteins. Chromatin immunoprecipitation sequencing

(ChIP-Seq) was developed to assess the chromatin states of DNA [126]. However ChIP-Seq provides

evidence for all DNA-Protein interactions, and has been crucial to identify the binding sites of transcription

factors as well as splicing factors such as the small nuclear ribonucleoprotein (snRNP) and heterogenous

ribonucleoproteins (hnRNP), when a diverse set of experiments are generalised to genome wide design

[114]. The main technological concept underlying ChIP-Seq is the concept of crosslinking (see Fig:1.6).

Crosslinking is the formation of a covalent stable bond between a methyl group found within a nucleotide’s

nitrogenous base to an amino acid such as Cysteine, Histidine, Seriene, Lysine. This binds proteins that

are already bound to DNA permanently until a chloroform phenol extraction phase, after the DNA-protein

complexes are extracted. The solution is then sonicated for an optimal period of time to elucidate 200 bp

DNA fragments. These complexes are purified by co-immunoprecipitation by binding to specific antibodies,

designed to pull down the protein of interest. It is crucial to have antibodies that have a strong and specific

binding to the protein of interest, as this determines how many proteins are actually captured this way.

Co-immunoprecipitation is followed by protein digestion and centrifugation. These fragments of DNA are

put through a PCR reaction, to maintain the integrity of the sequences, even if the DNA fragments are
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Figure 1.6 Working principle of ChIP-Seq.

1: Cross-linking of Proteins combine protein and DNA elements. 2: Highly specific antibodies that bind to

the protein of interest is is used to pull down the protein of interest and any DNA elements it bound to. 3:

The cross-linking is then reversed and Illumina adaptors are ligated on the DNA fragments. 4: Amplified

DNA fragments are then subject to sequencing by NGS technology. 5: Reads of DNA fragments are

aligned and analysed along with peak callers such as MACS. Reads from ChIP-Seq usually are bi-modal

in nature. (Image copyright: Original image created with BioRender.com)

less stable. The DNA fragments are then measured with a nanodrop to identify the concentration of DNA

elements in solution and sequenced similar to the way cDNA within RNA-Seq is sequenced.

The shorter read fragments within ChIP-Seq are aligned to a genome and with the help of a tool such

as Model-based Analysis for ChIP-Seq (MACS) [173] to identify a sparse alignment of small windows of

the genome that have a sequence shift. The cause of such a shift is that fragments of DNA that bind to a

protein are always offset, strand specifically, due to the position of the forward and reverse strands of the

DNA which interact with the protein. A symmetric shift in the forward and reverse strands suggest that the

DNA-elements in this region were fragmented while being bound to a protein. MACS models this sequence

shift and identifies binding sites of the proteins in study as narrow peaks. The output of ChIP-Seq is a file

in a Browser Extensible Data (BED) format. The first two columns of a BED file describe the boundaries of

the peaks on a reference genome, where the binding site has been observed, the other columns describe

the strand information, a score and a label for the feature being described.
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1.6 Computational Analysis of Transcriptomic Data

Data collected from NGS methods such as RNA-Seq is usually in FASTQ formats, containing units called

reads with the sequences found on the mature mRNA transcripts and a quality score. This data is usually

put through various pre-processing measures such as: trimming reads of poor quality scores; trimming of

adapters used to fix cDNA elements to the sequencing flow cells; pooling technical replicates, etc.

Figure 1.7 AS is quantified in RNA-Seq data by: i) Alignment based approaches, ii) Exon usage

approach and iii) Isoform usage approach.

(Image copyright: Original image, license: CC-BY-NC-ND 4.0)

Depending on the research scope, a variety of tools exist for further downstream analysis. The main

scope of the thesis is alternative splicing discovery. For this task some tools use FASTQ files directly

to detect isoforms or events, while others require the results of the mapping of the RNA-Seq reads

to genomes(see Fig:1.7). However these approaches can be broadly categorised to the following ap-

proaches.

1.6.1 Approaches to Quantify Alternative Splicing Events

There are three main ways to count alternative splicing (AS) events: Event Based, Exon Usage Based,

and Isoform Quantification. Here’s a summary of each approach:

Event Based Approach

Figure 1.8 Event or

alignment based

approach to quantify

AS events.

This method uses tools that count RNA sequencing (RNA-Seq) reads by aligning

them to a genome. Mapping tools such as STAR, HISAT2, or MapSplice2 [71, 28,

164] generate mapped read files which quantify the placement of RNA-Seq reads

on a genome relative to genomic features (see Fig:1.8). By comparing reads to

features such as exons, alternative splice sites can be detected and reported when

a reference annotation or transcripts are known. When annotations or transcripts
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are not available, reads are instead compared to other alignments within the same

dataset. This is also the approach used to identify and validate genome and gene

annotations.

Exon Usage Based Approach

Figure 1.9 Exon

usage based approach

to quantify AS events.

This method involves quantifying reads mapped to a predefined set of exons for

each gene after using a splice-aware aligner (see Fig:1.9). The use of exon ids

to describe AS limits the ability to quantify intron retention, the use of novel splice

sites, or sub-exon features such as alternative 5’ or 3’ splice sites. However, RNA-

Seq reads that align to each exon can provide a clearer picture of nascent RNA

strands, as they tend to discreetly enrich exons near the transcription start site[5].

Variations in exon reads within a gene could suggest a population of genes that

are in different stages of splicing. Additionally, as these approaches focus on the

protein coding regions of a gene, they may also, in principle at least, correlate better to AS events observed

in the proteome.

Isoform Quantification Approach

Figure 1.10

Isoform usage

based approach

to quantify AS

events.

This method tries to optimise the mapping algorithm by mapping reads to transcrip-

tomes instead of genomes (see Fig:1.10). Tools like Salmon and Kallisto use tran-

scriptome De Bruijn graphs to optimise the mapping step. However in this approach,

read quantification becomes very dependent on your choice of transcriptome or how

you decide apriori what transcripts to expect. This approach is ideal if you’re trying to

limit observations of splicing into discrete variables such as isoforms. Describing AS

as mRNA isoforms gives a list of products, which, when considered equally, allows for

the use of population statistics such as the Gini index or Shannon’s entropy. Population

statistics summaries can be assigned to each gene as a score for splicing, allowing a

gene-wide metric for splicing.

1.6.2 Approaches to Interpret Alternative Splicing Events

Alternative Splicing Event Detection Approaches

When describing events that occur within a sample if the reference to the annotation is the steady and not

relative to control on an experimental design, then what we learn about the way a gene behaves across

all cell types and conditions can be generalised to the gene. This approach helps study AS, rather than a

disease. Further downstream analyses could have their focus on AS, describing events that occur across

each gene, to understand how the gene is being regulated or to investigate a novel splice variant. Tools

that describe AS events in relation to a reference genome or transcriptome are referred to as AS event

detection tools. Optionally a reference annotation can be used to identify and report these events better.
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Differential Splicing Approaches

When further downstream analysis is coupled with an experiment design in the classic case vs control

approach, tools that can quantify the differences observed across conditions are referred to as differential

splicing tools. Differential splicing benefits from being able to describe the same variable, be it an exon or

a transcript, across both conditions. Differential splicing tools are useful for discovering new putative roles

of known transcripts across tissue types or certain conditions. However their strength to interrogate novel

splicing variants are limited when considering rare events that are not represented across both conditions.

Mapping Tools

Mapping of RNA-Seq reads is often an upstream step needed for the enumeration of AS events in any

dataset. Therefore 11 mapping tools were incorporated into DICAST (Table 4.1), the benchmark for AS

event detection tools.

Mapping tools use many strategies for identifying the genomic position where a RNA-Seq read could

potentially originate from. This process begins from segmenting the RNA-Seq read into seeds, segments,

or kmers to optimise a local search. Optimising the exact location of these splits is often done considering

supporting reads and their coverage for alignments at a specific genome position originating from multiple

reads.

The mapping algorithms diversify their approach for these tasks by using strategies such as: Identifying

breaks in kmers (CRAC); seed-chain-align (Minimap2) seed and vote (Subjunc); seed and extend (STAR);

suffix trees (Segemehl); hash tables (GSNAP); Burrows-Wheeler Transform/Alignmer (BWT/A) (DART);

context specific re-alignment and inclusion (ContextMap2); triplet scoring and translation (BBMap); or

graph based alignment (Hisat2). All splice-aware mapping tools require a FASTQ file with RNA-Seq reads

and a fasta file with a genome sequence. The main difference observed in mapping tools, is whether the

tool utilises a genome annotation to support the mapping process or not. Hisat2, MapSplice2 and STAR

are the only mappers that require annotation files, while the other mapping tools try to identify the genomic

position of reads based on only the reference genome sequence.

Similarities among best candidates for mapping tools also lie within their index structures: STAR uses

a suffix array based index; ContextMap2 and MapSplice2 uses the BWT from a non-gapped mapper,

bowtie’s indices; and HISAT creates prefix sorted graphs in their index. MapSplice2 and STAR are perhaps

further similar in how they identify good alignments: MapSplice2 was designed to identify splice junctions

and therefore use sequence tags (smaller windows of RNA-Seq reads) to anchor a window for a second

stage of split alignments. While STAR employs a complex seed and extend algorithm, taking into account

the splice junctions from annotations.

Alternative Splicing Event Detection Tools

To confirm the support from mapping tools, AS event detection tools often have a remapping step, where

reads from RNA-Seq files are realigned to splicing features. These splicing features are a combination

of observations via annotations or via the alignments. The main differences in AS event tools is the use

of a splice-graph versus the use of binned alignments. Only IRFinder and ASpli use a binned coverage

approach to the analysis. Splice graphs are the main feature of most of the AS-event detection tools.
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Splice graphs are built based on the reference annotation (Whippet, EventPointer, Spladder) or splice

graphs can be generated from the splice junction identified during alignment (SGSeq, MAJIQ). RNA-Seq

reads are then mapped to the splice-graphs when possible and novel splice-events are then re-aligned and

identified by various methods. ASGAL defines the splice graph by gap alignments which it then compares

to a reference annotation. This additional comparison step can be optimised for a local alignment, based

on the reads that only map within unique windows of genomic positions.

The 8 AS event tools listed in Table 4.1 differ in the strategy they employ to minimise the search space

for local re-alignment of reads, such as the detection of splice junctions (MAJIQ), optimising for adequate

coverage of retained intron (IRFinder), or using binned coverage of exons (ASpli). Another key difference

lies in dependencies of input files: ASGAL runs on FASTQ files directly, while SGSeq, EventPointer,

SplAdder work with aligned binary alignment/map (BAM) files. Whippet and IRFinder is able to handle

both FASTQ files as well as aligned BAM files.

1.6.3 Docker

Docker (https://www.docker.com/) is an open source platform to containerize applications. This technol-

ogy allows developers to create the same environment across many devices running different operating

systems [30]. By containerizing applications with docker, one can test, deploy and ship applications in a

reproducible manner. Docker usually hosts a linux kernel, which it borrows from the host if the host is a

Linux operated machine. On Mac and Windows platforms, Docker usually hosts a Linux kernel to provide

the runtime platform required for applications.

To use Docker one starts with Docker images. Docker images are versioned environments that can be

easily adapted, duplicated, shipped and run on any device that hosts the Docker runtime daemon (see

Fig:1.11). Docker images contain within them all the files needed to host distributions of Linux operating

systems, such as: the popular Fedora, Ubuntu environments to lightweight container distributions such as

busybox, coreOS or Alpine Linux. Docker images are shared across repositories by docker registries such

as the publicly available at Dockerhub (https://hub.docker.com/).

To create a Docker image one needs to create a Dockerfile. A Dockerfile hosts configurations that

describe the image to build upon and commands to set up docker containers - reproducible working envi-

ronments. These commands help install the dependencies needed for the application, within the container

and eventually start the entrypoint script, which is the primary process within a Docker container. Contain-

ers are lightweight environments that host all the dependencies for an application to run, without needing

the system to host libraries or any further dependencies. Within a container, user groups, file systems

and the entire user space is emulated. This allows for lightweight container systems to provide the same

reproducibility as virtual machines, without dedicating hardware to the application or running heavy hyper-

visors, which taxes heavily on performance. Docker hosts a file-system within the container, which can be

mounted on the host file system. This allows for an exchange of files across the container and the host.

A container runs only as long as the process within it is running. Once the process halts, the container

is stopped as well. The process within a container begins with the entrypoint script being executed.

A container is a live instance of an image, and every image hosts an entrypoint script that starts the

application and operates it within the container. Processes in linux and within the container communicate

error message handling via the Portable Operating System Interface (POSIX). POSIX hosts signals for
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Figure 1.11 Docker architecture depicting from the left the docker api, docker host and registry.

Docker images are static files with compiled binaries, they are distributed at registries, the docker host

hosts a registry within the local machine. DockerHub is a central registry built for public access. Docker

images for DICAST is hosted at DockerHub. A docker container is a live iteration of a docker image,

docker containers may host data temporarily and run your applications in their live version.

(Image copyright: Original image, license: CC-BY-NC-ND 4.0)

a successful execution of commands or error messages to the system and eventually the user. POSIX

compliance also allows for a sequential execution of commands in a script and can be used to interrupt

code, when there’s an error that needs handling. Therefore the container knows when the process within

it finishes, by receiving a POSIX signal from the entrypoint script.

1.6.4 Snakemake

Snakemake is a workflow management system that is popular among bioinformaticians and widely em-

ployed [115]. The sequence of commands (‘rules’) in a pipeline is described in a python based language.

Rules within Snakemake flows have dependencies that are determined on a directed acyclic graph. Each

rule is sequentially executed only after all of its dependencies are met. Each Snakemake installation is

configurable also to the computing infrastructure allowing users to take optimal advantage of their infras-

tructure. Snakemake installations can be configured specifically to the high performance clusters that are

widely used within bioinformatic communities. This allows Snakemake to take the focus away from repeti-

tive tasks such as configuring specific jobs to be submitted to compute cluster schedulers such as Simple

Linux Utility for Resource Management (SLURM) or Sun Grid Engine. Snakemake also uses management

systems such as Conda and container platforms such as Docker to build reproducible environments for

applications in the workflows. This allows users to write code that frames an analysis without declaring

configurations for their specific infrastructure or tying the analysis to specific datasets.
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Snakemake then allows the user to focus on the manifests such as the Snakefiles, which specifies

sequential steps, or rules,for their analysis along with the dependencies. An example could be the use of

snakemake to transform RNA-Seq reads through pre-processing steps such as adapter or quality based

trimming of RNA-Seq reads before mapping these reads to a genome. Each rule results in an output that

is a dependency for another rule. FASTQ files may be a required input for the mapping rule, however the

output of this rule would be a BAM file, which in turn is a declared input for another rule, like AS event

detection. This approach allows for a directed acyclic graph to determine which rules must be executed

before others. This also allows independent steps to be run in parallel, for better efficiency.

Snakemake also handles POSIX compliance across containers, thereby allowing sequential execution

of rules within the Snakefile. This means that a rule could describe the mapping steps, allowing developers

to parallelize this task across their infrastructure, and after running the AS event tools, all the while, utilising

their clusters optimally with their compute infrastructure. In addition, the Snakemake workflow has also

been applied to unify the format of AS tools to compare it to the ground truth in precision and recall plots;

or to identify commonly found AS events reported across the different tools as well, as seen in Fig: 5.2.

Snakemake also allows one to build convenient easy configurations for their workflows, allowing DICAST

to run on any RNA-Seq datasets or to begin the DICAST workflow with ASimulatoR, allowing a new user

to benchmark the tools listed in Table 4.1.

1.7 Current Challenges in the Study of Alternative Splicing

1.7.1 Developing Standards for Alternative Splicing Event Detection

Researchers in the field of AS develop a tool for reporting AS events every year, building a steady need

for benchmarking these tools. However the benchmarks for these tools that currently exist are made by

tool developers who have a vested interest in showing that their tool outperforms current state-of-the art.

Furthermore benchmarks constantly argue about how to report the performance of various AS events.

This is primarily because a gold standard dataset is hard to achieve.

Current RNA-Seq simulators used frequently for benchmarking generate read level data for short read

sequencers. These simulators are Flux simulator [52], RSEM [83], Beers [51] and Polyester [44]. RSEM

and Polyester generate read level data for gene level analysis where transcripts are used with a fixed

model. Flux simulators modulate the intron level within the gene to replicate the delay of intron splicing.

BEERS incorporates a curated list of gene models within its simulations to represent 11 transcript annota-

tions, however when simulating the RNA-Seq reads these gene models are picked at random. Therefore

the datasets differ often by a wide range of factors such as the read length and sequence coverage of the

2nd paired read for Flux simulator or the number of alternative forms of a gene for BEERS, but not types or

distributions of types of AS events RNA-Seq simulators that generate datasets with modulated AS events

had not been developed.

With new tools being developed for quantification of AS frequently, these publications are perhaps the

best source of benchmarks for AS tools [4]. However in order to publish your tool in a peer reviewed

journal, it should be better than state of the art tools out there, therein lies a conflict of interest. Furthermore

benchmarks often report commonly found features of a dataset by these tools such as; splice junctions,

polyadenylated sites, differentially spliced genes or further downstream analysis [109, 143, 28]. However,
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when comparing AS events by their type, it requires gold standard datasets or an RNA-Seq simulator

where specific AS events can be modulated.

Finally, how tools choose to report AS events are vastly different. While some tools use standard for-

mats such as sam or bed, others chart their own path with outputs specific to each tool. This therefore

complicated downstream analysis, often restricting users to a certain set of tools that were co-developed

with specific tools designed upstream of their analysis, with respect to mapping and AS event detection.

1.7.2 Systematic Analysis of Proteins Involved in Alternative Splicing

Another challenge is integrating different layers of omic data, in the quest for identifying proteins that

are involved in AS: Genomic intersections and correlations of ChIP-Seq and RNA-Seq have been used

to identify genomic function of transcription factors from matched ChIP-Seq and gene expression data

[167]. RNA-Splice junctions have also been shown to correlate with nucleosome positioning as observed

in ChIP-Seq.

RNA-binding proteins and their occupancy are identified by high throughput Cross Linking Immunopre-

cipitation or CLIP-Seq, which is a specialised approach to ChIP-Seq. It was developed to learn more about

RNA-Processing such as splicing. RNA-Seq and CLIP-Seq data have also been used to investigate the

role of RNA-binding proteins involved in RNA processing [41, 156]. Be it DNA binding or RNA binding ele-

ments, while many tools exist for motif extraction [166, 56], RNA-Seq analysis has yet to see a systematic

approach to splicing analysis.

When comparing transcriptomic analysis of AS to another omic layer, such as ChIP-Seq, regions of

influence for the protein in interest varies from promoter regions for transcription factors, transcription

start sites for RNA-binding proteins [145] and even to intron-exon junctions for nucleosomes [122]. For a

systematic evaluation of AS across a transcriptome and ChIP-Seq analysis, currently no tool exists that

can be used for so many types of nucleic binding proteins.
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2 Outline

This thesis presents tools developed toward the aims described in the next section.

• To generate in silico gold standard RNA-Seq datasets I present ASimulatoR [100];

• To evaluate splice-aware alignment tools as a basis for AS analysis and benchmark AS-event de-

tection tools, I present a modular framework for benchmarking with DICAST [40];

• To identify proteins that are implicated to be involved in AS from integrated RNA-Seq and ChIP-Seq

datasets, I present DASiRe (manuscript in preparation).

In the chapter ‘Methods’ (Page:27), I describe packages and datasets used to develop the tools pre-

sented in this thesis. A chapter on Implementation describes how these tools were put together and key

aspects of the algorithms within the tools presented in this thesis.

The chapter ‘Results’ (Page:41) pertains to the outcome of the benchmarks of mapping and AS-event

detection tools. It also includes findings from having built the web-application DASiRe and describes the

example dataset stored within it.

Finally the chapter ‘Discussion‘ (Page:59) highlights key takeaways from this thesis which includes:

the potential biases in simulated datasets from ASimulatoR, the benchmark of AS-event detection tools,

recommendations on tools used for AS analysis, developing common elements toward a unified format and

finally, the potential for integrating RNA-Seq and ChIP-Seq data toward implicating proteins that influence

AS.

ASimulatoR is mostly described in chapters Methods and Implementation, as it forms the basis for the

benchmarks within this thesis.

The mapping and AS event detection tools within the benchmarks are introduced collectively in the

introduction already, however a lot more details for them are presented in the results section or when

discussing the results of the benchmark.

Integration of RNA-Seq and ChIP-Seq datasets are algorithmically detailed in the section on implemen-

tation, with screenshots for the visualisations from the web-server presented in the section on results.
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3 Aim of the Thesis

Within this thesis, I address the current challenges listed in studying AS:

1. Aim: Creating an in silico gold standard for AS through simulation.

When gold standard data is hard to achieve, working with simulations help us assemble our current

collective paradigms in the form of simulation models. Currently the state-of-the art RNA-Seq simu-

lators leave out AS, which leaves unaddressed a new paradigm of research in transcriptomics. One

where certain genes could potentially share different functions based on splicing patterns observed

within the gene. In order to benchmark tools that work with AS, I would address this limitation by

discussing work done on building a RNA-Seq simulator, ASimulatoR, that also addresses AS by

modifying distributions of specific splicing events.

2. Aim: Evaluate splice-aware alignment tools as the basis for AS analysis.

As is often the case, AS event detection tools require splice-aware alignment as a prerequisite. This

means that a good evaluation of AS event detection tools also needs to be benchmark splice-aware

alignment tools. Benchmarks of splice-aware alignment tools consider what fraction of reads were

mapped and the precision of these tools. They also evaluate which splice-aware mapping tools can

work well with each of the AS event detection tools.

3. Aim: Evaluate AS event detection tools.

Current benchmarks are limited to benchmarks with conflicts of interest. Through this thesis, I would

address these limitations by discussing work done on building a reproducible framework for inde-

pendent benchmarking of AS event detection tools, DICAST. AS event detection is benchmarked on

Precision and Recall for each of these tools.

a) Contrast reference-based and reference-free tools. AS event detection also often relies on

reference annotations. This thesis will evaluate the use of reference annotations as a feature

and how tools compare to reference free AS event detection tools.

b) Offer users guidelines about how to use AS event detection tools. When considering any

observable trade-off between precision and recall. This thesis will offer guidelines on when

and how to use AS event detection tools.

c) Offer a unifying standard for reporting of AS events. Unlike alignment tools which output

their results in an established BAM format, AS event detection reports have yet to consolidate

on a format for reporting AS events. This thesis develops a unifying standard to report AS

events highlighting the most common and useful features reported by the AS event detection

tools.



3. Aim of the Thesis

4. Aim: Develop a web application to assist the discovery of DNA-binding elements that are involved

in splicing.

Finally, we take alignment based, exon usage based and isoform usage based tools to identify AS

events in an ensemble implementation to a specific goal, to keep the analytical strength for the

events each kind of tools identify. Here a co-ordinated approach to reporting AS events provides

evidence at various scales within the scope of identifying AS genes which also show evidence of

splicing factor binding in each of their ChIP-Seq data. We therefore study the role of splicing factors

in AS and also visually present the information for each experiment on a web-application, DASiRe.
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4 Methods

4.1 ASimulatoR

ASimulatoR is built in R (v3.6) and is a publically available package at the github page:

https://github.com/biomedbigdata/ASimulatoR. ASimulatoR is also packaged as a docker container and

is hosted at docker hub (https://hub.docker.com/r/biomedbigdata/asimulator). ASimulatoR was built on a

customised version of Polyester that incorporates PCR bias and adapter contaminations.

4.2 SHIP Cohort: RNA-Sequencing Dataset

To estimate the number of alternative splicing events in a biological dataset, we analysed RNA-Seq data

from real biological samples: the SHIP (The Study of Health in Pomerania) Cohort [162]. The SHIP cohort

is an RNA-Seq dataset from whole blood tissue of 117 healthy individuals, sequenced on Illumina HiSeq

4000 platforms. 500 ng of RNA was extracted from whole blood with a mean RNA integrity value at 8.5,

and a library was prepared using the TruSeq standard mRNA kits with 24 barcodes and sequenced at

a depth of 40 M clusters per sample. The patient biopsies were sequenced at the Interfaculty Institute

for Genetics and Functional Genomics, University Medicine Greifswald and FASTQ files were sent via

physical storage to Technical University of Munich. The data from this cohort is available on a web-based

request at http:// ship.community-medicine.de.

The patient data were all mapped with STAR, as STAR proved to be the best mapping tool (see Section:

6.1.2) in the first iterations of the benchmark, performed with ASimulatoR on the human genome versioned

hg38 and Ensembl genome annotation versioned 99. MAJIQ was used to analyse the SHIP cohort as it

too seemed to perform well in the first iterations of the benchmark with ASimulatoR. Versions of STAR and

MAJIQ used are the same as in DICAST and listed in the Table: 4.1.

4.3 DICAST

DICAST (Docker Integrated Comparison of Alternative Splicing Tools) is a benchmarking suite that aggre-

gates tools hosted within Docker containers (introduced in Section 1.6.3). These containers are orches-

trated by Snakemake (introduced in Section 1.6.4), the workflow manager. Together with ASimulatoR, DI-

CAST can benchmark mapping and AS event tools with simulated datasets. DICAST can be installed with

only Docker and Conda as dependencies. All the code is made available and free to use via github at the

repository: https://github.com/CGAT-Group/DICAST. However, if you do not want to run the full benchmark,

but just want the tools outputting the unified format outputs (introduced in Section 5.3), then the docker

images are easy to pull from the docker-hub repository at https://hub.docker.com/r/dicastproj/dicast/tags.

https://github.com/biomedbigdata/ASimulatoR
https://hub.docker.com/r/biomedbigdata/asimulator
http:// ship.community-medicine.de
https://github.com/CGAT-Group/DICAST
https://hub.docker.com/r/dicastproj/dicast/tags
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DICAST consists of ASimulatoR, 11 splice-aware mapping tools and 8 alternative splicing detection tools

(Table 4.1).

4.3.1 Docker Images

In the context of DICAST, the entrypoint script hosts the algorithm that finds the input files, runs the

alignment or AS event detection tool within the containerized environment and produces outputs in the

output directories. Therefore each container hosts all the code required to emulate and operate each of

the RNA-Seq mapping or AS event detection tools. This makes DICAST a very modular pipeline, with

dependencies such as libraries and their versions being tied to the environment that hosts the tool and is

independent of other libraries from other tools or the host. DICAST images are available across all devices

via Docker Hub (https://hub.docker.com/r/dicastproj/dicast/tags).

4.3.2 Benchmarked Tools

The Table 4.1 contains tools that have met the criteria described in Section: 6.1.1 and are benchmarked

within DICAST. All listed tools have their own docker container at dockerhub

(https://hub.docker.com/r/dicastproj/dicast/tags)

4.4 Compute Platform

All tools were run on Intel Xeon gold 6148 Processors with 27.5M Cache, running at 2.4 Giga-hetrz.

Indexing is usually the most time-consuming step in mapping algorithms, but it usually also a step that

needs to be run only once, when mapping different experiments to the same genome and annotation.

Containerisation of each of the tools allowed the collection of resource metrics for each container with a

tool. Prometheus and cAdvisor were used to collect container metrics, and as each of the tools are given

similar environments, when possible, this reduces differences in latency when context switching, between

userspace and their kernel runtimes. All mapping tools were run at the same depth of 10 M reads each,

with the same reference genomes and annotations as DICAST usually does.

4.5 DASiRe

DASiRe is split into two parts, a preprocessing docker pipeline and a webserver:

The preprocessing docker includes the following tools DEXSeq (v1.40.0) [6], MAJIQ (v2.1-c3da3ce)

[159], IsofomSwitchAnalyzeR (v1.16.0) [161], DESeq2 (v1.34.0) [94] , Subread (v2.0.1) [85], STAR (v2.7.10a)

[28], Kallisto (v0.48.0) [15]. The entrypoint script runs DESeq2, DEXSeq, and Subread in R (v4.1).

The web server uses Rocker [125] to host the webpage on a R-Shiny Server. The DASiRe web server

is served with Genomic Ranges (v1.46.1) [80] to intersect regions with AS or binding sites from ChIP-Seq.

Datasets incorporated within DASiRe are listed in table:4.2
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A. Splice-aware mapping tools

Name (version) Dependencies Reference Genome Annotation*

BBMap (38.94) Java 7+ [102] -

ContextMap2 (2.7.9)

In the current study used

with bowtie 2 [79]

Java, BWA, bowtie 1, bowtie2 [11] +

CRAC (2.5.2) Perl, htslib [129] -

DART (1.4.6) GCC,GNU make, libboost-all-dev,

libbz2-dev, and liblzma-dev [88] -

GSNAP (2020-03-12) GCC,GNU make, Perl [170] +

HISAT2 (2.2.1) GCC, GNU make, MSYS, zlib [72] +

MapSplice2 (2.2.1) GCC 4.3.3+, GNU make, python 2+ [165] +

Minimap2 (2.17)
None (precompiled binaries) or

GCC, GNU make, zlib
[84] -

segemehl (0.3.4) GCC, GNU make, htslib [57] -

STAR (2.7.5) GCC, GNU make [29] +

Subjunc (2.0.0)
None (precompiled binaries) or

GCC, GNU make
[85] +

B. Alternative splicing event detection tools

Name (version) Dependencies Reference Supported events

ASGAL (1.1.6) python3.6+, biopython, pysam, gffutils,

pandas, cmake, samtools, zlib [27] ES, IR, A5, A3

ASpli (1.12.0) R, BiocManager [99] ES, IR, A5 A3

EventPointer (2.4.0) R, BiocManager [136] ES, IR, A5, A3, MEE, MES

IRFinder (1.3.1) GLIBC 2.14+, GCC 4.9.0+, Perl 5+,

STAR 2.4.0+, samtools 1.4+, bedtools 2.4+ [112] IR

MAJIQ (2.3) htsilb, python3, python packages [158] ES, IR, A5, A3

SGSeq (1.24.0) R, BiocManager [49] ES, IR, A5, A3SS, AFE,

ALE, AF, AL, MES (with two skipped exons)

splAdder (2.4.3) python3, python packages [67] ES, IR, A5, A3, MEE, MES

Whippet (0.11.1) julia [150]

New junctions could be

added from alignment as an option

ES, A3SS, A5SS, IR, AFE, ALE,

tandem transcription start, tandem

alternative polyadenylation, circular

back splicing

* ‘-’: does not use; ‘+’ - can use as an option

ES - exon skipping; IR - intron retention; A3 - alternative 3’-splice site, A5 - alternative 5’-splice site, MES - multiple

exon skipping, MEE - mutually exclusive exons, AFE - alternative first exon, ALE - alternative last exon
Table 4.1 Tools and version numbers incorporated in DICAST. References for the articles that

describe the Tool version in DICAST (v0.3 release).
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Experiment Target protein File format Accession Reference

RNA-Seq non-targeting CRISPR fastq
ENCFF239POR

ENCFF962DHI
Brenton Graveley, UConn

RNA-Seq non-targeting CRISPR fastq
ENCFF250AJS

ENCFF319WJN
Brenton Graveley, UConn

RNA-Seq YBX1 fastq
ENCFF803NZJ

ENCFF573WJT
Brenton Graveley, UConn

RNA-Seq YBX1 fastq
ENCFF301JRH

ENCFF193LXU
Brenton Graveley, UConn

ChIP-Seq TARDBP bed narrowPeak ENCFF641AXD Richard Myers, HAIB

ChIP-Seq HNRNPH1 bed narrowPeak ENCFF844QFF ENCODE Processing Pipeline

ChIP-Seq HNRNPLL bed narrowPeak ENCFF662WPN ENCODE Processing Pipeline

ChIP-Seq TARDBP bed narrowPeak ENCFF448YOS ENCODE Processing Pipeline

ChIP-Seq KHSRP bed narrowPeak ENCFF317QKH ENCODE Processing Pipeline

ChIP-Seq RBM25 bed narrowPeak ENCFF102XVH ENCODE Processing Pipeline

ChIP-Seq TARDBP bed narrowPeak ENCFF909RMQ ENCODE Processing Pipeline

ChIP-Seq HNRNPL bed narrowPeak ENCFF984ESZ ENCODE Processing Pipeline

ChIP-Seq FUS bed narrowPeak ENCFF688ARM ENCODE Processing Pipeline

ChIP-Seq RBFOX2 bed narrowPeak ENCFF232ASB ENCODE Processing Pipeline

ChIP-Seq PTBP1 bed narrowPeak ENCFF917HXV ENCODE Processing Pipeline

ChIP-Seq HNRNPUL1 bed narrowPeak ENCFF991ZSC ENCODE Processing Pipeline

ChIP-Seq YBX1 bed narrowPeak ENCFF520DIY ENCODE Processing Pipeline

ChIP-Seq PCBP2 bed narrowPeak ENCFF941XZW ENCODE Processing Pipeline

ChIP-Seq HNRNPK bed narrowPeak ENCFF984QUV ENCODE Processing Pipeline

ChIP-Seq PCBP1 bed narrowPeak ENCFF467RYH ENCODE Processing Pipeline
Table 4.2 Datasets incorporated within DASiRe
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5 Implementation

5.1 ASimulatoR: RNA-Sequencing Simulator

The gold standard quantitative experimental data for alternative splicing discovery is hard to acquire. Thus,

simulations of RNA-Seq data with known number and types of alternative splicing events could be the best

way to construct an in silico ground truth. Considering the limitations of the existing tools for producing

RNA-Seq data with modulated distributions of AS, I helped design the new simulator, one that can be used

to benchmark AS event detection tools, called ASimulatoR. I was also involved in extensive testing of the

datasets created by ASimulatoR.

ASimulatoR incorporates a modified version of an RNA-Seq simulator called Polyester which takes a

genome sequence file in FASTA format and a genome annotation file in a Gene transfer format (GTF) to

create RNA-Seq reads in FASTQ format [44]. ASimulatoR constructs novel RNA-Seq read sequences

by modifying the genome annotations to include transcripts with predefined number of alternative splicing

events.

The steps taken by ASimulatoR is as follows (see Fig: 5.1):

A1. The first step is to identify gene features in a genome annotation file and to create sets of gene fea-

tures per gene that are called the exon supersets. This step creates an unspliced template for each gene.

A2. The exon supersets are then scrutinised for genes and the compatible AS events that can be imposed

on them. Genes that have only two exons, for example, do not host exon skipping events, but may host

intron retention.

B. In the second step an artificial set of annotations are created, with AS events imposed on the transcripts.

In this step, ASimulatoR’s configuration files are considered and the distribution of AS events is reflected

on the annotation set as transcript variants. In this step, ASimulatoR also outputs the GTF file that would

be useful for AS event tools downstream. To study the capacity of AS event tools to discover novel splice

events, ASimulatoR can be configured at this stage to output a GTF file with a user-selected fraction of

transcript variants to be skipped in the output GTF file.

C. The final step involves simulating reads with the modified Polyester package. ASimulatoR at this stage

supports parameters of Polyester, such as sequencing error rate or sequencing depth. However Polyester

was developed to also host additional features such as RNA-Seq technical biases such as adapter con-

tamination and PCR duplicates.

ASimulatoR can also be run to simulate an experiment generating the two sets of FASTQ files and count

tables, representing biological groups of samples that have differentially used AS events. This approach

can be used to benchmark differential AS event detection tools. The count tables are the source of ground

truth that could be used to benchmark AS event tools.
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Figure 5.1 Algorithmic overview of ASimulatoR. [100].

(Image copyright: License no.:5393760310463, see Appendix at section:8 for license)
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ASimulatoR is built in R (v3.6) and is a publically available package at the github page:

https://github.com/biomedbigdata/ASimulatoR. ASimulatoR is also packaged as a docker container and is

hosted at docker hub

(https://hub.docker.com/r/biomedbigdata/asimulator).

5.2 DICAST Pipeline

Benchmark made by DICAST begins with simulated RNA-Seq files with configured distributions of AS from

ASimulatoR. The distributions of AS events as seen in the RNA-Seq simulation is rendered as an output

of ASimulatoR and can be compared later, using the unified output from DICAST. After the simulation,

the FASTQ files can serve as an input to mapping tools or to AS event detection tools that do not require

mapping step. The resulting alignment files in Sequence Alignment Map(SAM) or it’s binary-compressed

format(BAM) format serve as an input to AS event detection tools that require prior mapping. Finally the

AS event detection tool outputs are converted to the unified format using custom scripts that are present

within each docker container. The files in a unified format are used for a downstream analysis such as

precision/recall and comparison of detected events via UpSet plots. A user can always choose a list of

tools to run. The Figure 5.2 illustrates the workflow’s overview.

Each of the tools are built within a docker container, in order to give it a reproducible environment.

Snakemake orchestrates the containers with a rule based workflow that sequentially runs all mapping

tools on the FASTQ file and then, the AS event detection tools. However, DICAST can also be run on real

datasets. In this scenario, the benchmark does not cover precision and recall plots (see Fig: 6.6 ) but it

reports which events were found in common across all the AS event tools, via the upset plots (see Fig:

6.8).

5.2.1 Author Contributions

My contributions to DICAST as a shared first authorship in short include design; coordination of a team of

students; maintaining version control repositories; writing the first modules of DICAST with dockerfiles and

entrypoint scripts; re-writing the Snakemake; managing docker images and repositories; and debugging.

5.2.2 Performance Metrics Implemented for Benchmarking

The advantage of starting from a simulated dataset, such as generated by ASimulatoR, the performance

of each of the mapping and AS event detection tools can be measured based on Precision and Recall.

With respect to AS events in the simulated gold standard dataset, precision is a fraction of accurate AS

events identified upon all the reported AS events. Recall is the number of accurately identified AS events

upon AS events simulated in the dataset.

However, when it comes to measuring the performance of mapping tools, instead of recall is plotted

the fraction of unmapped reads, compared to the total read depth as simulated by ASimulatoR. Precision

is mapped as the number of accurately mapped reads and junctions, compared to the total AS events

generated by ASimulatoR.
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Figure 5.2 DICAST workflow.

1.) The benchmark begins with simulated data from ASimulatoR, simulating alternative splicing(AS)

events with configurable distributions (optional). 2.) Fastq files are mapped with 11 mapping tools to

output BAM files, 3.a.) AS event detection tools that do not require BAM files run on fastq files along with

3.b.) AS event detection tools that require bam files take them from the mapping tools that were run. 4.)

AS event detection tool outputs have tool specific outputs that are converted to DICAST’s unified output

format. (Image copyright: Creative Commons CC-BY-NC-ND license.

Image source: biorxiv.org/content/10.1101/2022.01.05.475067v1)

5.3 Unified Common Format

Unified common formats represent the assimilation of information standards that are relevant for a specific

scientific paradigm. Just like fixing the BAM/SAM format for mapping tools, allows for more downstream

analysis for mapping in AS events, so would a unified common format assist with the further downstream

analysis of AS event tools.

The proposed format unifies common elements of most of the tools, but also shows the vast difference

between formats such as the Local Splice Variation (LSV) format proposed by MAJIQ [159], which refers to

intersections of splice-graphs and evidence of mapping of RNA-Seq reads to the reference splice-graph.

By defining a common standard across the tools, we can now compare their accuracy, by comparing

the genomic positions described as startcoordinates and endcoordinates (see Table: 5.1). The common

unified format for DICAST is incorporated within every docker container, making the unified output an

additional obligatory output to running each tool’s docker container. This adds an estimated 9 seconds to
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outputs for RNA-Seq reads with 200 M reads, and scales sublinearly. It also presents the opportunity for

developing further downstream analysis to each tool.

Column Input

chr Symbol of chromosome for this event

gene Gene name for this event

id Unique identifier for this event

strand + or -

event_type One of the following types: ES, IR, A3, A5, ALE, AFE, MEE, MES

count Default = 1; can be used for tools like MAJIQ, which report

multiple events for one ID to keep track of the number of events;

count in combination with id has to be unique

star_coordinates One or more start coordinates (for each exon)

end_coordinates One or more end coordinates (for each exon)

Table 5.1 Allowed inputs for each column in the unified output file

5.4 DASiRe

DASiRe pipeline identifies regions in the genome where genes are found to have RNA-Seq reads express-

ing a diverse set of alternatively spliced transcripts, and regions that also have binding sites for proteins of

interest. DASiRe is a web server application and consists of two parts, the preprocessing pipeline and the

visualisation platform on the website (https://exbio.wzw.tum.de/dasire/). By distributing the heavy compute

required to analyse new RNA-Seq dataset to a local machine, the web server can be employed more

efficiently and quickly to run enrichment tests and to visualise the output.

5.4.1 Author Contributions

My contributions to DASiRe as a first author include, the writing of the preprocessing pipeline along with the

corresponding docker container and entrypoint script; managing collaborative version control repositories;

building the docker container for the web server and deploying it along with assisting nginx configuration

for access to the public web and managing the docker repositories for the project.

5.4.2 The Preprocessing Pipeline

The preprocessing pipeline begins by importing metadata, on samples and conditions. Metadata is a

simple tab separated text file with a column for a prefix for the sample filename and a column marking

conditions as ‘control’ or ‘case’ . The condition ‘case’ could also be ‘treated’, or any other word that is not

control, as long as a second condition named ‘control’ exists. A preprocessing step then trims adapter

sequences within the FASTQ files, if given (see Fig:5.4.2). Then, indices are built for Kallisto (v0.48.0) [15]

and STAR (v2.7.10a) from before it aligns RNA-Seq reads to the user provided genome and transcriptome.

These indices are reused and are especially useful to reduce preprocessing runtime, if the user has a
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specific use case or works with the same organism and with the same version of the reference genome or

annotation. RNA-Seq files are then mapped with STAR and count matrices from STAR are extracted with

Subread (v2.0.1) to count tables as ’csv’ files. Parallelly, RNA-Seq is also aligned with Kallisto for transcript

counts.

The preprocessing pipeline analyses RNA-Seq data on 4 different levels: gene level, AS event level,

exon usage level and isoform usage levels (see Section 1.6.1). DEXSeq is a differential splicing tool that

focuses on exon based approaches to quantify AS [133]. DEXSeq (v1.40.0) reports differentially used

exons, across conditions listed in the metadata, from alignments made by STAR. MAJIQ (v2.1-c3da3ce)

differentially quantifies reads that occur across junctions also from alignments made by STAR. Finally,

IsofomSwitchAnalyzeR (v1.16.0) uses Kallisto’s pseudocounts to detect differential isoform usage. These

tools together represent a comprehensive view of AS within an RNA-Seq dataset. Additionally, differential

gene expression analysis is performed by DESeq2 (v1.34.0).

Input files such as FASTQ files from RNA-Seq datasets and reference genomes, transcriptomes and

their annotations can be need placed in the input directory that mounts to the docker container. As an

optional input, adapter sequences can also be placed in the input directory and mentioned in the configu-

ration file. The Git also shares an example of the directory structure for clarity. ChIP-Seq data needs to be

processed separately and suggestions for it are described in the Section 5.4.3. The output data includes

reports of alignments from STAR and Kallisto along with differential gene expression. Furthermore, AS

event detection by DEXSeq, MAJIQ and IsoformSwitchAnalyzer are available for the user as soon as the

pre-processing pipeline is finished. However, a select collection of outputs are placed in a directory for

upload to the DASiRe web server for visualisation.

By using Docker, the preprocessing pipeline enables creating reproducible environments with version

controlled libraries (see Section on 1.6.3). This image can be pulled from Docker Hub

(https://hub.docker.com/r/marisalb/dasire) to any device. GNU parallel [153] is adopted to parallelize each

task by sample, when possible.The entrypoint scripts within the container run with bash strict mode [1] in

order to comply entirely with POSIX signals.

5.4.3 The Web Server

The DASiRe web server builds on rocker/shiny-verse (v3.6.1). The web server requests users to upload

the output directory from the directory that the preprocessing pipeline outputs. Also, ChIP-Seq results are

provided as a reference, from K562 cell lines, which were useful for the example dataset. These references

may not show the same binding sites for proteins in a different cell line or tissue.

The server hosts a publically available example RNA-Seq dataset which was obtained from a K562 cell

line, with gene Y-box binding protein (YBX-1) knocked out with Clustered Regularly Interspaced Short

Palindromic Repeats and associated proteins (CRISPR/CAS), along with a non-targeting CRISPR/CAS-

system as a negative control with two biological samples each. The dataset is available from ENCODE

listed in table:4.2.

Key visualisations of DASiRe’s RNA-Seq data analysis are presented in Section: 6.2 and described

below: RNA-Seq quality control page reports mapping quality scores from MultiQC [38] of STAR and

Kallisto runs from the preprocessing pipeline. Differential gene expression results are shown on a principal

component analysis (PCA) plot, and a heatmap shows the in-between sample distance for the user to
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check if the samples are grouped based on conditions. Normalised gene counts are visualised per gene as

dot plots for each condition. DESeq2 visualisations are offered via a volcano plot, where the user could set

the log fold change cut off. Splicing factor differential expression shows the results of DESeq2 on a limited

list of splicing factors acquired from the SpliceAid-F database [48]. Results from DEXSeq are represented

in the tab ’Differential Exon’, where the user sets thresholds for p-value and for log fold change. Once set,

the results are filtered with the threshold and visualised with expression value of the exon on the y-axis

and on the x axis, exons within a gene. Isoform switch results are summarised in tabs on ‘genome-wide

isoform splicing page’; ‘Gene switch plots’. ‘Genome-wide isoform splicing’ summarised the types of AS

detected across the genome in numbers with bar plots and isoform usage in violin plots, with significance

calculations. The gene switch plots are typical outputs of IsoformSwitchAnalyzeR, with a page for each

gene with representations of isoforms discovered in the dataset. Gene expression, isoform expression

and isoform usage plots are shown with significance calculations. MAJIQ’s results are summarised in the

‘splice events’ tab first as a pie chart and also with a bar plot exhibiting the number of genes involved in

intersections within types of AS identified in complex events. Finally the comparative analysis presents a

summary of all evidence of splicing identified in a Venn diagram.

DASiRe relies on user provided ChIP-Seq peaks in the form of BED files. As a recommendation for

processing the ChIP-Seq data, we refer to ENCODE ‘s uniform pipeline for ChIP-Seq analysis:

https://github.com/ENCODE-DCC/chip-seq-pipeline. This pipeline uses MACS [173], for peak calling of

chromatin elements and the SPP pipeline [69] for peak calling of transcription factors as recommended by

ENCODE (see Fig: 5.4). Further resources such as Galaxy CLIP-Explorer [56] are also recommended for

RNA binding proteins.

DASiRe can also load ENCODE ChIP-Seq data from the following cell lines K562, GM12878, MCF-7,

HepG2, HEK293T are incorporated within DASiRe for a quickstart analysis. The following pages are then

available for the user: Quality control: On this page, one can select the ChIP-Seq experiments they would

like to load, and a reference genome for the track. BED files are read into DASiRe and ChIP-Seq peaks

for each protein of interest. Regions of their target genes are visualised where binding is observed. ChIP-

Seq peaks are also visualised per gene on a gene track, similar to genome browser. Peak Enrichment:

ChIP-Seq files and reference genome is as set on the quality control page. A Fisher’s exact, two sided

test is deployed to check non-random associations between regions with ChIP-Seq peaks vs no ChIP-Seq

peaks and regions with AS events vs no observed effect of AS. Associations are described on a heatmap

on gene level and on promoter regions of genes.
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Figure 5.3 DASiRe’s preprocessing pipeline differentially quantifies RNA reads on gene level with

DESeq2, event level with MAJIQ, exon level with DEXSeq and isoform level with

IsoformSwitchAnalyzer.

The pipeline trims adapters with Trimmomatic (optional), then maps these reads to a transcriptome with

Kallisto, to quantify isoform expression for isoform switch analysis. RNA-Seq reads are also mapped to a

reference genome with STAR. STAR alignments are extracted to count matrices with Subread for use with

DESeq2. STAR alignments are also used for MAJIQ and DEXSeq.(Image copyright: Original image,

license: CC-BY-NC-ND 4.0)
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Figure 5.4 ENCODE Processing pipeline for uniform ChIP-Seq peak calling: Peak calling is done by

MACS for chromatin elements and SPP for transcription factors.

(Image copyright: Creative Commons CC license.

Image source: encodeproject.org/pipelines/ENCPL138KID/)
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6 Results

The aims mentioned in Chapter 3 are addressed in this section.

In silico gold standard for RNA-Seq simulations can now be made with the ASimulatoR described in

Section: 5.1. It is also an essential part of the benchmarking workflow of mapping and AS-event detection

described in Section: 6.1.2.

Eleven mapping tools aligned synthetic reads of with AS incorporated within it, the results of which will

be discussed in the Section: 6.1.4.

Eight AS-event detection tools were then evaluated to: a.) contrast reference-based and reference-free

tools in their capacity to identify de novo events (see Section: 6.1.5); b) offer guidelines for users to learn

how to use AS event detection tools (see Section: 6.1.5 and Section: 6.1.7); c) identify a common unified

format that describes commonly found AS-events across all the AS-event detection tools (see Section:

5.3).

Finally, a web-application was developed to identify AS-events in a differential analysis of RNA-Seq

datasets, integrating it with ChIP-Seq datasets to identify protein elements that bind to DNA and RNA to

induce splicing. The results of which are described in Section: 6.2

6.1 DICAST Benchmark Overview

In the field of alternative splicing (AS) discovery, a new tool is developed every year to discern AS events

from RNA-Seq datasets. This growing repertoire of tools needs a comparison and proper benchmark. The

benchmark should not just prove that a newly developed tool is better than its current competitors, but also

evaluate the current state of performance for each state-of-the-art tool used in the field.

Here we present DICAST, a third party independent benchmark framework for Mapping and AS event

detection tools. DICAST is on an open source licence (GNU Public License(GPL) v3) and is free to fork

and develop on further, making it a confluence point for new developing tools detecting AS events. These

new tools can also easily be incorporated into the modular framework of DICAST for further independent

benchmarks. AS-event detection tools quite often require an upstream step of splice-aware alignment.

DICAST benchmarks these mapping tools and offers them for the computational workflow required for the

evaluation of AS-event detection tools as well.

This section describes the benchmarks carried out by DICAST and the performance of these tools

on datasets with increasing sequencing error and sequencing depths, on different AS event types (see

Section: 1.4 for more details) and on the de novo identification of AS events. For a detailed view on

the pipeline workflow, please see Section: 5.2. When not benchmarking, DICAST can also run on real

RNA-Seq datasets to describe the fractions of AS events commonly found by tools with UpSet plots (see

Section: 6.1.6).
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6.1.1 Criteria

Our stringent criteria for mapping/AS-event detection tool selection was that they should be: i.) still be

available to download and install; ii) documented; iii) open-source; iv) use standard RNA-Seq analysis

software such as FASTQ/FASTA, GFF3/GTF and BAM/SAM files; v) the tool must be used in peer reviewed

publications other than the one that describes the tool itself; vi) available as stand-alone software; vii)

should be able to work with custom GTF files, for example as built by ASimulatoR.

Within DICAST, while there is the opportunity to tune parameters, we argue that the tools would fre-

quently be used with default parameters. Therefore, for the tool to be widely accepted, the default param-

eters should be optimal for many scenarios. Furthermore, tuning different parameters from different tools

would not be easily comparable across these tools.

Criteria for tools benchmarked for AS event detection included that they: were actively used by the

community, maintained, that they used the standard RNA-Seq input files, ran as stand-alone software, and

also could use custom annotations. Custom annotations were made part of the criteria as ASimulatoR

also outputs a GTF file that represents the AS events contained within the dataset. Splice-aware mapping

was frequently an upstream analysis required for AS event detection and therefore the same criteria were

applied to curate the list of mapping tools.

6.1.2 Benchmark Workflow

DICAST was run on different datasets simulated by the ASimulatoR. The datasets start off as simple

and get more complex (S1-S4) with respect to the kinds and frequency of AS events incorporated within

the dataset. Table: 6.1 shown here depicts how complexity of AS events observed in the dataset was

incrementally added. S1 starts with one event per transcript. In this dataset, each gene has only one

main and one alternative transcript. S1 hosts AS events such as exon skipping (ES), intron retention (IR),

alternative 5’-exon usage (A5), alternative 3’-exon usage (A3), multiple exon skipping (MES), alternative

last exon (ALE) usage and alternative first exon (AFE) usage and the sequencing error is set to 0%. S2 is

a similar dataset but a sequencing error is set to 0.1%. This value is typical for Illumina-based sequencing

(citation). S3 allows two or more alternative transcripts per gene. S4 also allows that the same exon is

involved in several AS events: e.g., exon skipping and A5’-splice site.

Simulated

Dataset
Events per transcript Transcripts per gene Events per exon Event types Seq error rate

ES IR A5 A3 MES ALE AFE

S1 1 1 1 x x x x x x x 0%

S2 1 1 1 x x x x x x x 0.1%

S3 2 >=1 1 x x x x x x x 0.1%

S4 2 >=1 >=1 x x x x x x x 0.1%

S5 1-4 >=1 >=1 x x x x 0.1%

Table 6.1 Simulated datasets, using ASimulatoR, for the benchmark: Simple AS events in RNA-Seq

datasets S1-S4, grow in complexity. Complex dataset S5 simulated, representing AS events observed

in real data from SHIP-cohort
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Figure 6.1 Simple simulated datasets S1-S4 created with ASimulator with increasing complexity.

The best mapping tools and AS event detection tools, benchmarked in these scenarios are used to detect

AS events observed in the SHIP-cohort. Complex simulated datasets S5 are created using the AS

distributions learnt from the SHIP-cohort. Dataset S5-tr is also generated with the AS distributions from

the SHIP-cohort. S5-tr datasets generate GTF files for only some of the AS event observed in the dataset

for the de novo event detection experiment. The most informative benchmark is the one performed on

realistic dataset S5. (Image copyright: Creative Commons CC-BY-NC-ND license.

Image source: biorxiv.org/content/10.1101/2022.01.05.475067v1)
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Using the datasets S1-S4 we evaluated 11 mapping tools and 8 AS detection tools (see Fig:6.1). We

identified the tools with the optimal performance.

The datasets S1-S4 have equal probability for all AS events to be incorporated. Usually, it is not the

case: e.g., exon skipping is the most frequent event type in mammalians [73]. To account for this unequal

probability, we constructed the dataset S5.

The dataset S5 simulates AS events as observed in a real dataset. To estimate the frequency of AS

events types in a real dataset, we analysed RNA-Seq reads from SHIP-cohort. The reads were mapped

using STAR as STAR showed the best performance with respect to mapping on simple simulations (dis-

cussed in Section: 4.2 and Section 6.4). AS events were observed in the SHIP-cohort with MAJIQ, as

MAJIQ showed high precision for exon skipping (discussed in Section 6.1.5), the most common type of AS

event found in human tissues. The estimated frequencies were used to simulate the dataset S5. MAJIQ

detects only four AS event types, thus, it simulates S5 only with these four event types (Table:6.1). S5 also

contains 1-4 events per transcript, the same exon can be involved in more than one event, there might be

more than one alternative transcript per gene, and sequencing error rate is set to 0.1%.

The entire workflow for the benchmark is depicted in Fig:6.1.

Figure 6.2 AS events as observed in SHIP data were used to inform the distribution of AS events

observed in simulated dataset S5.

(Image copyright: Creative Commons CC-BY-NC-ND license.

Image source: biorxiv.org/content/10.1101/2022.01.05.475067v1)

6.1.3 Runtime of Tools in DICAST

ContextMap2 was designed to map to multiple reference genomes without annotations. It approximates

reads that could align to a region and describes them as the region’s context first. It then sorts through

reads within a context for a better resolution of local alignments. Finally, a global resolution of alignment

between contexts is made. This algorithm therefore has a pretty noticeable runtime (see Fig:6.3). Further-

more, ContextMap2 reports having a bad runtime when coupled with bowtie2, but improvements can be

made by using bowtie. Minimap2 is the fastest mapping tool available in the repertoire, as it’s designed
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to map long read sequences, primarily. It operates with the seed-chain-align algorithm and a base-level

alignment, which operates as a dynamic program to extend from ends of chains to close regions between

anchors which act as seeds. This algorithm was designed for a semi-global alignment.

Figure 6.3 Runtimes of Mapping and AS detection tools.

Mapping tools were compared to the same read depth of 10 M reads, while AS tools were diversified to

50, 100 and 200 M reads to see how their runtime performances scale. Stacked bar plots for mapping

tools represent the time needed for indexing and mapping. (Image copyright: Creative Commons

CC-BY-NC-ND license. Image source: biorxiv.org/content/10.1101/2022.01.05.475067v1)

AS event detection tools were run at 50, 100 and 200 M reads to understand how well they scale. MAJIQ

has the shortest runtimes, with most of it’s core algorithm ported to C++. At 200 M reads MAJIQ’s run

is comparable to the runtime of its nearest contender ASpli at 50 million reads. ASGAL was not included

owing to its long runtime ( 3 days for 50 M reads), because ASGAL takes raw FASTQ files as input,

skipping the prerequisite for alignment as many tools do. SplAdder has the next longest runtime. ASGAL

and SplAdder are all tools written in python, which could explain why they are slow. IRFinder also takes

a long time to run, but an advantage IRFinder has is that it does not depend on an intermediate mapping

step for AS event detection. Whippet, one of the winners of the benchmark on AS events is written in Julia,

lauded for its concurrency and capacity to parallelise. However, Whippet was developed to run on a single

core, leading to relatively long runtimes too.

6.1.4 Mapping Tools

Key features of mapping tools were described in Section 1.6.2, however specific differences between

tools are discussed further in this section. In the precision to unmapped reads plots, the best place for a

mapping tool to be is where precision is high, but the ratio of mapped reads to unmapped reads is low.

Therefore the ideal place to be is in the top left corner. The best performing mapping tools are STAR,

HISAT2, MapSplice2 and ContextMap2.

We benchmarked mapping tools on datasets described in Section: 6.1.2 and listed in Table: 6.1. These

datasets of growing complexity helps identify the largest influences within a dataset that changes the

performance of each of the AS-event detection tools. Overall though, the ranking with respect to both

precision and recall of mapping tools seem to not change with these introduced influences. However, DART
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Figure 6.4 Precision vs Fraction of unmapped reads plots of Mapping tools.

Datasets S1-S4 are simulated datasets with increasing complexity in AS events (see table:6.1). S5

dataset represents the AS events distribution as seen in SHIP-cohort (see Fig: 6.1 for an overview on how

S5 was made). Ideally, mapping tools should have high precision and a low fraction of unmapped reads.

(Image copyright: Creative Commons CC-BY-NC-ND license.

Image source: biorxiv.org/content/10.1101/2022.01.05.475067v1)
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shows a drop in ranking with respect to precision between datasets S1-S2, suggesting that sequencing

error is not well tolerated by DART.

MapSplice2, STAR and HISAT2 use annotated splicing features to make up three of the best candidates

for mapping tools. Therefore the use of annotations is the main similarity among the best candidates for

mapping tools. Although notable differences in the mapping algorithms still exist, such as the use of a

graph based alignment with HISAT, which uses a graph based index to account for small indels in the

annotations.

The plot for a complex dataset S5, shows that in realistic datasets, mapping tools such as subjunc can

have greater precision than the other mapping tools. While Subjunc usually has a high fraction of un-

mapped reads, the seed and vote algorithm is more precise than the seed and extend algorithm observed

in STAR in the realistic dataset S5. Additionally, Subjunc does not require an annotation, making it a good

candidate for aligning RNA-Seq reads to build annotations.

6.1.5 Alternative Splicing Event Tools

A general description of AS-event detection tools is in Section: 1.6.2. This section refers to the perfor-

mance for each of the AS-event detection tools in key areas. In the precision and recall plots for each of

these tools, the ideal place to be is where precision and recall are high, the top right corner.

Overall, most recall values are low for AS-event detection tools. However, the best AS-event tools in this

review with good annotations for most use cases are SGSeq, ASpli, Whippet and MAJIQ, in that order.

Due to low recall values, Eventpointer and SGSeq (without annotations) cannot be recommended for the

detection of AS-events.

Benchmarks of Alternative Splicing Tools per Event Type

As a result of our analysis, we observed that tools tend to have different performances on detecting different

AS event types. IRFinder, as the name suggests, works primarily for intron retention. Exon skipping and

Intron retention were observed to be the most abundant AS events observed in the SHIP-cohort (see Fig:

6.2). Therefore tools that specialise on these AS events tend to be more popular among researchers who

work with human and vertebrate AS. Yet tools that have high precision and recall for exon skipping do not

always find introns as well (see Fig: 6.5).

Overall, exon skipping seems to have the highest precision rates across all tools, which could be the

focus of AS tool developers. Exon skipping is typically the best way to diversify the protein coding functions

within the transcriptome. Alternative splice site challenges appear very similar across the 5’ or 3’ end.

Detecting partial exons seems to be hard, resulting in low recall values for many tools. For partial exons,

Eventpointer also has low precision values . Intron retention seems to be hard for many tools. micro RNA

(miRNA) and short interfering RNA (siRNA) that are encoded in introns, make this an especially hard task.

To consider if such small RNA are expressed within the datasets, tools often have to develop a filter for

detecting coverage across the entire intron, just to make sure that the intron is fully present within the

dataset.

With annotations, SGSeq and ASpli perform the best across all AS types. ASpli maintains its precision

close to 1, across all AS types. SGSeq performs with the best recall rates across the benchmark, however
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Figure 6.5 Tools benchmarked on S5 dataset across different types of AS.

Smaller symbols show the tool run with truncated annotation files hosting only one transcript per gene,

while the dataset expresses multiple transcripts for each gene. This sets the tool up for a de-novo AS

event detection experiment. Larger symbols have the support of all the AS events expressed within the

dataset. (Image copyright: Creative Commons CC-BY-NC-ND license.

Image source: biorxiv.org/content/10.1101/2022.01.05.475067v1)
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some of the events it reports could have some false positives, resulting in lower precision than ASpli.

MAJIQ has very high precision, however it fails to capture nearly half of all events. Its performance in intron

retention, however, drops to 0.5 with respect to precision. Whippet has high precision and recall values for

alternative splice sites and intron retention, when it has annotations. However whippet’s performance in

exon skipping, with or without annotations, has low recall.

Benchmarking De novo Alternative Splicing Event Finding Feature

De novo AS event finding features of AS event tools are very valuable when annotations for the organism

in study are not of high confidence. They can also be beneficial as supportive evidence, when annotations

are built by overlaying predicted open reading frames with RNA-Seq reads. I evaluated the performance of

the tool to detect AS events de novo by using truncated annotation files with only one transcript per gene,

while the dataset shows expression of many transcripts per gene. For this evaluation step, I used the most

complex dataset S5 with 1-4 transcript per gene. These results are shown as smaller symbols for each

tool in the Figure: 6.5.

The results vary greatly for each AS event tool. The recall for each of these tools usually improves

with the full annotation as compared to the truncated annotation files. ASpli and SGSeq (anno) have the

biggest differences between when it was supplied with full annotations. SGSeq can be run in two modes:

anno (when supplied with annotation files) and de novo (running without annotation support). There are

some tools that do not perform a lot better, even if supplied with full annotations, but only with some types

of AS events.

For exon skipping, EventPointer, SGSeq in de novo mode, SplAdder and Whippet, perform similarly with

and without annotation files. For intron retention, EventPointer, SGSeq in de novo mode, SplAdder, MAJIQ

and IRFinder all have similar performance with and without annotations.

For alternative exon usage, EventPointer and SGSeq in de novo mode exhibit a substantial difference

in performance with annotations. Similarly Whippet underperforms drastically without good annotations in

detecting intron retention.

Influence of Sequencing Depth

Number of reads generated in the RNA-Seq experiment (sequencing depth or library size) might have an

impact on the performance of AS detection especially for genes with low expression level. We investigated

the impact of sequencing depth increasing it from the standard 50 M reads used for gene level analysis to

200 M reads. AS tools were fairly consistent in their performance across read depth for the simple data

sets S1-S4(see Fig:6.7). Therefore the only observable contrast lies between datasets S1 and S5 (see

Fig:6.6). ASGAL however, was not run on 100 M and 200 M reads, as the runtime needed for ASGAL was

not scalable and took 3 days for 50 M reads. Furthermore, at 50 M reads, ASGAL was still not a top

contender for AS event detection.

Datasets S1-S5 (described in Section: 6.1.2 and listed in Table: 6.1) show modulated differences in

AS events, with growing complexity. They have been used to understand key influences of identifying AS

events in real data. The biggest differences identifiable across datasets S1 and the realistic S5 are (see
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Figure 6.6 Precision and recall plots for each AS tool within DICAST benchmarked at 50 M, 100 M

and 200 M read depths for both simulated dataset, the simple S1 and the complex realistic S5

datasets.

The ideal place for an AS event detection tool to be in such a plot, is where the precision and recall

values are both high, therefore the top right corner. Additionally a tool is trustworthy when precision

values are high, which suggests that the AS events that are reported by each tool are almost entirely

composed of accurately identified AS events.

(Image copyright: Creative Commons CC-BY-NC-ND license.

Image source: biorxiv.org/content/10.1101/2022.01.05.475067v1)
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Figure 6.7 Precision and recall plots for each AS tool within DICAST benchmarked at 50 M, 100 M

and 200 M read depths for datasets S2-S4. See Table: 6.1

(Image copyright: Creative Commons CC-BY-NC-ND license.

Image source: biorxiv.org/content/10.1101/2022.01.05.475067v1)
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Fig: 6.6): an improved recall value for SGSeq (anno) and MAJIQ; improved precision values for SGSeq

(de novo) and MAJIQ.

These observed improvements in recall are most prominent in dataset S5, suggesting that they are

correlated with the amount of AS within the dataset, as S5 was generated to resemble realistic datasets.

The observed improvements to precision, however, arise between datasets S3 and S4, suggesting that

SGSeq (de novo) and MAJIQ are more precise tools to handle multiple AS events per exon.

6.1.6 UpSet Plots

Figure 6.8 UpSet Plot, generated by DICAST in every run.

Columns indicate intersections of reported events. The stacked bar plots show the ratios of AS events

reported within the intersection. The bar plots on the rows show the length of the outputs produced by

each tool. (Image copyright: Original image, license: CC-BY-NC-ND 4.0)

Identified AS events across the different tools are reported together in UpSet plots. UpSet plots are gen-

erated by DICAST and are built on the unified output translated by DICAST (see Fig:6.8). UpSet plots also

inform users of how many AS events are represented by each of the tools. This allows users to pick similar

or greatly varying tools for combinations. It allows users to see the intersections of the events described

by tools that have high precision scores. The stacked bar plots represent ratios of AS events by type.

We developed a customised version of the UpSetPlot python with stacked bar plots as a feature, which

was contributed upstream, in the spirit of open-source (https://github.com/jnothman/UpSetPlot/pull/137).

Finally the UpSet plot allows users to focus on AS events that they are interested in to identify the tools

they could use to report AS events better.

In general we observe that the tools that have the highest recall values are the tools that have the

most AS events reported. Their intersections tend to follow. An intersection between Whippet, ASpli and

IRFinder as the tools with the highest recall with respect to intron-retention as the only event usually comes

next. However it’s concerning to see that even among the tools with the best recall, intersections, or AS

events found in common is more rare than events reported by any one of the tools.
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6.1.7 Using Alternative Splicing Tools in Combination

Across AS event detection tools more unique events have been reported than events that are found in

common within the same dataset. Having developed a unified output for each of the tools (see Section:

5.1), gives us the opportunity to use these AS event tools in a combinatorial approach. Therefore we

combined the output of tools to make precision and recall plots for each AS type (see Fig:6.9). For the

combination analysis, only those tools that can detect AS events de novo and demonstrated reasonable

recall/precision on S1-S5 datasets were considered. The choice of tools here could possibly be further

improved to select tools that have highest precision or recall, from the benchmarks.

Two approaches for combining tools were used: ‘AND’ approach means that an event is correct if it is

found by all of the combined tools; ‘OR’ approach means that an event is correct if it is found by at least

one of the combined tools.

AS event tools integrated within DICAST were taken in combinations of AND and OR. When AS events

were identified with two tools with the AND logic, the results of two tools were intersected and plotted on

precision and recall. AS events were identified with two tools with the OR logic, when the union of the

results of two tools were plotted on precision and recall.

When tools were combined with the AND approach, they have a greater precision than the initially used

tools, by themselves. However, this approach also resulted in lower recall.

When tools were combined with the OR approach, they were observed to have a lower precision than the

separate tool within the combination. However, recall of the combination of tools resulted in comparable

recall performance.

A combinatorial effect on recall does not perform much worse than the tool with the greater recall values.

However, the combinatorial approach could be used to achieve greater precision than any of the tools used

by themselves. This further demonstrates the value of the unified format for reporting for AS event tools.

6.2 DASiRe

DASiRe is a web tool and a preprocessing pipeline aimed to assist users with integrating RNA-Seq and

ChIP-Seq datasets for an enrichment test to search potential splicing factors or DNA binding proteins [77]

that regulate alternative splicing. The approach used to quantify splicing in RNA-Seq experiments include

the alignment-based, isoform usage based and exon usage based approaches. Differential expression

of splicing factor genes give an overview of expressed splicing factors in the sample. While most of the

analysis runs on a user’s local machine, the results are visualised in the web server. To demonstrate

navigation of the web page and to show a use case, an example dataset is incorporated within the web

server.

This chapter discusses results as is seen on the online example dataset. Here we used DASiRe to

analysed a YBX-1 CRISPR/Cas-System knockout K562 cell line and compare it to the peaks observed

in the Encyclopedia of DNA Elements (ENCODE)’s publicly available ChIP-Seq experiments targeted at

splicing factors also with the K562 cell lines.

This was a dataset chosen to show an ideal system where the differences in splicing could be attributed

to a specific protein involved in splicing. Associations of splicing with their splicing factors could also be

explored with DASiRe on other experimental designs such as two tissues from the same biological sample.
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Figure 6.9 Precision and recall plots for tools in combination of AS-event detection tools, run on

dataset S5.

The precision and recall for each AS event type was separated in a plot for each event type.

(Image copyright: Creative Commons CC-BY-NC-ND license.

Image source: biorxiv.org/content/10.1101/2022.01.05.475067v1)
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However since the regulation of splicing involves other factors such as chromatin accessibility or stress,

datasets with proteins involved in splicing knocked out are better to study the role of splicing for that specific

protein.YBX-1 was chosen as it binds to the Y-box motif observed in many genes [31]. The Y-box appears

to be involved in transcription as the sequences share common elements also found in Kozak sequences

associated with transcription initiation. YBX-1 is known to interact with the transcriptional machinery and

shown to assist with mRNA stability [97].

Figure 6.10 A. Differential gene expression of splicing factors; B. Differential expression of gene

YBX1 confirms knockdown in RNA-Seq experiment

(Image copyright: Original image, license: CC-BY-NC-ND 4.0)

6.2.1 Confirmation of Knockout Experiment in RNA-Sequencing

As described in Section 5.4.3, key visualisations of DASiRe’s RNA-Seq data analysis shows us plots of

normalised gene counts across the contrasted condition. Querying for the gene that was the target of the

CRISPR/Cas-System for gene knockouts, YBX-1, we observe in Fig:dasire-results.B, that in the targeted

CRISPR/Cas knockout, YBX-1 is repressed. DASiRe visualises differential expression plots of any gene

within the dataset, here we use it to confirm knockout experiments with simple differential expression plots.

Since YBX-1 is also a splicing factor [97], it is represented within the genes queried as differentially

expressed splicing factors. We can also observe it in the plot for differential expression of splicing factors

in Fig:6.10.A. Here, the log2foldChange value shows that the expression of YBX-1 is indeed significantly

repressed.

6.2.2 Investigation of Gene Targets Binding by YBX-1

In order to explore targets of splicing induction by YBX-1, we observe an example target gene TANGO2.

TANGO2 has 3 ChIP-Seq peaks for YBX-1 within it’s genomic positions and was therefore identified as a

target gene. TANGO2 was also significantly differentially spliced (see exons marked in pink Fig: 6.11.B)

Fig: 6.11.C shows in blue genomic positions where ChIP-Seq peaks showing binding of YBX-1 within

the genomic positions of the TANGO2. These genomic positions are usually retrieved from the BED files

uploaded to DASiRe.
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Figure 6.11 A. Differential expression of a target gene

TANGO2; B. Differential exon usage of target gene

TANGO2; C. ChIP-Seq peaks show evidence of binding

of YBX1 at the genomic position of TANGO2

(Image copyright: Original image, license:

CC-BY-NC-ND 4.0)

TANGO is a transport and Golgi organisational

protein that, when mutated, is shown to reduce the

lifespan of patients and cause severe arrhythmia

of the heart.

Differential gene and exon expression of

TANGO2 can be observed in Fig: 6.11.B-C.

DASiRe identifies the last exons of TANGO2 to be

differentially spliced, however the gene is not dif-

ferentially expressed. ChIP-Seq peak overlap in-

dicates a region that could be influenced by bind-

ing of YBX-1 (see Fig: 6.11.C).

6.2.3 Enrichment Analysis of
ChIP-Sequencing Peaks in Spliced Genes

In order to learn more about the proteins in-

volved in splicing, we utilise datasets of ChIP-

Seq experiments of splicing factors from the EN-

CODE ChIP-Seq repository. These are available

as gene tracks you can load on DASiRe. However,

users may upload further files for experiments

with ChIP-Seq performed elsewhere to DASiRe

as well. The columns in the visualisation of en-

richment analysis for ChIP-Seq (see Fig: 6.12)

would depend on the datasets in use. In the case

of the example dataset, we observe that the re-

gions that are associated with the binding of HN-

RNPH1, PCBP2, SFPQ do not observe significant

splicing patterns. The dataset with the knocked-

down gene YBX-1, shows very little splicing in the

regions overlapping ChIP-Seq peaks presented in the example YBX-1 ChIP-Seq data within DASiRe.

Furthermore, DASiRe shows potential splicing factors that could be involved in the splicing observed

within the knockdown experiment (see Fig: 6.12). It identifies other splicing factors within the presented

ChIP-Seq data to identify potential binding sites within splicing genes. A good candidate for a splicing

factor responsible for splicing within the RNA-Seq dataset represented here is RBFOX2. This splicing

factor shows significant enrichment with the colour of the tile, where the odd ratio is estimated to be 1.3,

for both differential exon usage and isoform switch events.

6.2.4 Splicing Factors Involved in Splicing in a Knockdown Experiment of YBX-1

Publically available datasets downloaded from the ENCODE website were used to show an example use

case of DASiRe. In this dataset, the gene YBX-1 was knocked out using CRISPR/Cas-Systems. YBX-1 is
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Figure 6.12 Enrichment analysis of ChIP-Seq peak in spliced genes

(Image copyright: Original image, license: CC-BY-NC-ND 4.0)

known to interact with the translational machinery and shown to assist with mRNA stability. The effect of

knocking out YBX-1 was hypothesised to have a large amount of differential effects in splicing.

DASiRe was described in Section: 6.2 to confirm that the gene YBX-1 was indeed knocked out. This

was achieved in the panel on differential expression of splicing factors, and in the plots for normalised

count value for the gene YBX-1. Binding target of YBX-1, TANGO2, shows an example of the gene that

was influenced by AS. Exon usage values show differential usage of the last exon in gene TANGO2. ChIP-

Seq binding of YBX-1 shows that the last exons are accompanied with binding sites for the splicing factors,

without which the mRNA stability could have been compromised.

The ChIP-Seq peak enrichment heatmap (see Fig: 6.12) show that YBX-1 in a knockout cell line, shows

no evidence of enriched splicing in the genes that bind to YBX-1, DASiRe also identifies RBFOX2 as a

candidate protein for further knockout studies, whose binding causes splicing within the cell lines.
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7 Discussion

In this study, we addressed three main challenges:

1. Datasets from currently available RNA-Seq simulators may host different isoforms from each gene,

but these reads are generated at random [52]. Many AS event detection tools therefore focus on

identifying exons within a read to identify transcripts, but cannot identify AS events such as intron-

retention or alternative splice sites as well.

2. Currently available benchmarks of AS event detection tools are conducted by tool developers, who

focus on precision of their tools in specific tasks, but the measure of precision alone fails to address

weaknesses of their tool. These vulnerabilities can only be highlighted by a third party benchmark

due to conflict of interest.

3. Integration of ChIP-Seq and RNA-Seq tools focus on identifying motifs of binding sites and function-

ally interpreting transcription factors or nucleosomes. With emerging protocols such as CLIP-Seq

being developed for RNA-binding proteins, computational analysis of ChIP/CLIP-Seq data and RNA-

Seq are being combined to identify splicing factors [41, 156]. However a systematic investigation

of the functional role of RNA-binding proteins through this integration is still missing for the study of

AS.

As a source of ground truth needed to calculate performance metrics such as precision and recall for

the algorithms in the study of AS, we developed ASimulatoR, an RNA-Seq simulation tool for a benchmark

of splice-aware mappers and AS events detection tools. ASimulatoR builds on the current state-of-the-

art RNA-Seq simulator polyester and additionally allows users to modulate the amount and distribution

of AS events within an RNA-Seq dataset. Thus ASimulatoR can be used to create simple datasets with

one event per gene, or complex datasets, where one can decide which kinds of AS events and at which

frequencies can be observed. ASimulatoR was published in the journal Bioinformatics [100].

We benchmarked 11 splice-aware mappers and 8 AS event detection tools with an independent modular

framework DICAST (Docker Integrated Comparison of Alternative Splicing Tools) made with Snakemake

and with isolated docker environments. DICAST can work with real data and evaluates AS events found

in common or run on simulated datasets from ASimulatoR, to offer a benchmark of AS event tools for

a modulated distribution of AS. DICAST is already published on a preprint server at BioRxiv [40] and is

currently under review at a peer-reviewed international journal.

Splicing is regulated by proteins that are primarily RNA binding proteins, while some show DNA binding

capacity as well [76]. By comparing the effect of binding of these proteins by ChIP/CLIP-Seq (both simpli-

fied as ChIP-Seq for readability), to the AS events identified in a matching RNA-Seq sample, we could ex-

plore the functional role of these proteins in AS. Proteins involved in the regulation of AS (see Section: 1.3),

have been shown to affect alternative splice-sites, exon skipping, intron retention and alternative last and
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first exons, while current analysis of ChIP-Seq focuses only on genomic regions such as the whole gene

or promoter regions. In our novel approach, implemented in DASiRe (https://exbio.wzw.tum.de/dasire/)

(manuscript in preparation), we combined AS events quantified on three levels. a) event-based b) exon-

based, and c) isoform-based levels, with state-of-the-art tools. Users can upload RNA-Seq datasets and

evidence of binding sites from ChIP-Seq to the web application and evaluate splicing factors associated

with AS in the uploaded dataset.

In this chapter, I discuss key findings of the benchmark and the identification of splicing factors.

7.1 Potential for Biases in Simulated RNA-Sequencing Data with

Modulated Alternative Splicing, Using ASimulatoR

Gold standard datasets required for this benchmark were simulated with ASimulatoR. With ASimulatoR,

simulated datasets can be modulated to give one transcript with one AS event per gene or multiple AS

events per gene leading to multiple transcripts. The use of reference annotations for an organism, al-

lows ASimulatoR to use splice-junctions as previously observed to create new artificial transcripts from

intermediate exon-supersets for each gene.

However by creating exon-supersets, ASimulatoR ignores splicing features of intronic regions beyond

that, which could still host splicing sequences that could be used by AS event detection tools to identify

retained introns. It may therefore prove limited when using new computational approaches to identify AS

event detection that use sequence features found in junctions or poly-A sequences in introns as features

in deep learning applications. However, while sequences could determine the strength of splice sites,

regulation of splicing is shown to be implicated by epigenetic factors [171]. Therefore identification of

splicing should not need to rely on these sequence features much.

The regulation of complex exon skipping, such as multiple exon skipping or alternative exon usage is

influenced by proteins (see section: 1.3). This suggests that sequence features that could play a weak

role in complex AS events also may have sequence elements that interact with proteins. ASimulatoR for

example, currently doesn’t replicate the mechanism of mutually exclusive exons. However, since these

events usually go beyond the scope of short read sequencing ASimulatoR stays relevant to AS event

detection tools that work with short read alignments. ASimulatoR may prove to be limited in generating

realistic long read sequences.

Within the benchmark, ASimulatoR was used to create 4 simple simulated datasets (see Table: 6.1) with

increasing complexity of AS events within the datasets. Dataset S1 represented the simplest scenario of 1

event per transcript, 1 transcripts per gene events per exon and 0% sequencing error. A dataset was then

generated to understand the influence of each factor: increasing the complexity of sequencing error to

0.1% (S2), having more transcripts per gene (S3), more events per exon (S4). ASimulatoR was also used

with prior knowledge of a real dataset, the SHIP-cohort, to create a realistic dataset S5, which simulates

the number and distribution of AS events observed in the real dataset. These datasets enable testing of

tools like the AS event detection and splice-aware mapping tools under various splicing conditions such

as datasets with evidence of small amounts of splicing to splicing as seen in realistic datasets.

While each step appears to contribute a share of the complexity, each condition was tested in growing

complexity. This is only reproducible if the order of comparing the influence across the datasets is main-
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tained. To study the complexity in depth, as observed in realistic datasets and simulated in dataset S5,

more scenarios of isolated influences must be generated and tested upon. Then a combination of two of

the influences and so on until all the combinations we test are in one dataset: S4.

7.2 Independent Modular Benchmarking of Alternative Splicing Event

Detection Tools and Mapping Tools

Comparing each AS event tool can be challenging. Especially when considering that each tool requires

its own programming languages, versions of programming languages, different library versions for each

programming language and finally even compatible packages. Therefore due to the steady need for bench-

marking of new AS event tools developed each year, DICAST requires a modular approach. Maintaining

reproducibility of a running system requires freezing the compute environment along with the versions

while needing to stay agnostic of the compute platform for a flexible use case. To this end DICAST uses

docker to isolate compute environments, making each tool behave like an executable module. Enabling

parallelization in a workflow system, where the order of tool execution needs to be maintained, is done by

a POSIX compliant workflow manager, Snakemake. Tool developers who wish to participate in DICAST for

an independent evaluation, would be required to make a docker module for their tool, along with reporting

in the unified format. All outputs in the unified format can then be tested against datasets from ASimulatoR

for precision and recall values in comparison with other tools in DICAST. A copy-left licence, GNU Public

License (GPL), brings a central github for collaborative code-sharing, allowing DICAST to integrate new

tools for evaluation of AS events, collectively furthering the benchmark.

DICAST could also be run with real datasets, as benchmarks for AS have previously done [109]. Inter-

sections in UpSet plots (see Section: 6.8) show the consistency of an AS event being detected by multiple

tools. However, as the plots also show, most events that are reported by AS event detection tools are either

unique or shared by at least three tools. We can only see clear trade offs between the tools and recall

values for false negatives, when running DICAST on synthetic data. Evaluation of splice-aware alignment

tools as the basis for AS analysis Splice aware mapping tools that fit the criteria referenced in Section:

6.1.1, were benchmarked and were included in DICAST (see Table: 4.1). Key strategies and differences

among the splice-aware mapping tools were discussed in Results in section: 6.1.4. These mapping tools

were benchmarked against datasets S1-S5 (see Section: 6.1) and the results were summarised as preci-

sion and fraction of unmapped read plots (see Fig: 6.4). Dataset S1, the simple dataset has 1 AS event for

1 transcript per gene with 0% sequencing error rate. This is an elementary dataset to map to a genome.

The worst performing mapping tool with respect to precision is CRAC, which also, incidentally stopped

being supported since the development of DICAST but runs effectively within the docker module. Minimap2

notably is also among the worst performers, despite being very popular to align long read sequences.

Owing to the intended design for long read sequence alignment, Minimap2 does not try to optimise local

alignments, but rather focuses on global alignments. Further evaluation of Minimap2 with a long-read

RNA-Seq simulator is required to see if it can stay competitive. However, when aligning short-read RNA-

Seq, Minimap2 is not a contender for a good mapping tool. The main difference between the mapping

tools were identified as their dependence on a reference annotation.
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Three of the four recommended splice-aware mappers rely on a reference genome annotation: HISAT2,

STAR and MapSplice2. HISAT2 identifies splice sites to be extracted for its splicing graph based align-

ment. STAR reportedly does not require a reference annotation, and yet uses it when available to extract

information about splicing junctions. MapSplice2 uses mapped alignment segments, which are fractions

of reads, that anchor to exons. It therefore uses annotations to determine which alignments are anchor

segments and runs a spliced alignment for segments between the anchors. The use of splicing features

such as exons or splice-junctions allow these tools to perform really well compared to all the other mappers

that are within the benchmark.

ContextMap compares well to these reference annotation based tools, however does not require an

annotation. With the exception of ContextMap, most other reference-free tools do not compare to the

annotation aware software for mapping in both precision and fraction of unmapped reads. The exception

is Subjunc which tends to perform more precisely than STAR does with annotations, when subject to

realistic distributions of AS within a dataset such as seen in the dataset S5.

Both approaches have their merits. When considering organisms with a good reference annotation such

as human or murine models. However, operating on an organism that is poorly annotated, annotation-free

aligners are preferred because annotating a genome includes identifying the splice-junctions and the exons

within a gene.

7.2.1 Benchmark of Alternative Splicing Event Detection Tools

AS event detection tools such as the ones listed in Table: 4.1 have met the same criteria as mapping tools

referred to Section: 6.1.1. These tools were incorporated within DICAST and benchmarked against the

datasets referred to in Table: 6.1. The datasets are derived from simulations of simple transcriptomes

with low number of AS events per gene S1-S4, and of more realistic transcriptomes in datasets S5 and

S5-truncated. Realistic datasets are simulated incorporating AS events as frequently as seen in real data,

as observed in the SHIP-cohort. The benchmark is summarised in the figures:6.6-6.7 and 6.1.5.

One of the most striking results is the low recall values for almost all AS detection tools. While precision

values may be high, low recall values suggest that AS event detection tools are still challenged when it

comes to recovering all the events of AS within the simulated datasets. One reason for the low recall value

might be the low expression of transcript variants. In the Section 6.6, we demonstrated that sequencing

depth affects recall, but has a low impact on precision.

When we increased the complexity of the simulated datasets, we did not observe a difference in ranking

of the tools between S1 - S4. However, we noted the change in performance that was observed between

the datasets S1 and S5. The largest difference between simple datasets S1-S4 and the complex dataset

S5 is the number of AS events simulated. Another difference is the number of AS events simulated per

exon in dataset S4 and S5 as compared to S1-S3. These parameters of RNA-Seq simulations seem to

have the largest influence for performance for each tool. Exon skipping was also identified as the most

abundant AS event type identified in the SHIP-cohort (see Fig: 6.2). Notably the ranking of Whippet

and SGSeq (with annotations) switched between datasets S5 and S1-S4 with SGSeq with annotations

outperforming Whippet in S5. This coupled with lower recall values for Whippet compared to SGSeq

in every AS event type observed, especially exon skipping, suggests that differences were exaggerated

by the amount of AS events simulated and especially the amount of exon skipping in the S5 dataset.
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However, the change in ranking observed by SGSeq, run in de novo mode and EventPointer, between

simplistic dataset S1 and realistic dataset S5 could be explained by the increase in certain event types

such as Alternative 3’ and 5’ splice-sites, where SGSEq is more precise than EventPointer. This highlights

what AS event tools already seem to be good at, exon skipping, being the biggest factor in identifying all

AS events in a dataset.

AS event tools were also tested for their de novo event detection capacity. AS tools were given the

dataset with a truncated version of the annotation file. The annotation file described each gene with just

one isoform, while the dataset showed evidence for the expression of different isoforms per gene. If a tool

is able to identify a new splice variant, then it does so without the help of annotations. The results of this

study were summarised in the plot Fig: 6.5, with precision and recall values of AS tools when run with a

truncated annotation file represented as the smaller version of the symbol for each tool. Specificity wasn’t

considered for this evaluation, because ASimulatoR generates short-read sequences for alignment. In

a scenario without annotations, short-read RNA-Seq cannot guarantee reads that cover splice junctions,

as the read lengths are often shorter than exons or introns. Also when looking for alternative splice

sites, short-read RNA-Seq may not provide sufficient evidence for identifying new splice-sites effectively

without annotations. When compared to an annotation, evidence of RNA-Seq alignment can be compared

to known splice-sites to collect more robust evidence of exon skipping or the use of alternative splice-

junctions. Annotations were found to increase both the precision and recall of plots in most cases and

primarily recall in the case of splAdder. The tools also varied in the kinds of AS events that they could

detect without annotations and how much of the dataset they could accurately recover.

With the unified format outputted by each of the tools, we combined the AS events that were detected

by each tool with both the ‘AND’ and ‘OR’ approaches. When AS events detection tools are combined with

the ‘AND’ approach, the reports increase in precision of each of the tools. This method may be beneficial

to identify narrow down candidate AS events for experimental validation, for higher confidence reporting of

AS events. When the same tools report with the ‘OR’ combination, the reports gain in recall. This approach

may be used exploratively for studying a systemic phenomenon, however, precision values suffer with this

technique.

7.2.2 Compatibility of Splice-aware Mapping Tools Serve as Input to Alternative Splicing
Detection Tools

The output of splice-aware mapping tools serve as input to AS detection tools. All mappers output SAM

format, which seem to be standardised, but splice-aware mappers have an additional set of standards for

reporting alignments. This is because AS event detection tools also map the reads, a more optimised

local alignment. The AS event detection tool therefore tries to maximise the information it receives from

mapping tools. For a splice-aware mapping tool to have wide scale adoption, it should try and tend to the

needs of every AS event detection tool. This option of presenting more information could be used further

for new AS event detection tools.

As a reference, the attributes from STAR [28] are used to describe these crucial attributes needed for all

of the AS event tools listed in Table: 4.1 to work smoothly. This is because STAR pushed the standards of

SAM alignments as set by the SAM/BAM Format Specification Working Group. These attributes of SAM

files refer to the following:
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1. HI Query hit index

2. XS alignment stand (now offered as flag:TS by the SAM/BAM Format Specification Working Group)

3. AS Alignment score generated by aligner

4. NM Number of mismatches in each mate

5. NH Number of reported alignments that contain the query in the current record

6. nM is the number of mismatches per (paired) alignment

A full compatibility table for which splice-aware mappers work with which AS event tools, please refer to

the table in the DICAST documentation at the following link: https://dicast.readthedocs.io/en/master/tools/tools.html.

7.2.3 Recommendations for Using Splice-aware Mappers and Alternative Splicing Event
Detection Tools

While there was not a clear winner of the benchmark for AS event detection, these results show the

strengths each tool has to offer. Recommendations therefore depend on the use case.

Annotations also play a massive role when it comes to the performance of splice-aware mappers and

AS event detection tools. Therefore the state of annotations could affect how well one could observe AS

events. AS tools may behave differently in other organisms, especially when AS events themselves look

different [73]. While the primary AS events in human transcriptomes are exon skipping, plant transcrip-

tomes have a majority of intron retention [123]. The intron definition approach to regulation of AS events

is common in invertebrates. DICAST could have a different result for benchmarking for every new genome

or even with new annotations [26].

With recall being harder to achieve, a benchmark aimed at getting the best precision for each AS event

type could help inform user’s choice of a simulated dataset with ASimulatoR. The tools with the best

precision and recall values de novo depend upon the kind of AS event users are interested in: exon

skipping is best detected with Whippet; intron retention with IRFinder; alternative 5’ and alternative 3’

splice sites are best recognised with splAdder.

These tools combined in the OR approach could improve recall and help users describe the distributions

of AS events to simulate a realistic dataset with ASimulatoR, in order to have a ground truth that resembles

the challenge. DICAST could make a new report of precision and recall plots for each organism, giving its

users studying splicing an updated third-party benchmark with their genome of interest.

When working with RNA-Seq datasets from human and murine samples, users can expect complete

annotations and can work with STAR, and SGSeq with annotations.

When working with RNA-Seq datasets from unannotated organisms, Subjunc’s seed and vote approach

worked out to have higher precision than even STAR’s seed and extend approach did with annotations. A

lower fraction of unmapped reads could be achieved without annotations if one uses ContextMap. How-

ever, the choice between a very precise mapper that is very precise, but doesn’t align all the reads, versus

an aligner that maps all the reads observed with lower precision depends on the use-case.
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7.2.4 Reporting Alternative Splicing Events: Metrics and Formats

Different tools report results differently. Reports of AS events don’t agree on types of AS events observed,

for example alternative last/first exon, mutually exclusive exons or multiple exon skipping can all be de-

scribed as exon skipping events. Each tool also has a challenge with respect to the formats the report AS

events in. While an attempt was made by ASGAL to return to the format of alignment such as SAM/BAM

formats, other attempts such as the LSV from MAJIQ, demonstrate the challenge of reporting AS events

by reporting them with sections of splice graphs as observed in a read. Furthermore analysis downstream

of AS event detection becomes linked to a new format described by one of the many AS event detection

tools that are available [147].

Most AS event detection tools have low recall. We show that tools, when used in AND or OR combina-

tions, can report AS events with greater recall (see Section: 6.1.7). Comparing reports of AS can be made

easier by a common unified format for reporting AS events. DICAST further supports docker modules that

report AS events in this format for 8 AS event detection tools.

The unified format combined commonly found features of reported AS events to this goal. The unified

format is described in table: 5.1 and it reports chromosome, gene, strand, event type, count and coor-

dinates for start and end of the splice event, along with an id for the event. These were among all the

common elements described in each of the AS event tool’s outputs and were valuable for the downstream

analysis within DICAST. While the unified format described here works towards a goal for a unified format

across the study of alternative splicing, there is much room for growth.

Better reports can be prepared, if the same format also includes ‘percent spliced in’ (PSI) values reported

by the majority of the AS event tools. The PSI value is a percentage score that describes AS events from

a genomic alignment window. If it’s exon skipping, PSI describes how many of the RNA-Seq reads show

evidence of mapping to the exon in the form of a percentage. PSI value can be used to define an exon

usage quantification or a section of a splice graph for event level tools (see Section: 1.6). It cannot apply

to approaches that quantify AS such as isoform usage, because it lacks genomic positions to describe a

window

Other metrics need to be more widely accepted among AS event detection tools as well. Whippet offers

a measure of entropy that could quantify AS on a gene level. Quantifying splicing is usually an orthogonal

measure for a gene, when compared to its gene expression. Especially because AS events are reported

on an event level which is smaller than gene level. Furthermore, genes that are under influence of a

changing landscape of splicing factors stoichiometrically, could express many isoforms. Genes could also

stably express multiple isoforms and have multiple gene products for some conditions. Entropy offers a

gene level measure of abundance in isoforms or the different types of AS events. The value 0 describes

a uniform expression of all the splice variants within a gene. Value 1 represents a skewed distribution of

some isoforms being highly expressed, compared to all the splice variants a gene has.

Altogether this describes a growing collection of metrics involved in splicing, developing further metrics

shouldn’t come at a compromise in the approaches already established. The unified format mentioned

here bolsters the use of commonly existing metrics and should be developed collaboratively, rather than

having one per tool developed.
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7.3 Identifying Proteins Involved in Splicing with DASiRe

Splicing is influenced and regulated by proteins such as histones that form nucleosomes, the transcription

complex, the spliceosome and many transcription factors. They bind both to DNA and RNA to interact with

the splicing machinery to carry out splicing effectively.

Regulation of splicing by proteins have been shown to affect alternative splice-site usage, exon-skipping

and intron retention (see Section: 1.3). DASiRe combines state-of-the-art tools to bring together a unique

way to identify the genes that are undergoing splicing through the various approaches as described in

Section: 1.6. This approach addresses the challenge of splicing being regulated at multiple regions that

are smaller than the gene or even the choice of transcript used with an isoform-switch detection.

A growing repertoire of adaptations of ChIP-Seq, initially designed for DNA binding proteins, have been

developed for RNA-binding proteins as well, such as CLIP-Seq [86], individual-nucleotide resolution CLIP-

Seq (iCLIP-Seq) [137] and enhanced CLIP-Seq (eCLIP-Seq) [157]. Studies of splicing factors have pre-

viously used RNA-Seq and ChIP-Seq data from matched samples to identify functional roles for splicing

factors [167, 56, 171]. For readability, we will summarise these protocols as ChIP-Seq. While many tools

exist for motif extraction from ChIP-Seq experiments [166, 56], a combined RNA-Seq analysis has yet to

see a systematic approach to the analysis of proteins involved in splicing. The DASiRe web server was

developed for biologists to gain insights about the proteins involved in AS regulation.

DASiRe aims to identify genomic regions that have both evidence of AS and binding sites of splicing fac-

tors from ChIP-Seq. Binding sites of splicing factors from the ENCODE database are incorporated within

DASiRe. A feature to include uploadable BED files to describe binding sites from the user’s ChIP-Seq

experiments is currently in development. To quantify AS within the transcriptome, DASiRe pre-processes

the RNA-Seq dataset by exon usage, AS events and isoform usage on the user’s local machine. These

results can then be analysed on the DASiRe’s web server. As described in Section: 6.2, DASiRe outputs

can be used to plot results such as: differential gene expression of all genes or just splicing factors, dif-

ferential exon usage, isoform switch detection, AS event detection, ChIP-Seq binding on a gene track and

ChIP-Seq peak enrichments.

A Fisher’s enrichment test for each of the splicing factors helps identify which regions are associated

with both the binding of splicing factors and with splicing. A Fisher’s enrichment is then run on genomic

regions such as observed binding sites (ChIP-binding), observed AS event detected (AS-event), which is

then compared to the rest of the genes reported by the tool, without a significant AS event being detected

(non-AS-Event) and regions of non-AS-Event genes without ChIP-binding (non-ChIP-binding). Therefore

leaving out regions of ChIP-Seq binding causing AS in a neighbouring exon/intron within a gene.

Currently as an example dataset on DASiRe, we use publicly available datasets from ENCODE. To

demonstrate the purpose of our web-tool, a well-studied protein involved in AS has been chosen for in-

vestigation [145]. YBX-1 has been shown to be involved in the sorting and transport of tRNA and miRNA

which are typically hosted within introns of other genes. YBX-1 transcription factor with many targets and

is shown to bind to commonly found sequences in promoters. YBX-1 gene is an oncogene and all proteins

it interacts with are also oncogenes, making YBX-1 a common target for drugs [120]. And finally YBX-1

is shown to bind both to DNA and RNA elements and therefore was also a good candidate for ChIP-Seq

analysis [97].

66



7.4 Containers Assist Reproducibility of Bioinformatics Analysis 67

In our analysis, DASiRe shows that when YBX-1 is knocked out, in K562 cell lines, then it is no longer

involved in splicing. However, we should consider a condition with the K562 cell line as case and the K562

cell line with YBX-1 knocked-out as control. This could build a better background model to identify AS

events that are associated with YBX-1 binding. Differential analysis requires a contrast to describe change

in gene expression while ChIP-Seq files describe binding sites within one of the conditions. This builds a

dependency that no longer describes a contrast, but rather a static view, consequently ChIP-Seq binding

sites should be describing the condition: case. A good background model should best describe a contrast

in functional binding, such as a kock-out experiment. A differential analysis contrasting tissue types could

also show how splicing is associated with the different splice factors in DASiRe in one of those tissues.

7.3.1 Further Development

A robust analysis requires stringent filters, low expressed genes are quite often noisy and DASiRe’s pre-

processing pipelines require further development to incorporate a filter for low expressed genes. Further

steps of development include: a q-value filter for DEXSeq in order to correct for multiple testing hypotheses,

when comparing exons within a gene.

DASiRe is currently still under development and therefore does not yet accept user inputted ChIP-peak

files. Also further improvement is needed for the ChIP-Seq peak visualisation in quality control with a track

for each of the splicing factors within the ENCODE ChIP-Seq data in DASiRe. Further minor improvements

are still pending, while the manuscript is currently under internal review.

7.4 Containers Assist Reproducibility of Bioinformatics Analysis

Container technologies since docker have brought a robust and yet lightweight solution to reproducibility

with respect to library management and runtime. Containers do not have as many resource requirements

as more robust solutions such as virtual machines do. Container technologies such as docker can also be

used to preserve application data and separate user level processes, crucial for multi-user environments

such as the high-performance computing (HPC) environments used in bioinformatic faculties.

Docker established the field of software container technology, by bringing in the first stable automated

programming interfaces and daemons required to run many containers within the same computing envi-

ronment. Docker still has the largest infrastructure in terms of an image registry and set the ground with

the initial standards that were useful for the open container initiative by the Linux Foundation. These open-

source standards for container technology then permeated beyond docker to other container technology

that is specialised in niche environments: IBM offers Podman for the fedora ecosystem that specialises in

security; Sylabs offer Singularity, for HPC systems; Canonical offers Linux containers (LXC) for lightweight

Ubuntu based containers. The open-container standards that apply to all containers allow for portability

between the container technologies, especially with docker as a starting point. Therefore containers such

as the ones that are within DICAST could also be ported to other HPC friendly environments such as

singularity or podman.

DICAST and DASiRe both use docker environments to keep the methods of these analyses reproducible.

DASiRe is separated into two different containers, one for the web-server and one for pre-processing
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scripts on a user’s local machine. This allows for reproducible and distributed computing. DASiRe’s pre-

processing docker could also be pulled from docker’s common public image repository, Dockerhub. DI-

CAST as well, hosts each of the mapping tools and the AS event detection tools within docker containers

that are available for public use and can be downloaded from Dockerhub as well. This approach allows for

the versioning of libraries and binaries to be frozen in container images, such that production environments

still work as intended much after tools within them are no longer supported.

However Docker as a choice of container technology has its limitations. Docker is widely unpopular

in HPC environments, where anyone who has permissions to use the docker Automated Programming

Interface also has the access to change their user id, due to c-group isolations of user level processes.

Docker containers also need to replicate libraries commonly used in linux distributions and therefore are

considered too bulky by many users. Despite these drawbacks, Docker remains popular in web server

implementations, for its user and user process level isolation and competitive elements of scalability.
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8 Outlook

This thesis describes 3 tools offered for the study of AS: ASimulatoR, DICAST and DASiRe.

By simulating short-read RNA-Seq experiments with modulated distributions of AS, ASimulatoR builds

gold standard datasets for benchmarking. In combination with DICAST, AS event detection can be op-

timised to a specific reference genome and annotation. This can perhaps be used to test out AS event

detection tools in various organisms with different mechanisms of AS. In plants like Arabidopsis thaliana,

for example, intron retention is the most frequently observed AS event and therefore a different set of

AS event detection tools would have higher precision or recall values. Similarly invertebrates, such as

Drosophila melanogaster, follow an intron definition mechanism of AS and it is likely to have a different set

of AS event detection tools as ideal. Therefore ASimulatoR and DICAST could make a report of AS event

detection across the model organisms.

Docker containers in DICAST currently aren’t popular container technology for wide-scale adoption.

DICAST would benefit from reduced image sizes by basing images on lightweight container technology

and porting the images to us in singularity or a podman, for more HPC friendly compute environments.

DICAST was initially designed to work with differential AS tools as well. This would further develop the

common unified format to include PSI values, which is crucial to the study of AS. Differential AS tools

could therefore be easily integrated within DICAST’s workflow structures. In exchange for a third party

benchmark, tool developers offering the unified output format, DICAST could use its GPL licensed code to

become a central point for further collaborative development of AS tools within the benchmark. This brings

an additional need to focus on developing the best metrics and format to report AS.

DASiRe the preprocessing pipeline and the web-server can be used for quick integration of RNA-Seq

data along with ChIP/CLIP-Seq binding sites to identify splicing factors involved in splicing. DASiRe can

be used to systematically compare the splicing factor differences across a differentiating cell line, to learn

about which splicing factors are involved in the development of cell types. This requires extensive exper-

imental validation, but currently observed ChIP-Seq data with matching RNA-Seq ‘case’ samples could

help validate the role of histone modifications or splicing factors in various tissues.

A systematic look at AS within my doctorate also includes co-authorships not mentioned in this thesis,

they include the bioinformatic tools named SPyCONE [89] and NEASE [93]. SPyCONE is a time series

splicing analyser that uses protein-protein interaction networks to identify similar splicing patterns in an

RNA-Seq dataset. NEASE combines structural information with pathway analysis within a protein-protein

interaction (PPI) network towards a functional enrichment. Enrichments are calculated based on the edges

of PPI that cover a pathway of genes compared to edge based perturbations showing splicing structural

changes.

Other tools that were developed in collaboration also carry the study of AS further. DIGGER [92], a tool

developed for confirming PPI networks with domain-domain interaction networks from co-crystallography
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subject to X-ray diffusion studies confirm high-confidence edges in the PPI. Domino [82] is an active

module identification tool that eliminates the false positives that PPI networks bring. The study of AS

is growing as the field of transcriptomics develops as well. New avenues in spatial transcriptomics [74,

98], may soon show how splicing programs in different cell types within the same tissue splice the same

proteins differently. Long read sequencing is also getting more robust and cheaper, identifying new splice

variants that have never been recorded before [18, 20].

The study of alternative splicing is developing further and will become more relevant as our approaches

to resolve high throughput data improves. I hope this thesis affirms that reproducibility in this field of

research is still a vital goal.
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Abbreviations

General abbreviations

3D Three Dimensional

A Adenine

A3 Alternative 3’-splice site / Alternative 3’-exon usage

A5 Alternative 5’-splice site / Alternative 5’-exon usage

AFE Alternative First Exon

ALE Alternative Last Exon

API Automated Programming Interface

AS Alternative Splicing

ATP Adenosine Triphosphate

BAM Binary Alignment/Map

BED Browser Extensible Data

bp Base Pair

BWA Burrows-Wheeler Aligner

BWT Burrows-Wheeler Transform

C Cytosine

C terminal Carboxyl-terminal region of a protein

cDNA Complementary Deoxyribonucleic Acid

ChIP-Seq Chromatin Immunoprecipitation Sequencing

CLIP-Seq Cross Linking Immunoprecipitation Sequencing

CPU Central Processing Unit

CRISPR/Cas Clustered Regularly Interspaced Short Palindromic Repeats/CRISPR-Associated Protein

CTD Carboxyl-terminal Domain

DASiRe Direct Alternative Splicing Regulator Predictor

ddNTP Dideoxynucleotide Triphosphate

DICAST Docker Integrated Comparison of Alternative Splicing Tools

DNA Deoxyribonucleic Acid

dNTP Deoxynucleotide Triphosphate

eCLIP enhanced CrossLinking and ImmunoPrecipitation

ENCODE Encyclopedia of DNA Elements

ES Exon Skipping

G Guanine

GCC GNU C Compiler

GFF3 General Feature Format Three
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GHZ Gigahertz

GLIBC GNU C Library

GNU GNU’s Not UNIX

GPLv3 GNU General Public License version 3.0

GPU Graphics Processing Unit

GTF Gene Transfer Format

HGP Human Genome Project

hnRNP Heterogenous Nuclear Ribonucleoprotein

HPC High-Performance Computing

IBM International Business Machines

iCLIP Individual-nucleotide resolution CrossLinking and ImmunoPrecipitation

IR Intron Retention

LSV Local Splice Variation

LXC Linux Containers

M Million

MACs Model-based Analysis for Chromatin Immunoprecipitation Sequencing

MCF-7 Michigan Cancer Foundation-7

MEE Mutually Exclusive Exons

MES Multiple Exon Skipping

mRNA Messenger Ribonucleic Acid

miRNA micro Ribo Nucleic Acids

NEASE Network-based Enrichment method for AS Events

N terminal Amino-terminal region of a protein

NGS Next Generation Sequencing

nt Nucleotide

PCA Principal Component Analysis

PCR Polymerase Chain Reaction

POSIX Portable Operating System Interface

PPI Protein-Protein Interaction

PSI Percent Spliced In

PTB Polypyrimidine Tract Binding

PTC Premature Termination Codon

qPCR Quantitative Polymerase Chain Reaction

RGB Red Green Blue

RNA Ribonucleic Acid

RNA-Seq Ribonucleic Acid Sequencing

mRNA Messenger Ribonucleic Acid

rRNA Ribosomal Ribonucleic Acid

tRNA Transfer Ribonucleic Acid

S Svedberg unit

SAM Sequence Alignment Map
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SHIP Study of Health in Pomerania

siRNA short interfering Ribo Nucleic Acids

SLURM Simple Linux Utility for Resource Management

snRNA Small Nuclear RNA

snRNP Small Nuclear Ribonucleoprotein

SPyCONE SPlicing-aware time-COurse Network Enricher

STAR Spliced transcripts alignments to a reference

T Thymine

tRNA Transfer Ribonucleic Acid

U Uracil

UTR Untranslated Region

Protein names

CARM1 Coactivator-Associated Arginine Methyltransferase 1

CHD1 Chromodomain-Helicase DNA-binding 1

CLK Cdc2-like Kinase

H2A Histone 2A

H2B Histone 2B

H3 Histone 3

H3K27me2 Histone 3 dimethyl Lysine27

H3K36me2 Histone 3 dimethyl Lysine36

H3K36me3 Histone 3 trimethyl Lysine36

H3K4me3 Histone 3 trimethyl Lyines4

H4 Histone 4

HNRNPH1 Heterogeneous nuclear ribonucleoprotein H1

HNRNPK Heterogeneous Nuclear Ribonucleoprotein K

HNRNPL Heterogeneous Nuclear Ribonucleoprotein L

MORF Multiple organellar RNA editing factor

MRG15 MORF-related gene 15

PABPN1 Poly A binding protein 1

PCBP2 Poly(rC)-binding protein 2

PTBP1 Polypyrimidine tract-binding protein 1

RBFOX2 RNA Binding Fox-1 Homolog 2

RNA-Pol II Ribonucleic Acid Polymerase Two

SF2/ASF Serine Arginine rich splicing factor

SFPQ Splicing factor proline and glutamine rich

SR Serine and Arginine-rich

STAGA SPT3-TAF(II)31-GCN5L acetylase

TANGO2 Transport And Golgi Organization 2 Homolog

U1 Uridine-rich small nuclear RNA component of a spliceosome

U12 Uridine-rich small nuclear RNA component of a spliceosome
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8. Abbreviations

U2 Uridine-rich small nuclear RNA component of a spliceosome

U4 Uridine-rich small nuclear RNA component of a spliceosome

U5 Uridine-rich small nuclear RNA component of a spliceosome

U6 Uridine-rich small nuclear RNA component of a spliceosome

YBX-1 Y-box binding protein 1
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