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Abstract

The aim of production planning and control is to ensure the achievement of the
logistic targets while maintaining productivity and quality targets. If order due
dates are missed, a common intuitive reaction of production planners is to adjust
planned lead times. How often and to what extent updates are reasonable has
previously been unclear because, while trying to improve the logistic target
achievement, planned lead time adjustments may actually cause an opposite effect,
which is known as the Lead Time Syndrome of Manufacturing Control (LTS).
Although the LTS was described as early as 1977, the cause-and-effect relationships
in the LTS still have not been sufficiently investigated. Thus, this thesis has the
overall target of investigating the influence of the LTS of manufacturing control on
logistic target achievement by firstly validating the LTS line of argumentation by
Mather and Plossl (1977) and secondly developing a roadmap to mitigate the LTS
in practice. For the validation initially a mathematical model of LTS interactions by
means of the Funnel Model and statistics is presented, which also enables
determining the main triggers of the LTS. The insights are then validated and
extended in a control theoretic model of the LTS and transferred into strategies to
avoid or dampen the LTS. Finally, the derived propositions are evaluated and
confirmed in a case study of a job-oriented manufacturing process. To develop a
roadmap in the second step, the questions of when, how often, and on which value
should planned lead times be adjusted are addressed. The results are finally
transferred into a methodology to avoid the L'TS in practice. In summary, this thesis
validates the LTS line of argumentation and shows the relevance of the problem in
today’s manufacturing systems. The roadmap finally transfers the results from
theory into practice to support planners in the process of decision-making and
prevent accidentally wrong adjustments that might lead to a decrease in
performance.
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“If people don’t understand the problem,
they won’t understand the solution”
(Wight 198)



Chapter 1 | Introduction

1 Introduction

1.1 Problem, Motivation, and Research Question

The shifting priorities of customers and the increasing competitive pressure in
terms of, e.g., reductions in costs, shorter product life cycles, consistent high quality,
increasing complexity, and the integration of new technologies have led to
continuous changes and challenges in manufacturing systems' (Schonsleben 2012;
Wiendahl 2014). This introductory section gives initially a brief overview of some of
the mentioned problems in manufacturing. This includes a lack of logistic awareness
of production planners for the interdependencies and interactions of the logistic
targets, the often observed poor quality of planned lead times, and finally the
increasing complexity of production® networks. These problems are able to reduce
logistic performance, which can lead to countermeasures by production planners
such as planned lead time adjustments in order to increase it. However, such
countermeasures can lead into the Lead Time Syndrome of manufacturing control
(LTS). Thus, this section introduces the LTS line of argumentation, shows the
topicality of this syndrome, and finally presents the guiding research question of this
thesis to investigate it.

Targets and a lack of logistic awareness

Uncertainties, fluctuations, and too high work in process levels are only a few
reasons for a low proportion of orders that are produced on time and thus result in a
low due date reliability. Due date reliability is one of the four targets of
manufacturing control, which are short lead times, low work in process levels, high
capacity utilization, and high due date reliability (Nyhuis 2009b; Wiendahl 2014).
However, these targets are contradicting. The trade-off between logistic targets
became known by the name ‘dilemma of operations planning’, which stated that
short lead times and high capacity utilization cannot be achieved simultaneously
(Gutenberg 1951). A high capacity utilization requires a high work in process level,
which also leads to long lead times. While the focus in logistics was on high capacity
utilization in the past, it shifted more and more to low lead times and high due date
reliability (Koether 2008). Thereby, the increasing complexity of networked
production systems and the missing awareness of production planners for the

Manufacturing is defined as “a series or interrelated activities and operations involving the design,
materials selection, planning, production, quality assurance, management and marketing of the
products of the manufacturing industries.” (CIRP 1990) as cited in (Bellgran 2010).

Production is defined as “the act or process (or the connected series of acts or processes) of
actually physically making a product from its material constituents, as distinct from designing the
product, planning and controlling its production, assuring its quality.” (CIRP 1990) as cited in
(Bellgran 2010).
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interdependencies and interactions of the logistic targets often leads to problems
while trying to improve them, as decisions based on intuition and experience are
likely to be wrong (Wiendahl 2005; Schénsleben 2012). The problems that arise with
these decisions are described next.

Poor quality of planned lead times

In order to improve the logistic target achievement, production planners often
take precautions. These are taken to deal with uncertainties that arise for example
in demand predictions or disturbances in supply chains and production systems
(Lindau 1995; Kingsman 1997; Vollmann 2005; Hopp 2008; Riezebos 2009). In this
context, Lindau (1995) observed that safety stocks (71.4%), safety capacities
(92.9%), safety lead times (78.6%), and overplanning (64.3%) are most commonly
used in planning systems. Moreover, orders are, e.g., accelerated (85.7%) or
subcontracted (92.9%) manually. If planned lead times increase due to these safety
actions, also the standard deviation of lead times increases (Nyhuis 2009b). This is
due to the increasing probability of disturbances, such as sequence deviations of
planned schedules (Patig 1999). These disturbances lead to deviations between
planned and actual lead times, thus result is a reduction in due date reliability. As a
consequence, planners often tend to set planned lead times too long in the effort to
increase due date reliability once again (Wight 1984; Plossl 1988; Lindau 1995).
Thereby, Production Planning and Control (PPC) systems often lack the support to
define and maintain planned values (Nyhuis 2010). This leads to a poor quality of
planned lead times, which is observed even in more sophisticated PPC-systems
(Nyhuis 2010).

Increasing complexity

The complexity of production networks makes it according to Wiendahl and
Schonsleben impossible for planners to anticipate effects of variable adjustments
correctly (Wiendahl 2005; Schonsleben 2012). However, the complexity of
manufacturing systems increased drastically in the past decades (Hu 2008). For
example, product variety, as one indicator for complexity, increased from 84 car
models in 1973 to 142 models in 1989 (MacDuffie 1996). Today, the BMW 7 series
can already be configured in 10" variants (Hu 2008; Roy 2011). Thus, planners have
to deal with uncertainty about current system states, future demands, disturbances
and many more, which can lead to misinterpretations or overreactions. A common
example is given by the ‘Beer Distribution Game’ in which planners have to
estimate parameter settings for a linear distribution system (Sterman 1989). One of
the observed outcomes is that the participants attributed the observed fluctuations
to external events rather than to their own actions, thus leading to renewed
inadequate adjustments. In short, the so-called ‘bullwhip effect’, which led to poor
system performance, was observed (Moscoso 2011; Sterman 1989).

The Lead Time Syndrome of Manufacturing Control

The lack of logistic understanding, the poor quality of planned lead times, and
the increasing complexity of production networks can lead to a low logistic

-2-



Chapter 1 | Introduction

performance as described by the Lead Time Syndrome (LTS) of manufacturing
control. Mather and Plossl (1977) were the first to describe the phenomenon of the
LTS. Their line of argumentation was a logical deduction of a likely occurring
cascade of problems that reinforce themselves. Thus, they named this chain reaction
the vicious cycle, which is presented below (Mather 1977; Plossl 1988).

due dates are

| | ] missed
planners’
actual lead times get  actual lead times get reaction
longer more erratic production i
system
t t Y planned lead

| times are increased

work center loads ___ orders are |

ueues get longer +— ; ,
q 9 9 are increased released earlier

Figure 1.1 Lead Time Syndrome of manufacturing control (based on (Mather 1977;
Wiendahl 1997a))

The LTS starts with the initial observation of production planners that due date
reliability is on a low level. As prior planned lead times were apparently set too
short to produce in time, it seems sensible for production planners to increase the
planned lead times to allow more time for product completion. Due to the
predominantly applied backward scheduling, orders are released earlier. Thus, some
orders that were initially planned to be released in later periods are now released in
the current period, which leads to a sudden increase in current workloads of the
work stations. With an increasing workload and constant capacities, the work in
process (WIP) levels increase and also both mean and standard deviation of the
actual lead times increase. Finally, this circle of mistakes leads to an even lower due
date reliability (in comparison with the initial situation), although the aim of
production planners was to improve it with a planned lead time adjustment. Thus,
the decreased due date reliability once again demands improvement measures.
Eventually, the number of tardy orders increases and expediting of selected orders
leads to an increased number of rush orders (which are highly prioritized orders)
that lead to high sequence perturbations. This once again causes an increasing lead
time standard deviation and wasted production capacity, e.g., due to increased set
up times. In theory this leads to a vicious circle, which continues until mean and
standard deviation of lead times reach a very high level (Mather 1977; Plossl 1988;
Wiendahl 1997a; Wiendahl 2005).

Topicality
Although the phenomenon of the LTS was first described in 1977, the problem
described by the LTS is still just as valid now as it was back then. As stated above,

the LTS was observed in systems using backward scheduling (Mather 1977;
Wiendahl 2005). At that time, simple, not computer-aided, scheduling techniques

-3-



Chapter 1 | Introduction

such as forward or backward scheduling were the prevailing technologies to meet
logistic targets. As backward scheduling provides the latest possible time slot to
produce in time (Schonsleben 2012), a lower inventory level is aspired to (Kumar
2006). In spite or because of its simplicity, backward scheduling is still a very
common approach in practice. For example, if ERP software like SAP is used for
scheduling, classical backward scheduling is used (Balla 2006). The missing support
in determining plan values and a lack of PPC-Controlling to monitor the logistic
target achievement often lead into the situation described by the LTS, as the
intuitive reaction of planners is to adjust planned lead times instead of, e.g.,
controlling capacities (Plossl 1988; Higgins 1996b; Wiendahl 2005; Nyhuis 2010).
However, on one hand the emergence of the LTS in practice was merely discussed
by fictive examples (see (Mather 1977; Selcuk 2007; Hopp 2008)), but not confirmed
by means of descriptive analysis such as case studies. On the other hand, the cause-
and-effect relationships in the LTS still have not been sufficiently investigated.

Focus areas and guiding research question of this thesis

The presented conceptual description of the LTS by Mather and Plossl did not
include a formal analysis of the described effects. Furthermore, the LTS “is a
particularly illustrative example of how little is known about the actual
interdependencies between manipulated and observed variables® (Wiendahl 2005).
This quotation shows that it is still an open question regarding how the planned
lead time adjustment affects other logistic key figures and in particular the resulting
due date reliability. For example, if planned lead time adjustments lead to an
increase in lead time standard deviation as proposed by the LTS. Thus, the first
focus area of this thesis is the validation of the LTS line of argumentation, which
includes a derivation of the impact of planned lead time adjustments on the
resulting due date reliability. The resulting insights into the interactions of the
logistic variables that lead to the LTS drawbacks (i.e. decrease in due date
reliability) then enable a derivation of strategies to avoid or dampen the impact of
the LTS and thus to increase logistic performance of a company.

The reaction of planners to adjust planned lead times specifies the main reason
why the chain reaction described by the LTS is able to lead to a vicious cycle. Due
to the lack of knowledge about the correlations between the logistic targets, the
planners tend to define too long planned lead times and to adjust them too often in
terms of the given system states. This leads into a system state with long and
erratic lead times that are accompanied by a low due date reliability. The lack of
support of PPC systems in defining and maintaining planned lead times amplifies
this effect. Thus, the second focus area of this thesis is to answer the question of
how can possibly wrong decisions of planners to adjust planned lead times be
avoided, which includes the question of how they should react to avoid the LTS in
practice.
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Figure 1.2 Two focus areas to investigate the LTS

Figure 1.2 assigns these two focus areas into the condensed version of the L'TS. It
shows that the central questions in terms of the LTS investigation are, how does a
planned lead time adjustment affect due date reliability, and how can possibly wrong
decisions of planners to adjust planned lead times be avoided? These questions are
combined in the following guiding research question of this thesis:

Guiding research question:

How does the LTS affect the logistic target achievement of manufacturing
control and which methodologies can planners apply to avoid it?

This guiding research question is approached in this thesis by six objectives that
are presented in the next section and serve as milestones for the investigation of the
LTS. The initial focus lies on the understanding of the LTS, which is required to
derive reasonable and comprehensible strategies to avoid it. This approach is
supported by the quotation of Wight (1984), who is regarded as one of the inventors
of Manufacturing Resource Planning (MRP II):

“If people don’t understand the problem, they won’t understand the solution”
(Wight 1984)

1.2 Objectives and Methodology

This thesis has the overall target to investigate the influence of the LTS of
manufacturing control on the logistic target achievement. The derived new insights
then enable to merge the derived strategies into a roadmap that determines how to
mitigate the LTS in practice. Several objectives have to be defined to investigate the
focus areas that were mentioned above. These serve as milestones for the
investigation of the L'TS. They are presented below with a brief description of the
approach and methods used to work on them. A detailed reasoning for the choice of
each of the defined methods is presented when they are first introduced in this
thesis.

Objective one: Validate the line of argumentation of the Lead Time
Syndrome.



Chapter 1 | Introduction

Objective two: Reveal interactions that trigger the Lead Time Syndrome.

To validate the LTS line of argumentation presented by Mather and Plossl
(1977), initially each step of the LTS has to be investigated individually to prove
the correctness of the underlying logic. Therefore, methods from statistics and
logistic equations that are based on the Funnel Model (Nyhuis 2009b) are applied to
derive the LTS interactions mathematically. This mathematical model then enables
the identification of main relationships that lead to a reduced performance as
measured in due date reliability, thus to reveal interactions that trigger the L'TS.

Objective three: Validate the derived interactions of the mathematical
investigation of the Lead Time Syndrome.

Objective four: Define strategies to avoid the Lead Time Syndrome.

The derived interactions and identified triggers of the LTS in the mathematical
approach have to be validated, which is done using a control theoretic simulation
model. Moreover, a control theoretic model enables the targeted manipulation of
parameter settings, and thus a more detailed investigation of LTS triggers. This
provides the basis to define strategies to damp or to avoid the L'TS.

Objective five: Evaluate and confirm the derived propositions in a real
system.

Both initial approaches are subject to assumptions and limitations. Thus, a final
evaluation and confirmation of the derived propositions is needed to prove the
applicability of the research results on problems in practice. Data collected from a
manufacturing system provides the data for a case study in which two system states
are evaluated. A scenario in which planners set values based on their gut feelings
(worst case of LTS) and a second scenario in which a planning system enables
justified adjustments.

Objective six: Develop a roadmap of strategies to avoid the Lead Time
Syndrome.

The investigation of the impact of planned lead time adjustments on the resulting
due date reliability provides the fundamental basis for developing a roadmap that
defines strategies for how to avoid the LTS in practice for different environmental
conditions. This roadmap defines when, how often, and on which value to adjust
planned lead times. To determine the question of when to adjust planned lead times,
an additional control theoretic investigation is needed in this context to test if
capacity control serves as an alternative to planned lead time control’ for specific
parameter settings. Also, for the question of how often to adjusted planned lead
times a methodology is presented to define a suitable adjustment period length,
which also proposes a strategy for situations in which planned lead times have to be
adjusted more frequently. Finally, for the question of on which value to adjust
planned lead times to maintain high system performance an extension of the

The method to adjust planned lead times will be referred to as planned lead time control in this
thesis.
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Logistic Positioning approach is presented, which is based on the Funnel Model
theory.

The presented six key objectives serve as milestones for the investigation of the
LTS and the derivation of strategies to avoid it in practice. The following section
presents the outline of this thesis, which is based on these milestones.

1.3 Approach and Thesis Outline

For the investigation of the LTS this thesis is subdivided into seven main
chapters, including this introductory chapter. The outline is structured according to
the objectives presented in the previous section to answer the guiding research
question. Thereby, Table 1.1 maps the relationships between the main chapters, the
applied methods and the objectives of this thesis.

II. State of the Art and Definitions

Chapter two starts by laying out the theoretical dimensions of the research.
Therefore, initially the relevant definitions of fundamental logistic key figures in the
scope of the LTS are presented. This also includes the introduction of the Logistic
Operating Curve theory, which is commonly used to describe production processes
and to determine their operating states. Then, a brief overview of the evolution of
Production Planning and Control (PPC) is given to show the context in which the
LTS emerges. This includes the Aachen PPC model, Enterprise Resource Planning,
a model of manufacturing control, and, finally, a model that links PPC, control
theory, and the LTS. Besides the theoretic foundations, previous research on the
LTS also is presented. Finally, these are brought together in the definition of the
research gap.

ITI. Mathematical Modeling of Lead Time Syndrome Interactions and Triggers

Chapter three is concerned with validating the LTS line of argumentation by
means of a mathematical model using statistical methods and logistic functions that
are based on the Funnel Model. Thus, the impact of planned lead time adjustments
on the resulting due date reliability is quantified. Then, using the derived
interactions, situations are outlined that support the emergence of the LTS, and
reasons for a diminishing or low due date reliability are determined.

IV. Control Theoretic Derivation of Lead Time Syndrome Interactions and Triggers

The interactions and triggers of the LTS derived in the mathematical
investigation are validated in Chapter four using a control theoretic investigation.
Therefore, initially a control theoretic simulation model with planned lead time
control as control strategy is developed and validated. Then, cause-effect
relationships between planned lead time adjustments and a decreasing due date
reliability are evaluated for varying parameter settings. Finally, the simulation
results are transferred into strategies to damp or, if possible, avoid the L'TS.
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V. Single Case Study: Evaluation of LTS Effects and Confirmation of Propositions

Chapter five presents the results of a descriptive case study of a manufacturing
company. This evaluates and illustrates the effects of the LTS interactions in a real
system to confirm the derived propositions. Therefore, initially the underlying
manufacturing process is presented in detail, including the reasons for choosing the
specific unit of analysis (i.e., a real manufacturing process) and the process of data
validation. Then, observations of two different periods of investigation are
presented. The first illustrates the worst case steady state of the LTS, while the
second enables the observation of effects of planned lead time adjustments in a
running manufacturing system, and thus observation of the impacts of the LTS on
the resulting due date reliability.

VI. Development of a Roadmap to Face the Lead Time Syndrome

In chapter six, methodologies are developed to dampen or avoid the LTS.
Therefore, the theoretical results from chapter three to chapter five are transferred
into practice by finding answers to each of the following questions: When, how often,
and on which value should planned lead times be adjusted. To answer the first
question it is tested if capacity control is a better manufacturing control strategy as
compared to planned lead time control. For the second and the third question, the
research results from the previous chapters are transferred into a methodology of
how often and on which value to adjust planned lead times. The research results are
finally merged in a roadmap to deal with the LTS in practice.

VII. Conclusion

The final chapter of this thesis gives a summary of the presented research results
and includes a critical discussion of its limitations, transferability and
generalizability. Finally, implications for science and practice and areas for further
research on the LTS are identified.
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Table 1.1. Applied methods, approach, and objectives of this thesis.

m Approach Objectives

Introduction

Chapter 2
State of = introduce fundaments of
the Art production logistics
= discuss other research on the LTS
= jdentify research gap
Chapter 3 1. validation of LTS line
. :AL:)%ZTI Mathe.mat.ical : mathematical _LTLSTgeri_vation of argumentation
. Investigation determine main triggers 2. derivation of LTS
interactions
Chapterd , 3. validation of LTS
Control Theoretic = develop a cor)trol theoretic model e
= Simulation  Investigation = model validation o 4. derivation of
. _control Fheoretlc investigation of LTS strategies to avoid
interactions LTS
Chapter 5
Descriptive = choice and description of a case
Case Study = observation of a worst case LTS 5. evaluation and
= Case Study situation confirmation of
= observation of planned lead time derived propositions
adjustments in a running system with
PPC
Chapter 6
= Simulation  Roadmap = test of capacity control as alternative _
« Funnel Development to planned lead time control 6. roadmap to avoid
Model = determine how often and on which LTS

value to adjust planned lead times

Conclusions
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2 State of the Art and Definitions

This chapter gives an overview of the fundamental concepts for the investigation
of the LTS and presents the current state of research. Therefore, Section 2.1
introduces the definitions of logistic key figures in scope of the investigation of the
LTS and presents the targets of manufacturing control. As these targets are
conflicting, the theory of the Logistic Operating Curves is presented, which is well
established in scientific and specialist literature in the German-speaking region to
describe production processes and to determine their operating states. Section 2.2
gives a brief overview of the evolution of PPC with a focus on tasks and key
elements of commonly used models. Section 2.3 presents previous research on the
LTS interactions. The presented overview of the research fundamentals and research
on the L'TS is finally brought together in the definition of a research gap in Section
2.4.

2.1 Definition of the Targets of Manufacturing Control

For the investigation of the LTS, a description and definition of fundamental
logistic key figures and variables affected by the LTS (see Figure 1.1) is essential.
These fundamentals are based on the relevant literature in the field of
manufacturing. Two main models have been established in scientific literature
(Nyhuis 2009b): Little’s Law (see, e.g., (Conway 1967)) and the quite similar Funnel
Model (see, e.g., (Kettner 1981)). While the first is implemented, e.g., in queuing
theory (see, e.g., (Erlang 1909; Gross 2008)) or clearing functions (see, e.g.,
(Karmarkar 1989; Missbauer 2011; Armbruster 2012)), the latter is implemented,
e.g., in throughput diagrams and the Logistic Operating Curves (see, e.g.,
(Wiendahl 1995; Wiendahl 1997a; Nyhuis 2009b)). The Funnel Model is well
established in the German-speaking region to describe production processes and has
been chosen in this work to investigate the L'T'S. This section introduces briefly key
definitions and refers to the cited publications for more detailed explanations. To
investigate the L'TS initially the term ‘lead time’ has to be defined in the context of
the LTS in Section 2.1.1, as a wide range of definitions and terms are given in
literature. Section 2.1.2 introduces the targets of manufacturing control upon which
the impact of the LTS on the logistic target achievement becomes quantifiable. This
also includes the definition of due date reliability, which is the final variable in the
line of argumentation of the L'TS that is monitored by production planners. Finally,
Section 2.1.3 presents the Funnel Model and the Logistic Operating Curves, which
are commonly used to describe production processes.

-10 -
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2.1.1 Definition and Components of Lead Time

The terms ‘throughput time’ and ‘lead time’ are often used synonymously (Plossl
1988). As the Lead Time Syndrome is being investigated, the term lead time is used
in this work for simplification. The lead time is defined as the time period that an
order requires to get through a work system after arrival (Plossl 1988).

Part (a) of Figure 2.1 depicts the operation-related ‘throughput element’ for a
more detailed definition (Wiendahl 1997a). This throughput element defines the lead
time as the time period between the end of the predecessor and the end of the order
processing at the respective operation. For an initial work system the order release
defines the moment of the end of the process predecessor. After processing, each
order waits to be transported to the next operation, then transported, and finally
waits to be processed. The sum of these three elements defines the interoperation
time. The operation time is the sum of the set up and processing time. The lead
time is the sum of the interoperation time and the operation time. In a job shop
production operation times can differ significantly. Thus, Bechte introduced the
two-dimensional throughput element (see part (b) of Figure 2.1), which includes the
work content in the dimension of hours on the vertical axis (Bechte 1984).

To enable a comparison of work systems and calculate standardized values in job
shop production, the calculated time periods have to exclude non-working days such
as weekends or holidays. Therefore, all calculations are processed in the time format
of shop calendar days (SCD), which sequentially numbers all working days (Nyhuis
2009b).

a) operation related throughput element
|OP1 |—| OP2 | -

waiting waiting
after process transport before process
tio >« tp >
tl [ time
teep tss tes
b) simplified two-dimensional throughput element
f
-
5 we{
= t
N tio > top >
. tl [ time
teep tss tes
toep  end of process predecessor tss  start of setup trs  end of process
ip processing time per unit [h] ts setup time [h] WC work content [h]
tio=tgs — tpgp inter operation time [SCD]  tl=tpg — tpep lead time [SCD]
fo=t,c —tgs  operation time [SCD] OP  operation

Figure 2.1 Lead time components and throughput element (Wiendahl 1997a)
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Equation 2.1 shows the correlation between operation time and work content.
Thereby, the work content results from the sum of the setup time for each lot and
the product of lot size and processing time per piece.

ts+ LS -tp

top = we = 60

ROUT ROUT

Equation 2.1

top operation time [SCD]
wc work content [h]
ROUT,,,. maximum possible output rate [h/SCD]
ts setup time [min)]
tp processing time [min/unit]
LS lot size [units]

It can be assumed that the interoperation time of an order is independent from
the individual operation time (for operation time independent order scheduling)
(Ludwig 1995). In practice, the interoperation times can comprise between 90% and
98% of total lead times' (Plossl 1988; Wiendahl 1995; Hyer 2002; Nyhuis 2009b). In
addition, only interoperation times are affected by changing WIP levels (increased
waiting time), hence directly affecting lead times. Therefore, a separated
consideration of interoperation and operation times is unnecessary in terms of the
investigation of the L'TS and referred to as lead time in the following, unless stated
otherwise.

2.1.2 Targets of Manufacturing Control and their Trade-off

The logistic performance determines the success of a manufacturing company and
contributes significantly to its competitiveness in the market (Hon 2005; Enslow
2006). Therefore, this section introduces key figures to measure logistic performance,
which allows to assess the quality of production planning decisions and hence to
quantify the deteriorating effects of the L'TS.

The performance of manufacturing systems can be defined as the level of
achievement of logistic targets. Nyhuis and Wiendahl (2009) defined the targets of
production logistics as short lead times and high due date reliability from the
customer perspective and low WIP levels and high capacity utilization from the
company perspective. Figure 2.2 shows the described target system with economic
efficiency as overarching objective, hence minimizing costs per unit. The WIP level
is defined as the sum of orders that are processed or waiting to be processed. A low
WIP level means low tied-up capital of unfinished goods, requires less storage areas
and hence minimizes non-value-adding material handling costs. The minimal
delivery time of a customer order is given by the lead time, the time period from
order release to finished product. Therefore, short lead times satisfy the customers’
wish of short delivery times while enabling a higher level of process flexibility.

Exemplary Nakao calculated an average lead time of 44 SCDs and an average element operation
time of 20 minutes in manufacturing injection molding molds for cellular phones (Nakao 2002).

-12 -
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Moreover, a consequence of short lead times is a reduced lead time variability which
increases due date reliability (Yu 2001; Nyhuis 2009b) (see also Section 3.3.1). Due
date reliability is defined as the number of orders produced within a due-date
tolerance in proportion to the total number of produced orders. A high due date
reliability reduces possible costs of both tardy and too early deliveries. If orders are
finished too early, inventory costs or quality problems of sensitive goods (e.g.,
corrosion) may arise. If orders are delivered too late, contract penalties and
dissatisfied customers can lead to unpredictable costs. The probability with which a
manufacturing system is producing goods at a given point in time is given by the
capacity utilization. A higher capacity utilization increases the output per time unit,
hence reducing costs per unit (Nyhuis 2009b).

( N\
Low Work in Short Lead Times
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;4__ conflicting : -
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Figure 2.2 Targets of manufacturing control and their trade off (based on (Wiendahl
1997a))

To quantify the performance obtained by a manufacturing system, this work
concentrates on the target achievement calculation of these four quantitative
targets. Other qualitative targets’, such as flexibility or quality are not examined,
but are directly affected by the presented target system, like in the case of economic
efficiency. However, the targets of manufacturing control are conflicting, which
became known as the ‘Dilemma of Operations Planning’ (Gutenberg 1951). It states
that short lead times and high capacity utilization cannot be achieved
simultaneously. To ensure ‘appropriate’ capacity utilization a higher work in process
level is necessary, which induces longer lead times. With increasing lead times,
process disturbances such as rush orders get more likely. This leads to an increased
lead time variability, thus a lower due date reliability. Due to this conflict of
targets, the optimization of all targets at the same time is unattainable. Thus, if
planners focus on high capacity utilization all other target achievements deteriorate.
Manufacturing traditionally desired high capacity utilization, but with increasing
importance of punctuality and speed, the emphasis shifted to the other targets in

See also (Schonsleben 2012) for more possible key performance indicators.
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the past decade (i.e., high due date reliability, short lead times, and low WIP levels)
(Wiendahl 1995; Koether 2008)(see also the movement of ‘lean thinking’ (Womack
1996; Hopp 2004)). This shifting focus makes the investigation of the LTS
interactions even more important as it leads to a decreasing logistic performance
and in particular to a decreasing due date reliability.

Figure 2.2 also shows the complementary or conflicting links between these
targets. In this context, an increase in capacity utilization should lead to a smallest
possible increase of WIP and lead time to increase competitiveness’ (Beeg 2004).
Figure 2.2 also shows the complementary link between the targets lead time and due
date reliability, which is given by the lateness. Three types of lateness are
distinguished in literature (Dombrowski 1988; Yu 2001; Nyhuis 2009b): input
lateness, output lateness and relative lateness (see Figure 2.3). Positive input
lateness indicates that the order input is later than it was planned. Positive output
lateness is given for situations in which the order completion date is later than the
planned output date. The relative lateness of an order can be defined as the
difference between the actual lead time and the planned lead time (Nyhuis 2009a):

L=t —t
Equation 2.2
tl order lead time [SCD]
L relative lateness [SCD]
a actual
D planned

Positive relative lateness implies longer actual lead times than originally planned.
Thus, the presented approach focuses on the defined relative lateness, as the LTS
line of argumentation puts emphasis on lead time effects, which is abbreviated
‘lateness’ in this work, unless stated otherwise. Moreover, it can be assumed for
simplicity that planned and actual order release dates match, hence leading to an
input lateness of zero. Figure 2.3 shows that relative lateness and output lateness
are equal in this described case (see also (Nyhuis 2009b)).

relative planned lead time
i lateness
1

—Ppi

planned lead time

<« > actual lead time
input lateness

i ) output lateness > time
planned actual planned actual g
input input output output

Figure 2.3 Definition of Lateness (based on (Dombrowski 1988; Yu 2001))

% This correlation is represented by a variability factor alpha, which corresponds to work input

variability, inter-arrival variability, equipment breakdown variability, etc. (Beeg 2004; Fayed
2007). See also Section 2.1.3 for the correlation of capacity utilization, lead time and WIP level.
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A given lateness distribution of finished orders provides the data for calculating
the resulting due date performance of a manufacturing system a posteriori. Three
main key figures are defined in the literature to measure the performance of how due
dates are met (Lodding 2013; Windt 2011): Schedule adherence, on-time production
and due date reliability. The first can be defined as percentage of orders produced in
a reference period that have a negative lateness or a lateness of zero (L<0). Thus,
all orders that are produced too late (L>0) lead to a decreasing schedule adherence.
On-time production is defined as the percentage of orders that are produced with a
lateness of zero (Lodding 2013; Schonsleben 2012). These orders are produced
neither too late, nor too early. Finally, due date reliability defines a less strict
tolerance period in which orders are considered to be on time (Yu 2001). Figure 2.4
depicts the different definitions of due date performance in histograms of an
exemplary lateness distribution of a manufacturing system. Part (c) shows that only
orders with a resulting lateness in between the exemplary upper/lower tolerance
period limits of 41 SCD are considered to have met the due date and hence lead to
an increasing due date reliability.

a) schedule adherence b) on-time production c) due date reliability
in time  tardy on time tolerance period

= ) ' « > — SN
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321012 3 3-2-101 2 3 -3 -2-1 0 1 Ilateness
Figure 2.4 Definitions of due date performance in a histogram (acc. to (Lodding 2013))

According to this definition, the resulting due date reliability is calculated in
Equation 2.3 as ratio of the number of orders produced with a lateness in between
the tolerance period limits to the total number of orders (Yu 2001; Lodding 2012).

__number of orders with Low < L <Up 100

DR
total number of orders
Equation 2.3
DR due date reliability [%)]
L lateness [SCD]
Low/Up lower /upper limit of due date tolerance [SCD]

To increase due date reliability, the variance of lead times has to be decreased to
maximize the number of orders within the tolerance period. Furthermore, the mean
lateness is lowest and the due date reliability is highest, if the difference between
planned and actual lead times narrows. According to the LTS (see Section 1.1), a
planned lead time adjustment finally leads to a change of the mean lead time and
the lead time standard deviation. Due date reliability thereby reflects the impact of
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this adjustment on the due date performance best. The definition of due date
reliability is more restrictive than schedule adherence (far too early orders lead to a
decrease in due date reliability), but due to the scalable tolerance period more
flexible than on-time production. Therefore, the value of the due date reliability has
been chosen as the measure of due date performance in this work.

2.1.3 Logistic Targets in the Funnel Model and Logistic Operating Curves

The previous section showed that the optimization of all targets of manufacturing
control at the same time is unattainable. They are conflicting and lead to the
necessity that planners have to position their production system according to their
individual target preferences. This section presents the Funnel Model and the
resulting Logistic Operating Curves, which visualizes and quantifies the trade-offs
and thereby supports planners in the decision-making of how to position their
manufacturing processes. Both models are well-proven in the field of manufacturing
(and well established in the German-speaking region) for analyzing manufacturing
systems (see, e.g., (Wiendahl 1995; Wiendahl 1997a; Nyhuis 2009b)).

The Funnel Model by Bechte is a model that describes the current situation of a
work system from a logistic point of view (Bechte 1984). The fundamental idea is to
transfer the production network into a model of linked funnels with a current WIP
level and incoming and outgoing orders at each system or funnel. Part (a) of Figure
2.5 shows such a funnel with incoming and outgoing orders.

a) Funnel Model b) Throughput diagram
work
[hours]
O input
incoming L] final
orders O input curve . \',CfP
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orders I /< Range
W'P)> mean
maximu \—_» input rate
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. output curve -,
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outgoing
orders
initial mean
VVJP output rate
time
observation period [SCD]

Figure 2.5 Funnel Model and throughput diagram (Bechte 1984; Wiendahl 1997a)
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The sum of all orders in the funnel represents the WIP level, whereby the amount
of work of each order is represented by its diameter. The current capacity is given
by the funnel opening, which is limited by the maximum capacity. Accumulating
the work content of incoming and outgoing orders over time plots the throughput
diagram in part (b) of Figure 2.5. The initial WIP level at the beginning of the
observation period defines the starting point of the input curve on the ordinate. The
WIP level is defined for each point in time as the vertical distance between the
input and output curve. Dividing the sum of the resulting WIP levels by the
observation period length gives the mean WIP value. The horizontal distance
between the input and output curve defines the Range, thus how long an incoming
order waits on average to be processed if there are no sequence deviations. Range is
therefore a ‘forward-looking’ value that corresponds to the lead time of an incoming
order, if orders are processed according to the First-In-First-Out principle (Wiendahl
1997a). The output during the reference period is defined by the accumulated sum
of the work of outgoing orders. Dividing the cumulated output by the observation
period calculates the mean output rate. The capacity utilization can be calculated
by comparing the mean output rate with the maximum possible output rate. The
trigonometric correlation between range, WIP, and output rate leads to the
following equation, which is referred to as the ‘Funnel Formula’ (Bechte 1984).

WIP
R’ — m
" ROUT,

Equation 2.4
R, mean range [SCD]
WIP, mean work in process level [h]
ROUT, mean output rate [h/SCD]

Moreover, planned input and planned output dates can be included into the
throughput diagram to visualize and monitor the due date performance (Nyhuis
2009b). Exemplary, if the planned output curve is located on the right side of the
actual output curve, orders are produced too early (Yu 2001). The throughput
diagram thus enables the qualitative and time-related description of dynamic
correlations (Wiendahl 1997a; Bechte 1984).

As shown, all four targets (WIP, lead time, capacity utilization, and due date
reliability) of a logistic system can be visualized in an (extended) throughput
diagram. However, interdependencies between these logistic targets are not
describable (Nyhuis 2009b). A tool to visualize them is given by the model of the
Logistic Operating Curves by Nyhuis and Wiendahl: Part (a) of Figure 2.6 shows
three simplified throughput diagrams that represent different work system operating
states with respect to their WIP levels. These operating states are transferred in a
condensed form into the Logistic Operating Curves in part (b) of Figure 2.6,
describing the output rate, lead time, and range for each operating state as a
function of the corresponding WIP level. The output rate curve shows that the
output rate of a system does not change any more when the WIP level exceeds a
certain level. For each moment enough work is waiting to be processed, thus
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eliminating idle times. For lower WIP levels idle times lead to a decrease of the
output rate. Above a critical WIP level, the lead time curve increases proportionally
to the WIP level. The incline follows immediately from the Funnel Formula. The
minimum, irreducible, and WIP independent lead time is given by the sum of the
mean setup, processing, and transportation time. According to the Funnel Formula,
the range curve is given by the ratio of WIP and output rate (Nyhuis 2009b).

It has to be pointed out that the actual operating state of a manufacturing
system is given by one operating point in the Logistic Operating Curves. Thus,
under equal conditions (e.g. same maximum capacity and order structure) the
operating curves are able to represent the resulting system behavior for different
WIP levels (Nyhuis 2009b). In further research on the Logistic Operating Curves
equations were derived to calculate the operating states. These equations are able to
calculate systems’ behavior for steady state situations’ and are referred to as
‘logistic equations’ in this work.

a) exemplary operating states of work systems
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b) transfer of operating states into Logistic Operating Curves
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Figure 2.6 Derivation of Logistic Operating Curves from different operating states
(Nyhuis 2009b)

The Logistic Operating Curves show that it is impossible to maintain an
operating point with an optimal target achievement for each of the logistic targets.
Also, the definition of an ‘optimal’ operating state is impossible. To ensure
appropriate capacity utilization a higher work in process level is necessary, which
induces longer lead times. Thus, the Logistic Operating Curves visualize the

Underlying process characteristics that influence the objectives remain the same during the
reference period (e.g., maximum capacity) (Nyhuis 2009b).
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‘Dilemma of Operations Planning’ (Gutenberg 1951) and quantify the effect of a
changing WIP on the lead time and the output rate (Nyhuis 2007; Nyhuis 2009Db).
They provide a tool for visualizing interdependencies and make the decision-making
process more transparent with regard to the consequences of focusing on a specific
target, while without this tool control decisions were based on gut feelings or
experience. Hence, the strategic and operational targets of the company (from the
company and market perspective (see Figure 2.2)) define the target operating point
for each work system along with the corresponding WIP level, lead time, and output
rate. This procedure is called ‘Logistic Positioning’. It directly offers the possibility
to check if the target operating points are feasible. As shown in Figure 2.7, a target
capacity utilization level defines the output rate or rather a tolerance field. If the
corresponding tolerance fields of lead time and WIP are not achievable at the given
environmental conditions, measures have to be undertaken to generate new logistic
potentials. Exemplary, such measures can be harmonized operation times, reduced
waiting times between processes, or an increase of the maximum capacity (Nyhuis

2009b).
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Figure 2.7 Logistic Positioning by Logistic Operating Curves (Nyhuis 2009b)

The Logistic Positioning leads to an operating point that is located in one of the
above described operating states with a low or a high WIP level. Thus three
operating positions can be defined: underload, transition, and overload (Nyhuis
2009b). If a system has an operating point that is located in the overload area,
another increase of WIP would only lead to an increasing lead time without
affecting the output rate any more. However, the powerful application of the
Logistic Operating Curves is still not well-known in industry. Therefore, safety lead
times and safety stocks are commonly used in order to avoid idle times and
maximize the capacity utilization of bottleneck work systems (Lindau 1995). Hence,
work systems are unknowingly positioned in the overload area with wasted potential
regarding lower lead times and WIP levels for the same output rates (Lodding
2013). For higher WIP levels sequence deviations or rush orders get more likely,
which decreases the resulting due date reliability. If planners again add safety stocks
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and safety lead times to increase the due date reliability, the LTS is triggered
according to the definition presented in Figure 1.1 (Section 1.1).

2.2 C(Classification of Manufacturing Control into the Concept of
Production Planning and Control and Analogies to Control
Theory

The lack of knowledge of production planners about the interactions between the
logistic targets leads to the LTS of manufacturing control (Wiendahl 1997a).
However, adjustment of planned lead times is only one component of Production
Planning and Control (PPC). This section will give a brief overview of the evolution
of PPC and commonly used models to classify the LTS of manufacturing control in
the context of PPC. Thus, Section 2.2.1 initially introduces the Aachen PPC model
and Manufacturing Resource Planning (MRPII), which is based on the concept of
Material Requirements Planning (MRP). Then, Section 2.2.2 presents the
manufacturing control model of Lodding (2008), which links the tasks of
manufacturing control to the targets of production logistics. Finally, a model that
links control theory and PPC is presented in Section 2.2.3, which also introduces the
positive feedback loop of control theory and its similarities to the L'TS.

2.2.1 Models and History of Production Planning and Control

The core task of PPC is to “allocate items, processes and resources to orders in
terms of time and volume” (Wiendahl 2006). Thereby, PPC primarily focuses on
controlling and continuously improving processes within a company (Schuh 2006).
The Aachen PPC model was developed to structure the main functions of PPC and
is well established in the German-speaking region (Luczak 1999; Schuh 2006). Figure
2.8 shows the developed model, which is based on the Y-model of Scheer and the
PPC-model of Hackstein (Jiager 2000; Scheer 1995; Hackstein 1989)°.

The Aachen PPC model differentiates between four core tasks, three cross-
sectional tasks, and a cross-functional data management (Schuh 2006). Production
program planning determines in a production program which products are going to
be produced in the next planning periods, including type, amount, and due dates.
The production requirements planning has the task to plan the required resources to
fulfill the production program. It includes the determination of required materials
for all order components, the definition of planned input and due dates by means of
e.g. backwards-scheduling, and the planning of required capacities to produce the
orders. The resulting rough planning is further detailed in the outside supply
planning and control and in-house production planning and control. It covers lot-
sizing, sequencing, detailed planning, capacity control, and order release for in-house
PPC and supplier selection, obtaining and comparing quotations, and lot-sizing for
the outside supply planning and control. In contrast to the core tasks that aim to

See also, e.g., (Vollmann 2005; Hilton 2005; Hopp 2008; Arnold 2008) for more models of PPC.
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push forward the completion of orders, the cross-sectional tasks of PPC aim to
integrate and optimize PPC. This includes the coordination of order processing
along the process chain, the warehouse management to manage and minimize
inventory levels, and PPC-controlling to monitor the logistic target achievement.
The accuracy and practicability of both core tasks and cross-sectional tasks strongly
depends on the accuracy and completeness of the feedback data, which is a task of
the data management (Schuh 2006; Luczak 1999).

Production program planning

= 2

S 2 G =

oRE 5§ 5

Production requirements planning © -_g SO S

o5 & o <

. - o) =0 O

Outside supply In-house production © € &
planning and planning and

control control

Data management

Figure 2.8 Aachen Production Planning and Control Model (Luczak 1999; Schuh 2006)

The majority of today’s PPC-systems are based on the concept of Manufacturing
Resource Planning (MRPII), which is an extension of the Material Requirements
Planning (MRP) (Hopp 2008; Schuh 2006). The following description of MRP and
MRPII is based on Hopp and Spearman (2008).

Joseph Orlicky developed the principle of MRP at IBM in the early 1960s.
According to Hopp and Spearman (2008) the key insight of MRP was the
differentiation between independent demand and dependent demand. Independent
demand is given by the customer demand for final products, thus originates outside
the system and is subject to uncertainty. Dependent demand consists of components
that are needed for the final products and is therefore known by the bill of material
(BOM), which describes the relationship between finished products and their
constituent parts. The basic MRP procedure can be described by the following five
steps (Hopp 2008):

1. Netting: The net requirement is calculated by subtracting the sum of current
inventory and the status of outstanding orders (scheduled receipts) from the
gross requirement.

2. Lot sizing: Orders (jobs) are determined by dividing the net requirements into
lots.

3. Time phasing: The planned order release time is calculated by subtracting the
planned order receipt (due date) by the planned lead time.
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4. BOM explosion: The gross requirement of all components of the next level in
the BOM can be determined by the above calculated planned order release
times and lot sizes.

5. Iterate: The steps above have to be repeated until all levels on the BOM are
processed.

The implementation of MRP into manufacturing systems revealed several
problems, from which capacity infeasibility, long planned lead times, and system
nervousness were identified as the most severe drawbacks (Hopp 2008): Regardless
of actual system loads orders are scheduled in step three according to fixed planned
lead times. The underlying production model thus ignores the previously discussed
dependence of lead time and WIP levels, an assumption which could only be upheld
if infinite capacities are assumed in planning. Since production capacities are usually
limited (at least in the short-term) the opposite can lead to infeasibilities in terms of
capacity restrictions. The second problem is raised by setting safety lead times and
safety stocks, which were set to deal with uncertainties in demands and production
(Lindau 1995; Hopp 2008; Vollmann 2005). Here, planners tend to define excessively
long planned lead times with the intention of reducing positive lateness. However,
the increase in planned lead times inevitably leads to increasing WIP levels, longer
actual lead times, and finally to a decreasing due date reliability, thus to the LTS
with renewed planned lead time adjustments as introduced in Section 1.1. The last
main drawback is given by the resulting ‘nervousness’ of an MRP system after
changes in the master production schedule due to changing demands. Due to the
fixed lot sizes, these changes could lead to numerous changes in planned order
release times and result in highly fluctuating and potentially infeasible MRP plans.

To overcome the problems of MRP additional procedures were developed, which
were then incorporated into the concept of Manufacturing Resource Planning (MRP
IT). Figure 2.9 shows the hierarchy of MRP II presented by Hopp and Spearman
(2008), which includes MRP at the center. Thereby, it separates the tasks into long-
range planning (year to decades), intermediate-range planning (week to year), and
short-term control (hour to week). A fundamental characteristic of the MRP II
concept is the feedback of various control tasks, which monitor planned and actual
values (Eversheim 2000). However, a lack of PPC-controlling”, a missing finite
capacity planning, and a lack of support in maintaining plan parameters, such as
planned lead times, are often referred to as main drawbacks of the MRP II concept
(Higgins 1996b; Eversheim 2000; Stadtler 2005; Nyhuis 2010). Thus, many
companies with MRP II had problems maintaining a high logistic target
achievement. Moreover, the MRP II concept is subject to assumptions that are
primarily valid in mass and large batch production, which makes it less applicable in
small-scale and single item production (Eversheim 2000).

According to (Hautz 1993) PPC-controlling consist of six steps: define targets, set planned values,
measure actual values, compare planned and actual values, analyze deviations, and derive
measures (as cited in (Schuh 2006)).
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The further evolution of the MRP II concept aimed at the integration of the
whole company into one Enterprise Resource Planning (ERP) system, thus covering
PPC, accounting, personnel etc. into one system (Schuh 2006). More recent
approaches are advanced planning systems (APS) that aim at fixing MPR
drawbacks by providing, e.g., finite capacity scheduling, warehouse management, or
forecasting (Hopp 2008). However, even today’s ERP systems often assume infinite
capacities and fixed planned lead times (Hopp 2008). Moreover, in order to reduce
the workload of the software, they often leave the task of sequencing, capacity
control, and order release to the manufacturing control, which has the task to
implement the plans despite disturbances (e.g., to meet planned due dates)
(Wiendahl 1997a; Wannenwetsch 2006). The manufacturing control model by
Lodding (2008) is presented next to clarify the tasks of manufacturing control and
to show how they influence the logistic target achievement.

Long-term
forecast
Long-range ¢
planning A t
R ggregate : Short-term
BT — > pg?:#r?itr:%n Firm orders forecast
Rough-cut Master
capacity — production <——» maazmgrﬁint
planning scheduling <
lntermediate—level Bills of Material
planning material requirements
planning
On-hand & v
scheduling Capacity
receipts Job pool > requirements
7y planning
Short-term control —— Jobrelease Routing Data
b I:] data
o}
dispatching /O control task

Figure 2.9 Manufacturing Resource Planning (MRP II) hierarchy (Hopp 2008)

2.2.2 A Model of Manufacturing Control

During production, disruptions and unstable demand patterns may result in
deviations from the original plans. As defined by Wiendahl (1997) it is the task of
manufacturing control to maintain a high logistic target achievement by
implementing the plans set by production planning. According to Lodding (2013)
manufacturing control consists of the four tasks order generation, order release,
capacity control, and sequencing. Figure 2.10 shows the developed manufacturing
control model (Lodding 2013). The tasks determine the planned and actual values
that are defined as actuating variables. The differences between two connected
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actuating variables result in the control variables, which in turn determine the target
values.

actual input planned input <
work in process
work in
process
capacity utilization
capacity planned - order
SEUE] erp backlog output generation

due date reliability

?

ncin actual sequence planned <
sequencing sequence deviation sequence

B task actuating variable /7 control variable
target value o——e difference — direction of impact

lead time

Figure 2.10 Manufacturing Control Model (Lédding 2013)

In more detail, order generation is a logical component of production planning,
which determines the planned values of input, output, and order sequence. The
actual values are determined by the manufacturing control tasks order release,
capacity control, and sequencing. Order release determines the actual input to the
production process by setting the release dates of orders. The actual output is
determined by capacity control, which controls the working hours and the allocation
of workers to work systems and tasks. The sequencing finally determines the
chronological order in which competing orders are processed at work systems. The
difference between actual input and actual output results in the work in process
(WIP) level, which is both a control variable and a logistic target. In addition, the
WIP level directly influences the logistic targets of lead time and capacity
utilization. The target of due date reliability is influenced by the two-control
variables backlog and sequence deviation, which in turn are defined as the difference
between actual and planned output and actual and planned sequence. More
specifically, if a company produces less output than planned, a certain amount of
orders cannot be produced within the planned period, which leads to lateness and
therefore affects the schedule adherence. Sequence deviations occur if orders in a
workstation queue are not processed according to their planned due dates. Possible
reasons can be the grouping of orders that belong to the same setup family,
unavailable production resources, unawareness of employees or the use of sequencing
rules that do not focus on due dates (Lodding and Kuyumcu, 2011). The model not
only maps the correlation between the tasks of manufacturing control and

production planning, but also links the tasks to the targets of production logistics
(Lodding 2013).
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2.2.3 Analogies Between Production Planning and Control, Control Theory,
and the Lead Time Syndrome™°

As stated above a fundamental problem of MRP II and ERP systems is the lack
of sufficient PPC-controlling and missing support in setting and maintaining
parameters such as planned lead times (Eversheim 2000; Schuh 2006). Thus, actual
values often differ from planned values and lead to a low logistic target
achievement. Therefore, increasing and maintaining a high logistic target
achievement with PPC is a classical control problem, as manufacturing parameters
(control variables) have to be adjusted continuously according to planned values
(reference variables)(Schuh 2006).

Due to the lack of PPC-controlling and the analogies between control theory and
PPC, the closed loop of production planning and control was developed by Ludwig
(1995), which is depicted in Figure 2.11 (Ludwig 1995; Wiendahl 1997a): It includes
company goals (target), which affect the settings of production planning (plan) and
the controlling of order fulfillment. Within the loop, the plan provides the planned
values for the actual manufacturing process. In a feedback loop, the logistic
controlling compares planned and actual manufacturing data that are continuously
measured in the manufacturing process (actual). The comparison and interpretation
of planned and actual values enables specific adjustments of company targets or
production planning and control variables to counteract disturbances.

target / plan /
7 7 - - -
7 oroot sotin ¥ production production ¥ fulfillment
9 9 L, planning . program R ' .
=strategic objectives and control (items, quantities, * purchasing
=performance targets|f | —  — due dates) * production
7 « distribution
i . — \/_-
demand I — — 'Q' o
[ —
=quantity, mix — o #
=quantities, due dates parameterization
logistic production data
21 controlling [~ actual acquisition
production machine data [©
program acquisition
[ 222: [ Z (items, quantities, [¢
due dates) \-
/ disturbances - W-

Figure 2.11 Closed loop of production planning and control (Wiendahl 1997a; Ludwig 1995;
Schuh 2006)

PPC-controlling is one of the cross-sectional functions in the Aachen PPC model
(see Section 2.2.1) and has shown according to Schuh (2006) in theory (Breithaupt
2001; Windt 2001; Ludwig 1995) and practice (Schneider 2002; Breithaupt 2000b;

' Parts of this section have been published in similar form in (Knollmann 2013a; Knollmann 2014b)
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Westkémper 1998) that its implementation significantly increases logistic target
achievement. Moreover, the model suggests that PPC is a classical control problem
and can be modeled using control theory. Hence, various models were developed in
recent years to analyze and control dynamic manufacturing systems (see, e.g.,
(Petermann 1996; Duffie 1996; Wiendahl 1997b; Wiendahl 2000; Breithaupt 2000b;
Deif 2006; Duffie 2002; Ratering 2003; Duffie 2009; Nyhuis 2009a; Duffie 2010; Jeken
2012) and (Duffie 2014) for a review on control theoretical modeling of PPC).

The analogy between control theory and PPC can also be shown by the
similarities between the positive feedback loop of control theory and the LTS of
manufacturing control. As shown in Figure 2.11 feedback is frequently used in
modern engineering practice because it allows reliable and precise controlling of the
system output (Nagrath 2006). However, the dynamic behavior of complex systems
often emerges due to feedback. Figure 2.12 shows a simple feedback loop in which
system gain and feedback are static, constant gains, and a fraction of the output
value is fed back to the input value, which means that the output value influences
itself (Graf 1999). The feedback loop is called positive if the output value is bigger
than it would have been without feedback and mnegative if the output is smaller
(Graf 1999). The resulting output of the feedback loop shown in Figure 2.12 is
calculated according to Equation 2.5 (Nagrath 2006). Without the fraction of the
output that is fed back (feedback=0), the output value is calculated according to
Equation 2.6.

system gain

output = - nput

1-system gain - feedback
Equation 2.5
output = system gain -input

Equation 2.6

These equations show that the resulting output is amplified more than without
the feedback fraction, if the value of the denominator in Equation 2.5 is between
zero and one (Chattopadhyay 2006). The closer the term system gain < feedback
approaches unity, the smaller is the denominator. Hence, the positive feedback loop
gain would increase (Jagacinski 2003). Moreover, when system gain and feedback
are dynamic (described by differential equations), even small perturbations can lead
to unstable behavior in a positive feedback loop. The amplification of the input
signal increases exponentially or it oscillates, which depends on the phase shift or
the delay of the feedback signal relative to the output (Nagrath 2006). It can be
concluded that under the right circumstances positive feedback is possible in
systems in which the output signal is fed back to the input signal (Zeigler 2000;
Chattopadhyay 2006).
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feedback

Figure 2.12 Basic feedback loop (Jagacinski 2003; Zeigler 2000)

A common real life example of positive feedback is shown in Figure 2.13. In this
simplified model a sound system amplifies the signal of a microphone. If the
microphone receives the output signal of the speakers, the signal amplifies itself.
This can lead to the well-known deafening sound of audio feedback. In this positive
feedback loop the volume increases exponentially until the maximum output power
of the amplifier has been reached (Davis 2006).

)

A

volume

timg

amplifier

Figure 2.13 Sound system as an example of positive feedback

The described situation of positive feedback has strong similarities to the chain of
reactions in the LTS described in Figure 1.1 (Section 1.1). If order release (input)
changes due to measures that aim to improve the process due date reliability, the
short-term parameter changes in the manufacturing process may trigger the LTS
interactions. Thus, the resulting due date reliability (output) strongly depends on
the interaction of the manufacturing process and the LTS interactions. Planners
observe a decrease in due date reliability due to the short-term amplification and
estimate that order release dates have to be changed again by adjusting planned
lead times. Therefore, if the LTS interactions are triggered, a positive feedback loop
that leads to a lower due date reliability is likely to occur. More specifically, positive
feedback occurs because the increased and more variable workload at the work
centers of the manufacturing process results in a longer lead time, which triggers
earlier order releases and finally leads to an even more increased workload.

The analogies between the LTS and positive feedback as well as PPC and control
theory suggest that control theory is a suitable method to confirm and evaluate the
LTS interactions. Therefore, Chapter 4 presents a control theoretic investigation of
LTS interactions for varying input fluctuations, frequencies and delays of planned
lead time adjustments, and decreased magnitudes of planned lead time adjustments.
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2.3 Previous Research on the Lead Time Syndrome

The phenomenon of the LTS that was presented in Section 1.1 was firstly
described in 1977 (Mather 1977). Only much later a first investigation of the LTS
interactions by means of queuing theory was carried out by Selguk et al. (2006;
2007; 2009), which is presented in Section 2.3.1. Based on these formal studies
Fischer, Fransoo, and Moscoso (Fischer 2006; Moscoso 2010; Moscoso 2011) carried
out empirical studies of the LTS and planning instabilities in general, which are
presented in Section 2.3.2.

2.3.1 Investigation of the Lead Time Syndrome by means of Queuing
Theory

The first serious discussions and investigation of particular L'TS issues emerged in
the research of Selguk et al. (2006). Their research initially investigated the
influence of the update frequency (how often planned lead times are changed) on the
performance of hierarchical planning systems. The discrete event simulation study of
a two-stage production system provided experimental evidence of the existence of
the LTS in a push production system (Selguk 2006).

Using queuing theory an exact analytical model (two-dimensional Markov
process) was developed in further research on the LTS (Selguk 2009). They found
that the LTS increases the process variability and leads to a higher WIP level, thus
also to increasing lead times. In this context, Selguk (2007) argued that the attempt
of planners to close the gap between planned and actual lead times by frequent
planned lead time adjustments would lead to unstable order release patterns. The
author also concluded that the planned lead time variability increases if updates are
more frequent and that possible overreactions, which could be triggered due to
short-term WIP fluctuations, are smoothed if the frequency is decreased (Selguk
2007). Thus, they stated that a lower frequency would decrease the lead time
variability and hence decrease the impact of the LTS (Selguk 2009).

However, this research approach was not able to determine a proper update
frequency that would lead to the maximum achievable performance while avoiding
the LTS, as the impact of the update frequency on the resulting due date
performance was not part of the research. Also, the time delay between calculating
an adjustment and measuring changed system states was not included in these
analytical models, although Deif et al. found that the responsiveness of a system is
inversely proportional to information delay (Deif 2006). For a holistic investigation
of the LTS, this research approach requires inclusion of the delay component (see
Section 3.3.2) and the development of a model for measuring the impact of planned
lead time adjustments on the resulting due date performance (see Section 3.1.1).

2.3.2 The Lead Time Syndrome as a Special Case of the Planning Bullwhip

Moscoso et al. (2011) extended the research results of Selguk et al. (2006; 2007;
2009) presented in the previous section by using a more general approach to study
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planning instabilities (Fischer 2006; Moscoso 2010; Moscoso 2011). Their empirical
study introduced the term ‘planning bullwhip’ that subsumes any kind of planning
instabilities that are generated primarily by planning policies and internal actions
such as adjustments of plan values. According to their definition the LTS is a
special case of the planning bullwhip (namely the ‘vertical bullwhip’), as it is a
result of planning instabilities. They assumed that in the hierarchical planning
structures of companies, dynamics are generated by the discrete decisions that are
made at each planning level simultaneously, which could deviate from optimal
operations, thus causing instabilities. An essential reason for such deficiencies is
because of the overreaction of higher planning levels, which tend to constantly
change plan parameters to balance out observed deviations on the shop-floor level.
In addition, a poor data quality that does not reflect current system states is a
potential reason for overreactions. These overreactions of planners can initiate even
more deviations, thus leading to a vicious circle causing the ‘planning bullwhip’ as
depicted in Figure 2.14 (Moscoso 2011).

planning S~
1 planner;
3 human
scheduling interaction
| f e
top-down origination m- rigination
p g bottom-up originatio e
planning overreacts to shop-floor is not

deviations in shop-floor able to fulfill
lead times; the more it tries the plan lead times; IT system should reflect
to correct them, the more it tries to adjust, actual situation of shop-
tho worse the results the worsen the results .
floor; however often
l proIif‘eration accuracy is low, giving a
I wrong “image” to planning,
} =  planning structure strengthening overreaction
shop-floor —) planning frequency :
Figure 2.14 Mechanisms underlying origination of planning instabilities (based on (Moscoso
2011))

As a main research outcome, a holistic framework was presented to address root
causes of the planning bullwhip (Moscoso 2011). This general framework includes
the detection of planning system attributes that possibly can be associated with the
emergence of the planning bullwhip. They include, e.g., the number of hierarchies,
the planning frequency and the data quality. Moscoso et al. (2011) initially brought
together the research on planning instabilities (such as the LTS) and human
behavior (such as overreaction). However, their studies did not include a more
detailed investigation of human behavior (see Section 7.5); rather their studies
remained on a meta-level of human reactions under uncertainty. This also influenced
the presented holistic framework to address the planning bullwhip, as it did not
include a quantification of resulting impacts or a validation of the attributes.
Nevertheless, with the L'TS as a special case of the planning bullwhip, their research
shows that the investigation of the LTS not only includes a quantification of the
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chain reaction after planned lead time adjustments, but also to develop a
methodology that supports planners in the process of decision-making. Therefore,
the development of a roadmap in Chapter 6 includes the development of a
methodology that answers the questions of when, how often, and on which value to
adjust planned lead times. Thus, if it is appropriate to adjust planned lead times
(see Section 6.1) and if so, at which time intervals (i.e., suitable update frequency)
(see Section 6.2) and on which value they should be adjusted (see Section 6.3).

2.4 Research Gap

Although the phenomenon of the LTS was first described in 1977 (Mather 1977)
and the occurrence of LTS effects is still just as valid now as it was back then (see
Section 1.1 and Section 2.2.1), the cause-and-effect relationships in the LTS still
have not been sufficiently investigated (see Section 2.3). Instead, several researchers
used the line of argumentation of the LTS to develop measures to overcome selected
negative LTS interactions, instead of studying the syndromes interactions
themselves. For example Wight described the effect of the ‘phoney backlog’ as a
trigger of the LTS (Wight 1984). When customers are forced by a backlog of the
manufacturer to order earlier, the lead times increase, thus triggering the LTS. As a
measure to avoid the phoney backlog, Wight introduced the MRP II concept, which
was presented in Section 2.2.1. In a similar manner, other concepts were introduced
to prevent LTS drawbacks. Some examples are logistic positioning using Logistic
Operating Curves (see Section 2.1.3) (Nyhuis 2006; Nyhuis 2009b), workload control
(Breithaupt 2002; Thiirer 2011), input/output control (Tatsiopoulos 1983; Fry
1987), techniques of assembly controlling (Wiendahl 1997a; Lodding 2011),
decoupling (Wikner 2005; Skipworth 2006), capacity control and flexibility
(Breithaupt 2000a; Begemann 2005; Wiendahl 2005), and controlling instead of
forecasting lead times (Tatsiopoulos 1983; Plossl 1988; Kingsman 1989).

Section 2.3.1 shows that previous research on the LTS did not consider the time
delay between calculating an adjustment and measuring changed system states. This
time delay corresponds to the phase shift of a feedback signal that determines
whether positive feedback — and thus the LTS — occurs (see Section 2.2.3).
Moreover, the impact of planned lead time adjustments and the influence of the
update frequency on the resulting due date performance has not been part of
previous research. The lack of knowledge of production planners about the
relationships between the logistic targets leads to the LTS of manufacturing control,
because they tend to set planned lead times that are too long and to adjust them
too often in terms of the given system states. However, Section 2.2.2 and Section
2.3.2 show that in terms of the LTS it is still an open question in theory and in
practice how to set suitable planned lead times and how often they should be
adjusted. Thus, the investigation of the LTS not only needs to include a
quantification of the chain reaction after planned lead time adjustments, but also to
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derive a methodology to avoid the LTS in practice by supporting planners in the
process of decision-making.

Thus, the first part of this thesis (Chapter 3 — Chapter 5) aims at the validation
of the LTS line of argumentation and the derivation of strategies to avoid or
dampen the LTS. Therefore, Chapter 3 presents a mathematical modeling of the
LTS interactions to determine the main triggers. These interactions are validated in
Chapter 4 using a control theoretic model of the LTS and transferred into strategies
to avoid or dampen the LTS. Finally, Chapter 5 presents the results of a case study
to evaluate and confirm the derived propositions.

The second part of this thesis (Chapter 6) aims at developing a roadmap of
strategies to avoid the LTS in practice. Therefore, Chapter 6 presents methodologies
to answer the questions of when, how often, and on which value should planned lead
times be adjusted. These methodologies are finally transferred into a merged
roadmap.
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3 Mathematical Investigation of Lead Time Syndrome
Interactions and Derivation of Impacts on Due Date
Reliability**

As shown in Section 2.4, several authors used the LTS line of argumentation to
investigate different production planning and scheduling techniques as well as to
improve due date reliability. The LTS itself was not part of these investigations.
The apparently logical steps in the vicious cycle of the LTS were neither validated
nor quantified yet, as shown in Section 2.3. However, the formal description of the
above-mentioned logistic targets has made progress in recent years. This offers the
opportunity to investigate the L'TS using mathematical equations that are based on
the Logistic Operating Curve theory (see Section 2.1.3). Thus, the aim of this
chapter is modeling of the underlying LTS effects, to validate the LTS line of
argumentation and to quantify the impact of the LTS on the logistic target
achievement on the one hand and to reveal the main triggers of the LTS on the
other. This approach finally enables the derivation of propositions that sum up the
main L'TS characteristics.

First, the LTS line of argumentation will be derived mathematically in Section
3.1. Using logistic functions, a quantification of the planned lead time adjustment
effects will be derived for the first time. These functions as well as the L'TS itself are
subject to statistical and model based assumptions, which will also be discussed and
validated. The presented derivation provides a detailed analysis of underlying
variable interactions and enables a targeted investigation of LTS triggers in the
subsequent sections. Section 3.2 is concerned with the question how to measure the
impact of the LTS on logistic target achievement. Due date reliability will be
presented as a suitable performance indicator of the obtained system performance,
thus providing an indicator for the impact of possible LTS drawbacks. Section 3.3
outlines environmental conditions that are likely to result in emergence of the L'TS.
With due date reliability as the performance indicator and indicator of LTS
impacts, this section focuses on reasons for a decreasing due date reliability, as well
as on reasons for an increasing lead time standard deviation and the impact of the
time period after planned lead time adjustments until the system reaches a steady
state again. The results and insights from this chapter are finally summarized in
Section 3.4.

"' Parts of this chapter have been published in similar form in (Knollmann 2013a; Knollmann 2013b;

Knollmann 2013c¢; Knollmann 2014b).
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3.1 Mathematical Modeling of the Lead Time Syndrome

According to the LTS line of argumentation by Mather and Plossl, the
adjustment of planned lead times in a production system affects work center loads,
queues, lead times, and finally the due date reliability (Mather 1977). Yet there has
been no research on the quantification of the planned lead time adjustment on the
resulting due date reliability as well as on the validation of the underlying
assumptions.

Therefore, a model to validate the logic behind the LTS and to anticipate the
resulting due date reliability has been developed. The combination of a calculated
due date reliability with a derivation of the L'TS through logistic equations enables a
quantification of impacts on the logistic target values. These consequences of
planned lead time adjustments are described below, following the steps of the LTS.
According to Figure 3.1, this section starts with the derivation of an equation that
enables the calculation of the actual due date reliability. The small figures at the
beginning of the following sections depict which element of the L'TS is investigated.

DR:
| | > duedatesare ——
missed ‘
. . lanners
At At eeaction
actual lead times get  actual lead times get '
longer more erratic production
1 1 system Aty
| planned lead times
are increased
AR: LA orders are |
<«— work center loads <+— .
queues get longer ; released earlier
are increased
A change of state R Range WIP work in process DR due date reliability
p planned m mean sd  standard deviation tI  lead time

Figure 3.1 Steps of the Lead Time Syndrome (based on (Mather 1977; Wiendahl 1997a))

- —

3.1.1 Initial Situation: Due Dates are Missed Aty Al At

The fundamental idea in the LTS argumentation is AR <+ AWP + Release+—]
that initially production planners or other persons in charge observe a non-satisfying
due date reliability. As defined in Section 2.1.2, due date reliability quantifies the
ability of a worksystem or a complete production systems to meet agreed due dates.
As the planners’ aim to maintain high due date reliability, it is a crucial parameter
in the LTS. This leads to the following question: How to measure due date
reliability? Equation 3.1 (introduced in Section 2.1.2) defines due date reliability as
a function of lateness, which is defined as the difference between actual and planned
lead times (Lodding 2013; Yu 2001):
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__number of orders with Low < L <Up 100

DR
total number of orders
Equation 3.1
DR due date reliability [%)]
L lateness [SCD]
Low/Up lower /upper limit of due date tolerance [SCD]

For the investigation of the L'TS this equation is insufficient due to the following
shortcomings: (1) it is a past-oriented calculation, which requires a given set of
manufacturing data. (2) no information is given about the underlying lateness
distribution and (3) a quantifiable, equation-based link to changes of planned or
actual lead times is impossible. Hence, an approach to quantify and anticipate the
resulting due date reliability will be derived next.

To estimate or forecast the resulting due date reliability when planned or actual
lead times are shifting initially a suitable due date reliability function has to be
defined that relates it to planning parameters and system performance figures.
Figure 3.2 shows a histogram of an exemplary lateness distribution, which seems to
be normally distributed. Including a normal probability density function of lateness,
the probability of each realization of lateness to fall in certain ranges is represented.
Thus, in a simplified model, the distribution of lateness can be assumed to be a
Gaussian distribution (see also central limit theorem (Hoang Pham 2006; Kozak
2008)). According to the cumulative distribution function formula of the Normal
distribution (Hoang Pham 2006), due date reliability can be calculated as a function
of the mean and standard deviation of lateness (Equation 3.2). The integration
interval is defined by the upper and lower limit of the tolerance period, framing the
share of orders that are considered to be on time.

1
f upper due date tolerance 3

z—L
m

Ly

D e dz

z=lower due date tolerance

1
R—— —
L, 2r

Equation 3.2

m mean
sd standard deviation
A A
— tolerance period
= ~ ‘ z
n
S c
c | early tardy @)
> >
=3 £
2 3
©
() o)
= o
© a
©
—
n > |ateness [periods]
m

Figure 3.2 Due date reliability as a normal probability density function of lateness
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This assumption has to be validated. Whether a sample of values is normally
distributed is commonly tested by graphical methods, numerical methods, or formal
normality tests (Razali 2011). Graphical methods such as histograms or Q-Q-Plots
can easily be misinterpreted and are not sufficient to prove that the normal
distribution assumption holds (Razali 2011). However, as shown in Figure 3.2 they
are suitable to give a first impression. Numerical methods such as skewness (degree
of symmetry) or kurtosis (degree of flatness) are able to describe the shape of a
distribution. A standard normal distribution has a skewness of zero and a kurtosis of
three (Park 2008). The skewness is positive for left shifted distributions with a
longer right tail and the kurtosis is lower than three if the distribution is flatter
than a normal distribution. According to Razali and Wah (Razali 2011), the most
powerful normality test is the Shapiro-Wilk test (Shapiro 1968), followed by the
Anderson-Darling test (Anderson 1954). Both tests calculate a p-value that is
suggested to be greater than the critical alpha level of a>5%. For p>a, the null
hypothesis can be accepted, thus it can be assumed that the dataset is normally
distributed. To test whether it can be accepted that the lateness of orders is
normally distributed, a set of manufacturing system feedback data was tested with
the described numerical methods and the two formal normality tests. The resulting
values of these randomly chosen cases' are listed in Table 3.1.

Table 3.1. Validation of the normal distribution assumption of lateness.
A,B,C: Manufacturing process feedback data of a steel manufacturer.

D.E: Feedback data of a manufacturing company in the process industry.

Test/Calculation|Skewness| Kurtosis | Shapiro- |Anderson| Measured Calculated
Wilk test | Darling (actual) (anticipated)
(p-value) test due date reli- | due date reli-
(p-value) |ability (acc. to|ability (acc. to
System Equation 3.1) | Equation 3.2)
A: Manufacturing
Shioeis Lk 0,28 3.06 0,42 0,13 49% 45%
multiple work
stations
B: Bottleneck work
Sl OULE i 260 | 0,31 0,08 51% 51%
manufacturing
process of A
C: Single work
station out of the o 0
X -0,06 2.56 0,10 0,14 91% 81%
manufacturing
process of A
D: Work station 246| 0,40 2.98 0,15 0,06 68% 71%
E: Work station 71 0,28 3.27 0,28 0,14 79% 81%

12

The chosen example cases are able to confirm or rather accept the assumption of a normal

distribution. However, due to the limited number of cases, this approach is not able to prove the

assumption (see Section 7.2).
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For the randomly chosen manufacturing systems all tests result in values that
confirm the assumption of a normal distribution. Small deviations from the above
stated expectations, e.g., the positive skewness of four out of five cases can be
explained by the fact, that negative lateness is naturally limited by the planned lead
time (L,,;,=-tl, with t[,=0 SCD), whereas the maximum positive lateness is
theoretically infinite. However, the goodness of fit can also be seen by comparing the
actual measured due date reliability with the anticipated due date reliability based
on the normal distribution function of lateness. Nevertheless, this assumption does
not hold for all cases. If no planning or controlling is performed, situations may arise
in which lateness is not normally distributed (see also case study results in Figure
5.4 of Section 5.2). Concluding, Equation 3.2 provides a suitable anticipation of the

resulting due date reliability.

With a planned lead time adjustment in the second step of the LTS, both mean
and standard deviation of lateness have to be expressed as functions of lead time to
derive an expression of due date reliability as a function of lead times. The actual
mean and standard deviation of lateness can be calculated ex post for the last j
periods:

1 1% .
L.,= ;Zz:k—(j—l)l/i - ;Zi—k(jl)[tli - tlz'p}
Equation 3.3

Lsd,k = \/L Zf:k—(j—l)(Li - Lm«,k)g

j—1
Equation 3.4

tl actual lead time

k current period

J period of investigation
a actual

D planned

However, the logistic operating curve theory by Nyhuis and Wiendahl is only
valid for a manufacturing system in a stable, steady