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Zusammenfassung

Die vorliegende Arbeit beschreibt ein robotisches Assistenzsystem für die transkranielle Mag-
netstimulation (TMS) und dessen speziellen Einsatz zur Darstellung funktioneller Areale im
Gehirn. Das System beruht auf einem seriellen 6-Gelenk-Roboter zur Positionierung einer
TMS-Spule und einem optischen Lageverfolgungssystem zur Bestimmung der Position des
Kopfes des Patienten. Es zeichnet sich dadurch aus, dass es eine Nachführung der Spule
bei Bewegungen des Kopfes ermöglicht und somit auf eine Fixierung des Patienten ohne
Genauigkeitseinbuÿen verzichtet werden kann. Der vorgestellte Algorithmus zur Darstel-
lung funktioneller Areale verwendet die Muskelantworten des Patienten für Stimulationen
an verschiedenen Positionen am Kopf, die Orte der Stimulation und ein Modell des elek-
trischen Feldes der Spule, um mit Hilfe statistischer Verfahren den Punkt der höchsten
Wahrscheinlichkeit für die kortikale Repräsentation des Muskels zu berechnen.

In heutigen TMS-Behandlungen wird die Spule nach wie vor vom Arzt per Hand am Kopf
positioniert und möglichst genau über dem Stimulationsgebiet gehalten. Alternativ wird
der Kopf des Patienten �xiert und die Spule in einen Spulenhalter geklemmt. Mit Hilfe von
Neuronavigationsmethoden gelingt es recht gut, die Spule so über einem vorbestimmten Ziel-
gebiet zu positionieren. Wird die Spule von Hand gehalten, besteht jedoch die Schwierigkeit,
die Genauigkeit über einen langen Zeitraum, zum Beispiel 30 Minuten für eine Tinnitus-
Behandlung, aufrecht zu halten. Wird eine Genauigkeit von wenigen Millimetern in der
Position und wenigen Grad in der Orientierung der Spule gefordert, so ist eine rigide Fix-
ierung des Patienten bisher unvermeidbar. Dies führt zu einem erheblichen Komfortverlust
für den Patienten und durch die damit verbundene Anspannung und Erregung zu einer
veränderten Wirkung der TMS.

Das in dieser Arbeit vorgestellte roboterbasierte System löst dieses Problem. Durch perma-
nente Lageverfolgung des Kopfes ist die Zielposition zu jedem Zeitpunkt bekannt. In einem
zweistu�gen Verfahren wird zunächst die Spule durch den Roboter an den gewünschten
Zielpunkt gebracht. Sobald dieser erreicht ist, wird ein Modul zur Bewegungskompensa-
tion aktiviert, welches Änderungen in der Lage des Stimulationspunktes durch geeignete
Roboteransteuerung ausgleicht.

Die hohe Positioniergenauigkeit von einem Millimeter und der schnelle Bewegungsausgleich
mit einer Latenz von 100 Millisekunden sind jedoch nicht die einzigen Vorzüge des TMS-
Robotersystems: Das System erlaubt es auÿerdem, Stimulationspunkte gezielt wieder anzu-
fahren und somit TMS-Behandlungen zu wiederholen. Weiterhin ist es möglich, Stimulation-
spunkte im Voraus zu de�nieren und automatisiert anzufahren. Dies trennt die Behandlungs-
planung, welche hohes medizinisches Wissen verlangt, von der Durchführung der Behandlung
und kann somit auf längere Sicht zu mehr Personale�zienz und Kosteneinsparungen führen.
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Zusammenfassung

Aus theoretischer Sicht treten bei der Umsetzung des Systems zwei Probleme auf. Zum
einen kann eine Zielstellung der Spule durch verschiedene Gelenkstellungen des Roboters
realisiert werden, so dass eine Auswahl zwischen diesen so genannten Kon�gurationsmodi
nötig ist. Zum anderen muss zur Positionierung eine sichere und realisierbare Trajektorie
gefunden werden, die die Spule von der aktuellen Position in die Zielposition überführt.

Das erste Problem, die Wahl des Kon�gurationsmodus des Roboters für eine gegebene Stel-
lung der Spule, wird mit Hilfe einer Metrik im sechsdimensionalen Gelenkraum des Roboters
gelöst. Mittels Rückwärtsrechnung werden alle möglichen Gelenkstellungen des Roboters
berechnet und diejenige ausgewählt, welche bezüglich der Metrik am dichtesten an der Mo-
mentanstellung des Roboters liegt.

Das zweite Problem der Bahnplanung kann auf Grund seiner theoretischen Komplexität nur
heuristisch gelöst werden. Der in dieser Arbeit vorgestellte Ansatz kombiniert eine einfache
Bahn für den Spulenmittelpunkt mit einer optimierten Rotation der Spule entlang dieser
Bahn. Die einfache Trajektorie des Spulenmittelpunktes stellt sicher, dass es niemals zu einer
Kollision zwischen Spule und Kopf kommen kann. Die optimierte Orientierungsänderung
der Spule ermöglicht es, für eine Vielzahl von Start- und Zielpunkten am Kopf eine für
den Roboter realisierbare Trajektorie zu �nden und dabei die Spule schnell und ohne groÿe
Schwenkbewegungen zum Zielpunkt zu führen. Die Optimierung bezieht sich hierbei auf
eine diskrete Anzahl von Kippwinkeln der Spule entlang der Bahn sowie die verschiedenen
Robotermodi zur Realisierung der Stellungen der Spule. Das Optimierungskriterium ist
die maximale Orientierungsänderung der Spule von einer Stützstelle der Trajektorie zur
nächsten.

Das vorgestellte Robotersystem vereinfacht und präzisiert die Erhebung von Stimulations-
daten zur Darstellung funktioneller kortikaler Areale. Durch den Ausgleich der Kopfbewe-
gungen des Patienten können die evozierten Muskelpotentiale für die Stimulation an einem
Punkt sinnvoll gemittelt und dem Stimulationspunkt zugeordnet werden. Ziel ist es nun,
aus einer Anzahl von 10 bis 40 solcher Paare aus Stimulationsort und Muskelantwort den
kortikalen Repräsentationspunkt des gemessenen Muskels zu berechnen.

Die bisher in der Fachliteratur publizierten Methoden ermitteln die kortikale Repräsentation
meist durch Berechnung des mit der Stimulationsantwort gewichteten Mittels der Stimula-
tionspunkte und anschlieÿender Projektion des Schwerpunktes auf den Kortex. Dies ignoriert
jedoch vollständig die Geometrie des von der Spule erzeugten elektrischen Feldes und kann
daher nur für eine Teilklasse von TMS-Spulen, so genannte Achtspulen, angewendet wer-
den. Die erzielten Genauigkeiten in der Lokalisation der kortikalen Repräsentation liegen
im Bereich von einem Zentimeter. Einzig eine Publikation von Thielscher und Kammer
beschreibt einen Algorithmus, der die individuelle Spulen- und Feldform in die Berechnung
einbezieht. Jedoch erfordert das Verfahren ein spezielles und zeitaufwändiges Protokoll und
ist in seiner Genauigkeit bisher nicht evaluiert.

In dieser Arbeit wird ein neuer Algorithmus zur Berechnung der kortikalen Repräsenta-
tion vorgestellt. Der Algorithmus beruht auf einem vereinfachten biophysikalischen Modell
der Stimulation, welches eine monoton wachsende funktionelle Abhängigkeit der Muskelant-
worten von der elektrischen Feldstärke am Repräsentationspunkt beinhaltet. Daher wird für
die zur Stimulation verwendete Spule die Feldverteilung berechnet oder gemessen und mit
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Zusammenfassung

den Stimulationspunkten kombiniert, um so für jeden Punkt des Kortex und jeden Stimu-
lationsort eine angenäherte Feldstärke zu ermitteln. Für jeden Punkt des Kortex wird dann
mittels eines statistischen Tests die Wahrscheinlichkeit eines funktionellen oder monotonen
Zusammenhangs zwischen diesen Feldstärken und den Muskelantworten bestimmt.

Anhand von insgesamt 52 Stimulationsdatensätzen von sieben Probanden wurden verschie-
dene statistische Tests zur Evaluation des in den Wertepaaren von Feldstärken und Muske-
lantworten repräsentierten funktionellen oder monotonen Zusammenhangs getestet. Es
zeigte sich, dass der Kendallsche Rankkoe�zient τ eine geeignete Statistik für das vor-
liegende Problem ist. Die Auswertung der Daten mit dieser Statistik ergibt ein klares
Wahrscheinlichkeitsmaximum, welches für die Stimulation mit Achtspulen mit alternativen
Lokalisierungen mittels funktioneller Magnetresonanztomogra�e und direkter elektrischer
Stimulation während eines operativen Eingri�s übereinstimmt.

Weiterhin ermöglicht der hier vorgestellte Algorithmus das erste Mal die funktionelle Lo-
kalisierung auch für andere Spulentypen als Achtspulen. Die Arbeit demonstriert dies am
Beispiel einer Rundspule, welche im Gegensatz zur Achtspule keine fokussierte Feldverteilung
aufweist. Die berechneten Repräsentationspunkte für die Stimulation mit der Rundspule er-
reichen zwar im Vergleich mit funktioneller Magnetresonanztomogra�e nicht die Genauigkeit
der Lokalisation mit Achtspulen, liegen aber mit einer Di�erenz von einem Zentimeter im
Bereich der in der Literatur berichteten Genauigkeit der konventionellen Verfahren für Acht-
spulen.

Das vorgestellte Verfahren hat im Vergleich zu bestehenden Algorithmen aus der Liter-
atur den Vorteil, dass mehrere Muskelrepräsentationen parallel mit hoher Genauigkeit in
kurzer Zeit lokalisiert werden können. Dies ermöglicht insbesondere den Einsatz für die
präoperative Planung von Tumorresektionen im Bereich des motorischen Kortex. So kon-
nte durch den Einsatz des Robotersystems und des beschriebenen Lokalisationsalgorith-
mus für zwei Patienten eine klare Abgrenzung des funktionellen Handareals gegenüber Tu-
morgewebe gezeigt werden. Dieser Befund wurde in der darauf folgenden Operation zur
Resektion des Tumors durch elektrische Stimulation am Hirn bestätigt. Die postoperative
vollständige Beweglichkeit der Hand zeigte dann direkt die Korrektheit der Vorhersage der
TMS-Handlokalisierung auÿerhalb des Tumorgewebes.
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Abstract

To overcome the problems of conventional image guided transcranial magnetic stimulation
(TMS), we developed a robotic system to place the coil at a target position and to keep
it in place even if the head of the patient moves. The system is able to position the coil
tangentially at any point on the head with any prede�ned rotation about the coil's vertical
axis. Motions of the head are detected using a tracking system and compensated by steering
the robot to the updated target position.

The introduction of a robot for TMS coil positioning does not only solve the problems of ex-
act targeting and motion compensation, it also enables a number of novel features: Firstly, it
allows for precise continuation of the stimulation in consecutive sessions. Secondly, it makes
it simple to stimulate in a prede�ned grid pattern. Thirdly, it separates treatment planning
from treatment execution as it is known from radiotherapy and radiosurgery. Finally, it
might o�er new possibilities of treatment, e.g. by controlled coil movement over the scalp
during repetitive stimulation.

The system's main components are a serial robot arm with six joints and a marker-based
optical tracking system. Both devices are linked by a control computer, which converts the
target coordinates from the medical image data into real world coordinates and commands
robot joint settings to place the TMS coil there. Hereby, real-time tracking data from the
camera system is used to determine the current position of the head.

Two major challenges had to be overcome for robot aided TMS. Firstly, we developed a new
way to deal with robot redundancy, i.e. an algorithm how to chose a con�guration from the
set of possible joint settings encoding the same pose of the TMS coil. When we command
the robot to a new position, we �rst calculate all possible target joint settings and choose
the one closest to the actual joint setting according to the Euclidean metric in joint space.

The second challenge was to de�ne a safe, robust, and fast heuristic for the trajectory from
the actual position to the target position for the coil. Our solution is to combine a foolproof
trajectory for the centre of the coil � namely a circular motion with some distance from the
head from the start to the target spot � with an optimised orientation change along the way.
The resulting heuristic is safe, because of the simple trajectory of the coil's centre. It is also
robust, because the freedom in orientation allows to �nd a realisable coil path for most of
the start and target points around the head. The heuristic can be implemented in a fast
way; it usually needs about 100ms to compute a trajectory.

Evaluation of the system yielded a mean accuracy of the system of about 1mm. The
motion compensation module was evaluated to work with a latency of about 100ms, i.e. it
takes about 0.1 seconds before the robot starts to compensate for a head movement. Our
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experiments with 20 subjects show that these data allow for successful stimulation in the
areas of tinnitus treatment, treatment of chronic pain, and motor cortex mapping.

One major application of our robot aided TMS system has been the precise localisation
of cortical representations of muscles. The use of the robot for the procedure has two
advantages compared to manual (image guided) TMS: it makes it easy to de�ne and approach
target points, e.g. along a grid-like pattern, and it keeps the TMS coil at the target position,
even if the head moves, so that several MEPs can be averaged. The second point is of
special importance as TMS evoked MEPs have been shown to possess great variability.
Thus, averaging strongly improves the mapping results.

We approach the problem of motor cortex mapping from a biophysical point of view. Our
model assumes a monotonic functional relationship between the electric �eld strength at a
cortical representation of a muscle and its MEP. Thus, we �nd the cortical representation
by identifying the point on the cortex where such a relationship is most likely given the
experimental data. In detail, for a point p on the cortex we approximate the electric �eld
strength Ep for each stimulation point (coil position) i. We then estimate the likelihood of
a monotonic functional relationship by looking at the list of pairs (Ep(i),MEP (i)).

We show in this thesis that if we use Kendall's τ as an estimator for the monotonic relation-
ship, we get a clear maximum site for the cortical representation. Furthermore, applied to a
mapping with a �gure-of-eight coil the predicted representation agrees with data from fMRI
within the resolution of the fMRI data (4mm). For the �rst time, our method allows map-
ping with non-focal coils like circular coils. Even though the data obtained with a circular
coil yield a mapping with a noticeable distance from the fMRI maximum (about 1 cm), we
still match the accuracy results for �gure-of-eight coils from the literature here.

Our technique for motor cortex mapping was used in a trial study on six patients with tumors
in the central region. For such a lesion, mapping with metabolic based technologies like
fMRI or PET often fails to identify the cortical representation of muscles, because the high
metabolism of the tumor covers the signal from the motor area. As the neuronal excitation
by TMS is not in�uenced by the vicinity of tumor tissue, TMS allows a mapping also in these
cases. In the pilot study, we were able to clearly map the cortical representation of up to
four hand muscles for the left and the right hand for all patients. All maps gave localisations
which were in accordance with anatomical data. For two patients, a comparison with direct
electrical stimulation during surgery was possible and con�rmed the TMS mapping results.
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1. Introduction

Transcranial magnetic stimulation (TMS) is a method for stimulating the brain non-inva-
sively and painlessly. Developed by Barker, Jalinous, and Freeston [8], it is based on the
principle of electromagnetic induction. A strong current is driven through a coil in a short
period of time. The rapid change of current creates a changing magnetic �eld around the
coil. The �eld penetrates the skull nearly without loss and induces a current in the brain,
exciting neurons there [123]. Thus, parts of the brain close to the coil can be stimulated,
resulting for example in an excitation of the motor cortex and subsequent muscle twitching
in related limps [12]. A schematic view of the principles of TMS is given in Figure 1.1.

1.1. Purpose of this work

To date, TMS has only limited clinical relevance. Although it has been shown bene�cial in
the treatment of neurological and neurophysiological disorders such as depression, stroke,
tinnitus or epilepsy, big inter-individual treatment outcomes hindered the routinely use of
TMS so far. Furthermore, the positive e�ects of TMS do not yet exceed the results of
conventional therapies (medication, behaviour therapy, physical training).

A main reason for the unsatisfactory treatment results so far seems to be the limited un-
derstanding of the neuronal and cognitive e�ects of TMS. Therefore, much research e�ort
is directed towards better models of the e�ects of TMS on the brain.

Key elements in the derivation of new and better models of TMS e�ects on the brain are
reliable experimental data. Conventionally, TMS is applied manually to the head (Figure
1.2.A). The investigator holds the coil to a position she / he deems suitable for stimulation
and releases the pulse. If the motor area is stimulated, the investigator gets an immediate
feedback in form of muscle twitches of the patient. The response is often used to re�ne the
coil position until the target muscle responds strongest. For other areas of the brain, there
is no such direct feedback. Therefore, the coil is often placed according to a standardised
atlas, e.g. using the 10-20 EEG system [55].

The state-of-the-art for exact targeting with TMS is to use image guidance technology known
from neurosurgery [48], Figure 1.2.B. Hereby, the TMS coil and the head are tracked using
a set of arti�cial markers attached to the head and to the coil. Registering the head to
medical image data (MRI, fMRI, CT, PET, etc.) allows to visualise the coil's position with
respect to the anatomical or functional data and so to target the desired region.1

1MRI stands for magnetic resonance imaging, CT for computed tomography.
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1. Introduction

Figure 1.1.: Principles of transcranial magnetic stimulation. The changing currents in the coil create
a changing magnetic �eld (upper left). The �eld passes through the skull and induces an electric
�eld in the brain (upper right). The electric �eld leads to a local depolarisation of axons (lower
right). If the �eld strength is above the excitation threshold, the neuron becomes activated. The
activation of larger groups of neurons results in a macroscopic response (lower left). Figure from
[153], with friendly permission of the author.

Still, the quality of the stimulation depends on the experimenter's skills. She / he is re-
sponsible for bringing the coil to its target position and to hold it there for the duration of
the stimulation, both using image guidance. This task is not as easy as it seems. An exact
tangential placement of the coil is hard to establish: often the coil is tilted, shifting the locus
of activation away from the target region. Furthermore, protocols for repetitive stimulation
(rTMS) require the coil to be held in place for up to an hour. Achieving this without the
loss of accuracy over time is clearly impossible for a human operator. The alternative, a
rigid �xation of the head and the employment of a mechanical coil holder, is inconvenient
for the patient. This is a major problem, because the response to TMS has been shown to
change severely with the state of alert of the patient and his muscle tonus [71], so tension
or even pain have to be avoided to ensure a reliable stimulation outcome.

The robot system for aiding transcranial magnetic stimulation presented in this thesis is
aimed for precise and repeatable stimulation. Furthermore, it should make the experiments
independent of the examiner's skills to place the coil correctly and hold it in position for the
duration of the stimulation session by active motion compensation. Finally, by making head
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A B

C

Figure 1.2.: Evolution of coil placement in TMS. A: Manual coil placement without guidance. B:
Manual coil placement with support from image guidance. C: Coil placement by a robot, compen-
sating for head movements e.g. during a TMS-EEG experiment.

�xation obsolete it should allow more comfortable experiments for the participant. This
would reduce the in�uences of muscle tension or pain from �xation on the experimental
outcome.

The second objective of this thesis is to improve the quality of TMS motor cortex mapping
algorithms to make it applicable to pre-surgical planning for the resection of tumors in the
central region. The main question in this context is whether the tumor has in�ltrated the
motor cortex or not. In the �rst case, a full resection of the tumor is possible. In the second
case, a partial resection or an alternative therapy must be chosen, because a full resection
would paralyse the patient.

Due to the strong and erratic metabolic activity of tumor tissue, conventional mapping of
the motor cortex with fMRI or PET fails if the tumor is close to it.2 On the contrary,
the e�ects of TMS are not in�uences by the presence of tumor tissue. This makes TMS to

2fMRI stands for functional magnetic resonance imaging, PET for positron emission tomography.
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Figure 1.3.: Principles of motor cortex mapping with TMS. Right: The coil is placed at di�erent
positions around the head, the cortex is stimulated, and the muscle response (MEP) measured. Left:
From the data pairs of coil position and corresponding MEPs (position and colour of the trihedrons
in the picture) we calculate the most likely cortical representation of the mapped muscle (coloured
area on the brain).

a potentially useful tool to identify the region of the brain where the motor functions are
represented. The usefulness hereby depends crucially on the accuracy of the mapping.

The basic principle of mapping with TMS is to stimulate at several positions on the head
and to record the muscle response for each stimulation, the so-called motor evoked potential
(MEP). From the emerging pattern of stimulation points and corresponding MEPs one then
calculates the cortical representation site of the muscle. An overview of the motor cortex
experiment is given in Figure 1.3.

Transcranial magnetic stimulation has been used to determine the localisation of muscle
representations as early as 1990 [36]. But apart from one publication by Thielscher and
Kammer in 2002 [175], the in�uence of the coil on the mapping results has been ignored
so far. Thus, it comes with no surprise that TMS mapping has been found to agree only
within centimetre range with mapping using other modalities such as fMRI [92], PET [26], or
direct electrical stimulation [77]. Furthermore, the algorithms are based more on abstract
geometric reasoning than on neurophysiological modelling, making their results at least
questionable.

Therefore, we derive in this thesis a new algorithm from a model of excitory e�ects of TMS
on the motor neurons.

1.2. Organisation of this work

This thesis is structured as follows. In Chapter 2 we start with a brief overview over
the medical and neuroscienti�c applications of TMS (Section 2.1). We then turn to the
biophysical principles behind TMS. We explain how TMS is thought to excite neuronal
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tissue (Section 2.2.1), �rst for the well understood case of a long distal axon and then for
the case of the brain. As the principal quantity behind the stimulation is the electric �eld
in the vicinity of the neurons, we introduce the governing equations for the electric �eld and
derive formulae which allow the computation of the electric �eld of a TMS coil in air and
in tissue (Section 2.2.2). In the �nal part of the chapter, Section 2.3, we explain the basic
technology of a TMS stimulator and present the di�erent coil designs in use for TMS.

Chapter 3 deals with the robot solution for TMS. The chapter starts with an overview
over the state-of-the-art in image guided and robot aided TMS (Section 3.1). Next, we
describe our system set-up, placing special emphasis on the modularity of the system and
the exchangeability of the single components such as the tracking system or the robot
(Section 3.2). We then turn to our algorithmic solutions for solving the ambiguity in robot
con�guration modes and for calculating a valid trajectory from one stimulation point to the
next (Section 3.4). The chapter concludes with technical and algorithmic solutions to ensure
the safety of the system (Section 3.5).

In Chapter 4 we present our solution to the motor cortex mapping problem. Again, we �rst
describe the state-of-the-art in the �eld (Section 4.1). Next, we introduce possible statistics
for evaluating the degree of monotonic or functional correspondence between the lists of the
electric �eld strength and the muscle responses (Section 4.3). In Section 4.4 we describe
how we obtained the electric �eld values for the TMS coils we used in our experiments. We
present two methods here, namely measuring the �eld and simulating it. Finally, in Section
4.5 we present data from the mapping experiments conducted so far. The data are used
to test the mapping statistics for their suitability in our motor cortex mapping algorithm.
Furthermore, we compare the mapping results with alternative mappings from fMRI and
direct electrical stimulation during surgery.

Chapter 5 presents medical and neuroscienti�c applications in which the robot system has
been used. We brie�y describe the medical or neuroscienti�c background of each application,
point to the advantages of using a robotic TMS system for them, and highlight necessary
adaptations of the system.

Chapter 6 �rst discusses the robot system's performance. This is done in two ways: by
quantifying the static and dynamic errors in positioning the TMS coil on a phantom head
(Section 6.1) and by analysing the system's performance in real-world applications in a
qualitative way (Section 6.2). We then discuss the performance of our motor cortex mapping
algorithm and analyse possible shortcomings in our biophysical assumptions and in our
approximations to make the algorithm work (Section 6.3). We end the chapter with a
thorough discussion of possible improvements to the robot system and the motor cortex
mapping algorithm in the future (Section 6.4).

The work closes with an appendix, deriving a discrete formula for the Correlation Ratio
statistic which gives stable values even if very few sample pairs are present. The formula is
required for the motor cortex mapping statistic in Chapter 4.
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2. Transcranial Magnetic Stimulation

The contribution of this work is technical. This chapter brie�y outlines the main aspects of
the medical and physics background of TMS. We describe the basic principles of how the
TMS coil produces the electric �eld and how this �eld is thought to stimulate the neurons
in the brain. Afterwards, we introduce the basic equipment for TMS and have a closer look
at the di�erent stimulation coil geometries in use.

2.1. Medical applications of TMS

The applications for TMS are manifold today. In clinical routine, single pulse stimulation
is by far the most common form of TMS. With single TMS pulses, no lasting e�ects (longer
than one second) have been observed, so this modality is purely used for diagnostic means.
On the other hand, repetitive stimulation (rTMS) has been shown to elicit changes in cog-
nition that can last for several weeks. This makes rTMS a promising therapeutic tool.
Unfortunately, so far such cognitive changes could not be produced in a reliable manner for
a diverse range of patients. Therefore, rTMS is still mainly a tool for research and not for
the clinical practice.

2.1.1. Single pulse TMS

Single pulse TMS is mainly used as a diagnostic tool to study the excitability of the motor
cortex, the functional integrity of intracortical neuronal structures, the conduction along
corticospinal, corticonuclear and callosal �bres, as well as the function of nerve roots and
peripheral motor pathway to the muscles [74]. The main parameters in the examinations are
the conduction time (time between stimulus and recorded motor response), the stimulation
intensity required for a response (possibly in relation to the intensity required at a secondary
stimulation site), the �hotspot� (point of maximum response; only for �gure-of-eight coils),
and the silent period (time span in which no response to a second stimulus � TMS, auditory,
visual � can be obtained). In detail, single pulse TMS has been used in the diagnosis of
spinal cord injury [35], multiple sclerosis [21], Huntington's disease [105], Parkinson's disease
[110], writer's cramp [113], and many more. For a �rst overview see [123].

Furthermore, single pulse TMS is used for mapping the motor cortex in brain research
[20, 38, 54, 119] and before neurosurgical interventions [80, 107, 189]. The basic idea is to
use the di�erent motor responses obtained from di�erent coil placements to calculate the
localisation of the muscle representation in the cortex. Chapter 4 is solemnly devoted to
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the problem of motor cortex mapping; please refer to Section 4.1 for an overview of the
state-of-the-art.

2.1.2. Repetitive TMS

Repetitive transcranial magnetic stimulation, i.e. stimulation applied with a repetition fre-
quency of 1 to 20Hz, can inhibit or facilitate brain functionality in the stimulated area
[121], depending on the frequency. Therefore, rTMS has been applied to a wide range of
therapeutic and research areas. Most prominent, perhaps, is the treatment of depression
[49, 122]. But very active research is also undertaken in the areas of tinnitus [34, 73, 128],
chronic pain [86, 131, 139], and stroke rehabilitation [43, 70], to name but a few.

Further TMS research deals with the study of the visual cortex [5] and central nervous
information processing [52]. Increasingly, TMS is combined with other neuroimaging meth-
ods like functional magnetic resonance imaging (fMRI) [16], positron emission tomography
(PET) [44] and electroencephalography (EEG) [177].

2.2. Biophysical Principles

TMS is based on the principle of induction. By discharging a capacitor, a strong current is
driven through a coil which is held close to the head. The rising and falling current produces
a time-varying magnetic �eld. This �eld passes through the skull nearly undisturbed. The
change of the magnetic �eld induces an electric �eld which excites the brain tissue under-
neath the coil. Section 2.2.1 summarises how an electromagnetic �eld causes the activation
of a neuron and creates thus a physiological response. Section 2.2.2 explains the physics of
TMS, i.e. how the �eld is produced by the coil and how it interacts with conducting material
like brain tissue.

2.2.1. The biology

Despite the name transcranial magnetic stimulation, it is the electrical component of the
electromagnetic �eld that is responsible for the neuronal excitation in TMS. Neurons are
activated by a super-threshold depolarisation of a part of the axon compared to the resting
state, i.e. when the resting membrane potential of about -70mV is su�ciently increased.
The electric �eld of the TMS pulse a�ects the membrane potential of the axon and can thus
activate the neuron.

The exact mechanism of activation of neurons in the brain by electric �elds is quite com-
plicated and not yet completely understood. Before we introduce the in�uencing factors for
TMS excitation in the brain, we have a look at the simpler and better understood activation
of long distal axons.
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2.2.1.1. Excitation of long distal axons

The transmembrane potential V along the axon's direction x is well approximated by the
cable equation [104, 137, 146, 170]:

λ2∂
2V

∂x2
− V − τ ∂V

∂t
= f(x, t). (2.1)

Hereby, λ and τ are the space and time constants of the axon with typical values of 0.1 mm ≤
λ ≤ 1 mm and 100 µs ≤ τ ≤ 500 µs [123]. The function f , the so-called activation function,
describes the external excitation of the axon [136]. According to Ruohonen [151, 152], the
activation function for TMS takes the form

f(x, t) = λ2∂Ex
∂x
− 2RET , (2.2)

where Ex is the electric �eld strength in direction of the axon, ET is the electric �eld strength
transverse to the axon, and R is the diameter of the axon.

From Equations (2.1) and (2.2) we see that a high transmembrane voltage, and thus an
activation of the neuron, can occur for

1. a strong electric �eld transversal to the axon,

2. a strong electric �eld gradient along the axon,

3. a strong electric �eld at a bend of the axon.

Activations 1 and 2 are immediately clear from Equation (2.2). Activation 3 can be thought
of a special case of 2: a bend in the axon leads to change in electric �eld strength along
the axon, Ex, even if the electric �eld itself is spatially constant. For example, consider an
electric �eld of constant strength E0 and constant direction and an axon which �rst runs
parallel to the �eld vectors and then bends away in a 90◦ angle. The electric �eld strength
along the axon is thus Ex = E0 before the bend and Ex = 0 after the bend. If the curvature
of the axon is su�ciently large, i.e. the radius of the bend is small, this change happens
within a very small distance along the axon and can thus elicit an action potential.

The cable model (2.2) is only valid for long axons in rest, i.e. without activation. As soon as
the stimulation is above the threshold, non-linear dynamics set in, requiring a much more
complicated mathematical treatment. Modelling, on the basis of the Hodgkin-Huxley-Model
[56], is still possible for single neurons [9, 10, 146]. But in the brain, a too large number
of neurons in all states of excitation are present as that a quantitative description of the
excitation is possible [123, 153]. Therefore, a mainly qualitative treatment of the stimulation
phenomenon is given in the literature.

2.2.1.2. Excitation of the brain

The principle of neuronal activation in the brain by TMS is the same as for peripheral
nerves: The electric �eld leads to a local super-threshold hyper- or depolarisation of the
neuron. Neurons in the brain often have a speci�c orientation. The axons of corticospinal
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neurons1 run normal to the surface of the cortex. Usually, these axons are organised in
so-called cortical columns. The perpendicular arrangement of the columns led Fox et al.
to suggest that TMS excitation is achieved by a strong electric �eld perpendicular to the
cortical surface [44].

Other scientists have argued that the activation pattern from stimulating the motor cortex
prompts towards interneurons as the source of excitation in TMS [32, 33, 83]. Interneurons
connect neighbouring a�erent and e�erent neurons and are generally of short length (about
1mm). In contrast to corticospinal neurons, their axons show no directional preference.

To make matters more complicated, the locus of activation seems to depend also on the
stimulation strength. Comparison with direct electrical stimulation revealed that low in-
tensity TMS elicits indirect neuronal responses (so-called I-waves), whereas high intensity
stimulation elicits also direct corticospinal responses (D-waves) [32, 33, 59, 83, 123]. There
is no consensus yet over the exact origin of the I-waves; it is hypothesised that interneu-
rons and axon collaterals of deeper neurons (layers III and IV of the cortex) are responsible
for activating the corticospinal neurons [2, 3, 123]. The direct activation of corticospinal
neurons (D-wave) is generally thought to take place at the axon.

The type of activation is most probable either Activation 1, a strong electric �eld transverse
to the axon, or Activation 3, a bend of the axon. Therefore, most scientists locate the area
of stimulation at the site of the strongest electric �eld strength [77, 92, 123], a view that is
also taken in this thesis.

We remark that this model � activation at the site of highest electric �eld strength � does
not explain the observation that the motor response to TMS depends on the orientation of
the TMS coil. Brasil-Neto et al. [20] and Mills et al. [106] demonstrated that the response to
a stimulus is strongest when the �gure-of-eight coil is oriented perpendicular to the central
sulcus and weakest if its oriented parallel to it. So far, only Fox et al. o�ered a controversial
explanation, namely that TMS a�ects mainly the cortical columns [44].

2.2.2. The physics

In this section we analyse TMS from a purely non-biological point of view, i.e. we ignore
any e�ects from neuronal excitation. This simpli�cation allows us to derive equations for
the electric �eld induced by TMS in the brain on a macroscopic scale. As we have seen in
the last section, the locus of TMS activation is thought to be the point of strongest electric
�eld.

1Corticospinal neurons connect the brain with the spinal cord.
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In general, all non-biological e�ects of TMS are fully described by Maxwell's Equations [103]

∇ ·D = ρ, (2.3)

∇ ·B = 0, (2.4)

∇×E = −∂B
∂t
, (2.5)

∇×H = J +
∂D
∂t

(2.6)

and the material equations

D = εE, (2.7)

B = µH, (2.8)

J = σE. (2.9)

Hereby, the vector �elds D,E,H,B,J denote the electric �ux density, the electric �eld, the
magnetic �eld intensity, the magnetic �eld, and the current density, respectively. The scalar
�eld ρ denotes the charge density. The material constants ε = ε0εr, µ = µ0µr, σ denote the
permittivity, the permeability, and the conductivity, respectively.

This set of equations is rather di�cult to solve in the presence of a non-homogeneous,
geometrically complicated conductor like the head. Fortunately, the full power of Maxwell's
Equations is not necessary for understanding the e�ects of TMS.

2.2.2.1. Quasi-static approximation

A typical TMS pulse lasts about 100 µs, corresponding to a frequency of 10 kHz. As shown
theoretically in [51, 94, 129, 179] and demonstrated numerically in [19, 184], Maxwell's
Equations can be simpli�ed in three aspects for TMS:

1. The wavelength of the TMS pulse is about c/10−4 s = 3 × 104 m, c being the speed
of light. This wavelength is much larger than the diameter of the head. Further, the
capacitive e�ects of the head tissue are negligible at TMS frequency. Thus, we can
assume the magnetic �eld to follow the same time course f(t) at every point r in space:
B(r, t) = B(r)f(t).

2. The ratio of the change of the displacement current ∂D
∂t to the conduction current J is

given by ωε
σ , ω being the angular frequency. For TMS frequencies and head tissue it is

in the range of 10−2 to 10−3. This simpli�es equation (2.6) to ∇×H = J and implies

∇ · J = 0. (2.10)

3. The square of the magnetic skin depth2 δ2 ≈ 2
µσω of the biological material is about

10 times bigger than the diameter of the head. The ratio of the original magnetic �eld

2This is an electromagnetic property of the tissue material and has nothing to do with the thickness of the
skin covering the bone. Nevertheless, it is also measured in metre.
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(produced by the TMS coil) to the secondary magnetic �eld (produced by the currents
induced in the brain) is proportional to the square of the ratio of the magnetic skin
depth to head diameter. So for TMS applied to the head, we need only to consider
the magnetic �eld produced by the coil.

The simpli�cations enable a quasi-static solution, i.e. a solution which safely excludes capac-
itive, inductive and wave propagation e�ects. In the following, we summarise the governing
electromagnetic equations for TMS, using the quasi-static approximation.

2.2.2.2. The equations

In TMS, the electric �eld E can be thought of as composed of two sources. Source 1 is the
change in the magnetic �eld B produced by the coil. It holds, by Faraday's law,

∇×E1 = −∂B
∂t
. (2.11)

This primary electric �eld causes free charges to shift and accumulate at a boundaries where
the conductivity jumps in value. Those charges produce a counter-�eld or secondary electric
�eld. This �eld is de�ned by the potential φ of the charges:

E2 = −∇φ. (2.12)

By Equation (2.4), B can be represented by a vector potential A:

B = ∇×A. (2.13)

So the electric �eld is given by

E = E1 + E2 (2.14)

= −∂A
∂t
−∇φ. (2.15)

Together with Equations (2.9) and (2.10) this implies

∇ · (σ∇φ) = −∇ ·
(
σ
∂A
∂t

)
. (2.16)

By the quasi-static approximation, B and thus A do only depend on the current �ow at
time t in the coil c. For a point r, the magnetic vector potential is given by the Biot-Savart
Law:

A(r) =
µ0

4π

∫
R3

J(r′)
|r− r′|

dV (2.17)

=
µ0

4π

∫
c

I(r′)
|r− r′|

dċ (2.18)

In both equations, r′ denotes the integration variable. The second equation follows from the
�rst by restricting the integration to the wire of the coil c. Integrating the current density
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J over the cross section of the wire gives the traditional current I that �ows through the
coil. The expression dċ in second equation expresses that the integral is taken along curve
of the wire.

The magnetic potential A alone does not de�ne φ uniquely; Equation (2.16) has an in�nite
number of solutions. The necessary restriction comes from the boundary condition for the
current �ow. For two neighbouring volumes V1 with conductivity σ1 and V2 with conduc-
tivity σ2 let n denote the normal vector to the boundary. The current �ow that �ows out
of V1 must equal the current that �ows into V2 (Neumann boundary condition):

n · J1 = n · J2. (2.19)

Summarising, the stimulating electric �eld can be computed in the quasi-static limit by �rst
computing the magnetic vector potential A produced by the coil and solving the partial dif-
ferential equation (2.16) under the Neumann boundary condition (2.19) for φ. The resulting
electric �eld is obtained by combining the change of the magnetic vector potential A and
the gradient of the electric potential φ, Equation (2.15).

2.2.2.3. Properties

We derive brie�y two important properties of TMS: no normal electric �eld at surfaces and
no in-depth focusing possible.

No normal electric �eld at surfaces Inserting Ohm's law (2.9) in the Neumann boundary
condition (2.19) we arrive at

(σ1 − σ2)n ·E = 0. (2.20)

This implies that at boundaries of materials with di�erent conductivities the electric �eld is
always aligned tangentially to the boundary. The continuity of E ensures that this approx-
imately holds also in the close neighbourhood of the boundary. This makes the suggestion
of Fox et al. [44] to consider the electric �eld normal to the surface as activating quantity in
TMS at least questionable and favours the explanation that macroscopic TMS excitation is
due to the activation of interneurons which run tangentially to the cortex surface and bend
to connect to deeper layers, see Section 2.2.1.2.

No in-depth focusing We follow the argumentation of [51]. Let us assume a region of con-
stant conductivity, permittivity, and permeability. Taking the curl of (2.5) and substituting
(2.6) and the material equations, we obtain

∇× (∇×E) = −µσ∂E
∂t
− µε∂

2E
∂t2

. (2.21)
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2. Transcranial Magnetic Stimulation

We know from calculus that ∇× (∇× f) = ∇(∇ · f)−4f for any di�erentiable vector �eld
f3, so together with the quasi-static approximation (2.10) Equation (2.21) evaluates to

4E = µσ
∂E
∂t

+ µε
∂2E
∂t2

. (2.22)

Using a Fourier expansion of E in t and comparing both sides of (2.22), we see that

4E = 0 (2.23)

to �rst order in frequency for all points in the region. This converts (2.22) to a homogeneous
wave equation. By the maximum principle, any solution4 of (2.23) attains its maximum
on the boundary of the region. Therefore, an in-depth focusing of TMS pulses, i.e. a coil
geometry or an arrangement of coils that produce a 3D maximum of the electric �eld strength
or of a component of the electric �eld, is impossible.

2.2.2.4. Reciprocity Theorem

TMS can be thought of as the �inverse� technology to Magnetoencephalography (MEG). In
MEG, the magnetic �eld produced by electric currents in the brain is analysed by measuring
the current induced in coils close to the head. In TMS, current is driven through coils close
to the head, producing a magnetic �eld, which induces a current �ow in the head. So it
comes to no surprise that also the physical description of the e�ects is inversely related.

Let c be a coil outside the head V . Let E be the electric �eld inside the head, J the current
�ow in the head, I the current �ow in the coil, and B the magnetic �eld passing through
the coil. Then the following reciprocity theorem holds [51, 94, 153]:∫

V
E(r) · J(r)dr = −dI(t)

d(t)

∫
c
B · da. (2.24)

Hereby, the electric �eld E is thought to be due to a changing current dI(t)
d(t) running through

the coil and the magnetic �ux Φ =
∫
cB · da through the coil to be due to a current density

J in the head. It holds

Φ =
∫
V

L · JdV (2.25)

with a function L, the so-called lead �eld5, depending on the shape and placement of the
coil and the electromagnetic properties of the head. Taking J to be a point source at r, i.e.
J(r′) = 0 for r′ 6= r, we get

E(r) = −dI(t)
d(t)

L(r). (2.26)

3The laplace operator is understood to be applied component-wise, i.e. 4f =

(
∂2

xfx+∂2
yfx+∂2

zfx

∂2
xfy+∂2

yfy+∂2
zfy

∂2
xfz+∂2

yfz+∂2
zfz

)
.

4The solutions to the wave equation are the so-called harmonic functions. Besides the maximum principle,
it holds the superposition principle: Any linear combination of a solution is itself a solution. So the
result is unaltered if not one, but several TMS coils are used.

5The lead �eld is a theoretical concept which assigns to every point a vector c such that for a current point
source p at that point the measured potential in the coil is given by Φ = c · p, see [94]. The name �lead
�eld� comes from EEG terminology in which the recording coils for the potential are called leads.
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2.3. TMS devices

The important observation is that Equation (2.26) can be read in both directions: If the
electric �eld is known, it determines the change in current �ow in the coil (MEG). If the
change in current �ow through the coil is given, it yields the electric �eld at r (TMS). The
mediator in both cases is the lead �eld L. The calculation of L is standard in MEG and has
been a fundamental task in solving the forward problem in MEG.

As a consequence, many calculations from MEG can be recycled in the analysis of TMS
problems. Further, some important theoretical results translate readily to TMS. For exam-
ple, it has been shown that it is impossible to measure radial electric sources in the brain
with MEG [94, 129]. Translated to TMS this implies that it is not possible to generate at
any point an electric �eld in direction inside or outside the head; at least not if the head is
approximated as a radially symmetric conductor.

2.3. TMS devices

At the moment, there are two major companies manufacturing TMS devices: The MagStim
Company, Whitland, Dyfed, UK and MagVenture, Farum, Denmark6. Besides these two
major manufactures, there are a number of smaller competitors on the market. The most
important of them being probably Nexstim, Helsinki, Finland and, for Germany, the MAG
& More GmbH, Munich, Germany.

In this section we give a short overview over the stimulators used in TMS and provide a
description of the di�erent coil types used for stimulation. The description does not cover
di�erences between the products of di�erent manufacturers as they were not assessed in the
scope of this work. For more about stimulator design see e.g. [65, 126, 130].

2.3.1. Stimulators

The three main components of each stimulator are a capacitor, a thyristor, and a stimulation
coil. Before the stimulation, the capacitor is loaded to store between 100 and 3000 Joule.
For stimulation, the thyristor allows a quick short-circuit so that the capacitor discharges
via the coil within 100 µs. The rising and falling current in the coil produces a changing
magnetic �eld which leads to a stimulation of the neuronal tissue, see Section 2.2. Figure
2.1 displays the Medtronic MagPro TMS device and presents some technical data.

Mono- and biphasic stimulation First stimulators operated just as described above. After
opening the thyristor, the capacitor was allowed to discharge completely. This operation
mode is known as monophasic stimulation, because the current in the coil and the magnetic
�eld have the same orientation during the whole pulse. Nevertheless, as the current �rst

6Until March 2008, MagVenture products were distributed by Medtronic Inc., Minneapolis, MN, USA.
As most of our experiments were performed before that date, we use the term �Medtronic� to denote
systems from MagVenture throughout the thesis. Now, MagVenture products are distributed by Alpine
Biomed Corp., Fountain Valley, CA, USA. Older systems from the company are also known under the
name �Dantec�.
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2. Transcranial Magnetic Stimulation

Figure 2.1.: Medtronic MagPro TMS stimulator with circular coil. The box houses strong capaci-
tors for storing energies between 100 and 3000 Joule. For stimulation, a thyristor short-circuits
the capacitor via the stimulation coil (in the foreground). Within 100 µs the capacitor discharges,
yielding a maximum current change of up to 200A/ µs and producing a magnetic �eld of up to 2
tesla close to the coil. The device depicted here is able to repeat the stimulation up to 100 times a
second, although repetition frequencies of more than 20Hz are hardly used in TMS.

rises and then falls, the induced electric �eld in the neuronal tissue changes its direction
after the peak current in the stimulator has been reached, see Equation (2.26).

Nowadays, most common are biphasic stimulators, which recover some of the energy of the
�rst pulse. This recycled energy is discharged after the �rst pulse to yield a second current
pulse in opposite direction. Thus, the overall current �ow through the coil resembles a full
period of a sinusoidal wave.

Repetitive stimulation and paired pulse stimulation Many applications of TMS, espe-
cially those treating neuronal disorders, require the stimulation to be repeated every 50ms
to 2 s (rTMS). Such repetitive stimulation requires a fast recharging of the capacitors and
special cooling of the electrical system. In fact, overheating of the TMS coil is the biggest
problem in rTMS. The manufacturers try to overcome this problem with passively cooled
coils (the windings are immersed in a special liquid with high heat capacity) or actively
cooled coils (a hose is connected to the coil and special cooling liquid is passed through it).

In paired pulse stimulation, a second pulse of the same or di�erent intensity is given 0.5
to 250ms after the initial pulse. This interstimulus interval is too short to recharge the
capacitor for the �rst pulse, so this technique requires a second charged capacitor when the
paired pulse is released. This adds to the size, weight, and price of devices capable of paired
pulse stimulation.
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A B C

Figure 2.2.: Circular coil used for TMS. A: Medtronic MC125 coil. B: X-ray image of the same coil.
C: Electric �eld strength produced by the coil in a plane parallel to the coil and in 1 cm distance
from it. The red band below the graph indicates the outer dimensions of the coil.

2.3.2. Coils

The piece of equipment which in�uences the stimulation most is the TMS coil. Its shape
and size determine the shape of the magnetic �eld produced and thus the electric �eld
distribution in the brain. We cover here the main geometric properties of the electric �eld
produced by the coils, for a detailed description of how to measure and simulate the �elds
see Section 4.4.

2.3.2.1. Circular coils

The �rst coil designs for TMS were circular coils [8], Figure 2.2.A. The winding of the coil
forms an Archimedean spiral, which could either start close to the centre of the coil (as
depicted in Figure 2.2.B) or at about half the radius of the coil (see the pictures in [8, 130]).

The magnetic �eld produced by circular coils has a very simple shape. It is strongest over
the centre of the coil and falls o� radially. But the induced electric �eld, which is the
important quantity for stimulation, has a very di�erent shape. We will see in Section 4.4.1
that the electric �eld of a planar coil is always parallel to the coil's plane. Together with
the (near) rotational symmetry of the circular coils this implies that the electric �eld over
the centre of the coil must always vanish. So there will be no stimulation e�ects under the
centre of a circular coil. From Equation (2.18) and the rotational symmetry of the coil we
further conclude that the electric �eld at a point (x, y, z)7 runs in direction (−y, x, 0), i.e.
the electric �eld vector is tangential to a cylinder with radius

√
x2 + y2.

Figure 2.2.C depicts the electric �eld strength of a circular coil in a distance of 1 cm from
the coil. We see that the electric �eld is strongest at about half the radius of the coil and
decays to about a third of its maximum value over the rim.

7Coil origin at (0, 0, 0), z denoting the vertical distance from the coil.
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2. Transcranial Magnetic Stimulation

2.3.2.2. Figure-of-eight coils

Figure-of-eight coils can be thought of as composed of two circular coils where one of the
coils is turned upside down and shifted until the rims of both coils overlap. If one follows
the winding geometry, the wire �rst spirals outwards of one circular part of the �8� and then
inwards into the other circular part, see Figure 2.3.B. This has the e�ect that the wires
of both circular parts run nearly parallel in the overlapping section. More importantly,
the current �ow vectors in all wire sections in the overlaying part are parallel (and not
antiparallel).

Figure-of-eight coils are the most commonly used coils in TMS nowadays. The main reason
for it lies in their centred electric �eld, see Figure 2.3.C. The maximum of the electric �eld
is produced where the left and the right loop overlap. The electric �eld under the centre is
oriented parallel to the tangential line dividing both circles, i.e. parallel to the coil's handle.
The relatively constant �eld strength and orientation underneath the centre makes it simple
to use the coil for stimulation as both the stimulation point and the electric �eld direction
are easily controlled.

Although the strongest electric �eld is created below the centre of the coil, the side maxima
below the outer parts of the �8� should not be ignored. By the superposition principle, the
side maxima have about half of the �eld strength of the centre maximum. In cases where the
�gure-of-eight coil is placed such that the outer parts are also close to the head, substantial
activation can occur below these areas. For example, if the auditory cortex (close to the
ears) is stimulated with the coil pointing upwards, one wing of the coil gets close to the face,
exciting the nervus facialis and causing twitches of the ipsilateral facial muscles.

Non-planar �gure-of-eight coils The planar arrangement of the two wings of the �gure-
of-eight coil restricts the addition of the e�ects of the outer parts of the wings to a minimum.
By bending the wings towards each other, the magnetic �elds of the wings overlap stronger.
It is hoped that this a�ects also the induced electric �eld, leading to a more focal stimulation
or a more pronounced stimulation in depth.

Some evidence supports these ideas: Thielscher et al. report that a slightly bend �gure-of-
eight coil (wing angles 16◦ and 18.5◦) has a 1.2 fold higher e�ciency than a similar planar
�gure-of-eight coil [176]. E�ciency hereby means that for the same stimulator output (i.e.
same İ(t)) the bend coil achieved a higher electric �eld strength at the cortex for a spherical
head model. The authors also demonstrated that this corresponds to a better excitation of
cortical areas beneath the coil centre in reality [68].

Our simpli�ed simulations could not con�rm their �ndings. We modelled the electric �eld
of three �gure-of-eight coils with di�erent wing angles in air8, but saw no di�erences in the
absolute electric �eld strength along a vertical line below the coil's centre for the �rst three
centimetres. For distances between 3 and 10 cm, the electric �eld of the planar coil was even
stronger than the �eld of the bend coils.

8For more on modelling see Section 4.4.2.
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A B

C

Figure 2.3.: Figure-of-eight coil used for TMS. A: Medtronic CB-60 �gure-of-eight coil. The dial at
the coil controls the pulse strength. B: X-ray image of the same coil. C: Simulated electric �eld
produced by a simple geometric model of a �gure-of-eight coil in a plane parallel to the coil and
in 1 cm distance from it. The red curve indicates the wire of the coil, the size and colour of the
arrows indicate the electric �eld strength, the direction of the arrows indicate the direction of the
�eld. Simulation performed using CST Studio Suite (CST AG, Darmstadt, Germany).

In detail, all coils were simulated as single loop coils with wing circle radius of 5 cm. The
wings had an angle of 0◦, ±17◦, and ±45◦ to the horizontal plane, respectively. The resulting
absolute electric �eld strength for a current change of 100 A

µs is displayed in Figure 2.4.

We think the discrepancy between Thielscher's �ndings and our simulations can be explained
by the induced currents in the head model of Thielscher as compared to simulating the �eld
in air in our model. This result should be taken as an example that the secondary current
term ∇φ in Equation (2.18) should not be easily disregarded.
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2. Transcranial Magnetic Stimulation

Figure 2.4.: Comparison of electric �eld decay for bend �gure-of-eight coils. The coils were simulated
as two circular loops of 5 cm radius with a single wire. The current change in the coils was taken
to be 100 A

µs . The �gure shows that at least in air there is little di�erence in the electric �eld decay
if the wings of the �gure-of-eight coil bend towards each other.

2.3.2.3. New coil designs

The TMS community is constantly seeking ways to improve the stimulation further. Besides
changes in the stimulation protocol, Section 2.3.1, new coil geometries o�er a chance of
enabling

� a more focused stimulation,

� a more e�cient stimulation,

� a stimulation of deeper brain regions.

In the following, we brie�y introduce two of the recent ideas from literature.

H-Coil The H-coil design of Roth and Zangen, Figure 2.5.A, was developed to stimulate
deep brain regions more e�ectively [148, 149, 195]. From theory we know that it is impossible
to achieve a higher electric �eld strength in depth than on the surface of the brain, see Section
2.2.2.3. But it might be possible to obtain a better ratio of in-depth �eld strength to surface
�eld strength. We note that the absolute �eld strength has little relevance in this context as
the governing equations are linear in İ(t), so apart from the regions with zero electric �eld
strength one could produce any �eld strength by using a strong-enough stimulator.

The developers of the H-coil claim that their new coil design indeed accomplishes better
in-depth to surface ratios than other coils. We tested this claim using again a simulation of
the electric �eld in air. For comparison we chose a �gure-of-eight coil with wing diameter
of 7 cm and two circular coils with radii of 4 cm and 8 cm, respectively. The size of the
�gure-of-eight coil and the small circular coil are conventional in TMS. The size of the large
circular coil is to match the size of the H-coil (length: 16 cm, width: 8 cm).
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A B

Figure 2.5.: H-coil design of Roth and Zangen. A: Schematic view with induced electric �eld in air.
B: Comparison of the electric �eld decay in air for the H-coil, a �gure-of-eight coil, and two circular
coils. The �elds are normalised to the respective �eld strength at 2 cm distance from the coils. The
�gure shows that the e�ect of slower electric �eld decay for the H-coil (red curve) compared to
conventional coils (blue and green curves) is probably due its enlarged size and not to its special
shape. Comparison with a circular coil of similar size (black curve) reveals only little di�erence
for distances up to �ve centimetres from the coil. The simulation was performed using CST Studio
Suite.

We calculated the electric �eld strength along a line running perpendicularly away from the
midpoint of the middle bar of the H-coil, vertically away from the centre of the �gure-of-
eight coil, and vertically away from the rim of the circular coils, respectively. The results are
referenced to the electric �eld strength at 2 cm from the respective coil, which is about the
distance of the brain surface from the coil. Figure 2.5.B displays the results. We see that
the H-coil's �eld () indeed decays slower than the �elds of the conventional TMS coils. But
when comparing the �eld's decay with the oversized circular coil's �eld decay, the H-coil has
no advantage any more, the �eld of the circular coil decays even slower at distance of more
than 3 cm from the brain surface.

Partially shielded coils As a last design, we would like to discuss the idea of Kim et al.
here, who suggested to place a conductive plate with a hole in the middle between coil and
head [72]. This has the e�ect that the primary current in the coil and the secondary current
in the plate form a new current path, Figure 2.6.A, changing the characteristics of the coil
signi�cantly, Figure 2.6.B. The result is an ampli�cation of the electric �eld below the coil's
centre and a shielding of the side maxima under the wings of the coil. In a more abstract
sense, a smaller �gure-of-eight coil is created this way.

We think the idea is remarkable, because by having a second conductor besides the head,
one could attempt to model the electric �eld much easier than by designing new coils.
Nevertheless, as the conducting shield or plate behaves approximately like a second coil, the
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A

B

Figure 2.6.: Partially shielded coil suggested by Kim et al. . A: Primary current in the coil and
secondary current induced in the shield plate. B: Comparison of the electric �eld produced by the
same �gure-of-eight coil with partial shield (shield with hole, top), with no shield (middle), and
with a full shield (shield without hole, bottom). The electric �eld strength below the coil's centre is
increased for the coil with a shield with a hole (top) compared to the unshielded �gure-of-eight coil
(middle) as the larger area of blue and green colours (high �eld strength) shows. The simulation
was performed using CST Studio Suite.
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fundamental restrictions of TMS (surface �eld always tangential, no in-depth maximum)
from Section 2.2.2.3 remain unchanged.

Finally, we remark that the quasi-static approximations from Section 2.2.2.1 are not valid
when metals are brought into the �eld. Speci�cally, Condition 3 is not met for metal: For

example, the skin depth δ of copper is about 5 · 10−4 m, so
(
size plate

δ

)2
� 1, indicating

that the magnetic �eld produced by the current in the plate is not negligible compared to
the magnetic �eld from the coil. Thus, the equations from Section 2.2.2.2 cannot be used
here; a more general version of Maxwell's Equations must be applied. Computing the �eld
distributions for such conditions is possible using e.g. the CST Studio Suite software.

29





3. The robotic assistance system for

TMS1

This chapter describes the robotic system to aid transcranial magnetic stimulation. Firstly,
we review existing approaches for delivering precise stimulation. We then turn to three
problems which cannot be solved with existing technology, namely exact coil orientation,
motion compensation, and repeated stimulation. In Section 3.2 we describe the set-up of
our robotic system and discuss some peculiarities in connection with the robot we use.
Section 3.3 turns to the prerequisites of robot aided TMS, namely our tracking solution
to determine the position of the head and the registration of it to 3D medical images like
magnetic resonance imaging (MRI) or computed tomography (CT). Section 3.4 constitutes
the main part of the chapter. Here we present our algorithms for planning a stimulation in
virtual reality, moving the coil to the right position, and keeping the coil at the spot when
the head moves. In particular, we solve the problem of how to choose an optimal trajectory
in robot joint space in the presence of redundant robot states. The chapter closes with a
discussion of the safety requirements of the system and our solutions to meet them.

3.1. State-of-the-art

3.1.1. Stereotactic TMS

Some of the applications presented in Section 2.1 require only a coarse positioning of the
TMS coil with respect to the head. Examples include most single pulse diagnostic TMS
uses. However, many applications like motor cortex mapping, visual cortex stimulation, and
some rTMS treatments bene�t from stereotactic navigation support, i.e. technology that
enables exact positioning and repositioning of the coil with respect to the skull. The reason
is that the �eld produced by most modern TMS coils has a sharp spatial gradient, leading
to changes in the stimulation response even if the coil is moved only by a few millimetres
[123, 147], Section 4.4.

3.1.1.1. Coil tracking

Stereotactic TMS requires devices to track the position and orientation of the coil. Mainly
three di�erent technologies are utilised for this purpose.

1Parts of this chapter have been published in [98, 101, 102].
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A B C

Figure 3.1.: Tracking devices for stereotactic TMS. A: Mechanical arm solution employed by Krings
et al. , [78]. The arm is used to record the position of landmarks on the head and the coil. With
friendly permission of the author and the publisher. B: Electromagnetic tracking solution used by
Noirhomme et al. . The coil is digitised using the pen, the head is tracked using the sensor taped
to the forehead. Picture from [115], ©2005 IEEE, with friendly permission of the author and the
publisher. C: Optical tracking device �Zeiss� used by Herwig et al. , [53]. Head and coil are tracked
using LED markers attached to them. With friendly permission of the author and the publisher.

� The �rst group relies on �exible mechanical arms to hold the coil [24, 77], Figure
3.1.A. The coil is positioned adjusting the joints of the mechanical arm. Position and
orientation of the coil are obtained measuring the joint angles and calculating the
direct kinematics of the arm.

� The second group uses electromagnetic tracking for the coil [112, 115], Figure 3.1.B.
Hereby, a small sensor, containing three orthogonal wire loops, is attached to the
coil. An electromagnetic sender is placed near the stimulation setup and a software
calculates the position of the sensor with respect to the sender from the induced
currents in the wire loops.

� The last and largest group utilises marker based infrared stereo-optical tracking sys-
tems [40, 50, 53, 160], Figure 3.1.C. The method is adapted from stereotactical navi-
gation in neurosurgery [48]. Several active, i.e. light emitting, or passive, i.e. re�ective,
markers are attached directly to the coil. For tracking, each marker is identi�ed in a
pair of stereo images and its localisation is calculated by triangulation.2 A computer
uses prede�ned templates to identify di�erent markers so that several devices can be
tracked at once.

All three methods have in common that not the position of the coil is recorded, but the
position of attached handles or markers. Hence a transformation of the recordings is neces-
sary. This is established either by accurately measuring the distances and angles from the
tracked handles or markers to the inherent coil coordinate system, sometimes using special
calibration boards, Figure 3.2, or by pivoting the coil centre around a �xed point.

2Some devices like the FashPoint (Image Guided Surgery Technology Inc., Boulder, CO, USA) or the
accuTrack (Atracsys LLC, Bottens, Switzerland) use three line cameras (1D) instead of two 2D cameras
to track the markers. The basic principle of triangulation is nevertheless the same.
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Figure 3.2.: Schematic image of a calibration board used for calibrating the MagStim �gure-of-eight
coil. The coil is tracked using the re�ective spheres marker attached to the handle. The relation
between coil geometry and handle marker is established by placing the coil in a de�ned position in
the calibration board. The transform between marker coordinate system and coil coordinate system
is determined by measuring the board's coordinates and the handle marker's coordinates and using
the know transform between calibration board and coil. With friendly permission of Advanced Neuro
Technology, Enschede, Netherlands.

3.1.1.2. Head tracking and navigation

Tracking of the coil is useless unless its position can be related to the position of the head of
the patient. The simplest approach is to �x the head with a headrest and assume it to be in
the same position during the stimulation session and for each new stimulation session [24].
This does not allow for navigated TMS in the strict sense, but only for controlled repeated
stimulation at the same spot over several sessions.

A more advanced concept uses a pointing device, mostly tracked by the same means as the
coil, to determine the position of several anatomical or arti�cial landmarks at the begin-
ning of each session. During the session, the head is still kept in place by a headrest or
thermoplastic mask and assumed not to move [44, 154]. By registering the landmarks from
one session to another session, changes in head �xation can be corrected. If a virtual head
model is available, the head can be registered to it using the landmarks, allowing for image
guided TMS.

Most systems allow for a moving head during the session. Here, the head must be constantly
tracked. For this purpose, the patient either wears a headband with attached passive markers
[40, 53, 79] or active markers are directly glued onto the skin [38, 115]. Head and coil position
are constantly recorded and related to each other in real time. In this simple form, changes
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in coil position relative to the head can be detected and corrected by the operator. But
nearly always, the head is registered to a virtual model in a previous step for image guided
TMS.

All systems presented su�er from one important peculiarity: Neither the coil, nor the head
are tracked directly. Instead attached markers are used. If the markers move with respect to
the coil (head), this cannot be detected by the system and leads to false tracking information.
Thus, several systems o�er the possibility to check if the tracking environment has changed,
e.g. by holding an additional pointer to a pre-de�ned position on the coil (head) and checking
whether the recorded position agrees with the predicted position from tracking the coil
(head).

3.1.1.3. Image guided TMS

The registration of the patient's real head to a three dimensional (3D) data set is another
important feature of most stereotactic TMS systems. The main image modality used is MRI,
possibly further combined with functional magnetic resonance imaging (fMRI) or positron
emission tomography (PET). It enables the relation of the coil position (and hence the
external stimulation site) to the anatomical or functional brain region underneath the coil.

It is clear that every brain mapping system must reference the stimulation points to the
underlying brain anatomy to predict the brain representation site of the stimulated muscle
[18, 38, 40, 54, 79, 115, 119]. But image guided TMS is also indispensable for therapeutic
applications in non-motor areas of the brain. The target area is �rst identi�ed using func-
tional imaging like fMRI or PET and then precisely stimulated with TMS [73, 139]. For
more examples see Chapter 5.

There are currently two main methods in use to register the individual patient's head to its
MRI data set. The �rst method relies on a set of landmarks which must be detected in MRI
data set and on the real head [53, 79]. First, the correspondence between each representation
of a landmark on the real head and in the MRI data set is established manually. Then the
transform from MRI image space to real head coordinates is calculated as the rigid motion
minimising the sum of squared distance between the real landmarks and the corresponding
transformed image landmarks [58].

The second registration method tries to �nd the transform minimising the distance between
the real head surface and the image (or virtual) head surface. Hereby, the real head surface
is represented as a number of surface points sampled using either a pointer device [115] or a
laser range scanner [38]. The virtual head surface is segmented from MRI data using di�erent
image processing algorithms. The transform is often calculated using iterative methods like
the Iterative Closest Point algorithm (ICP, [13]).

Both methods have been shown to perform well in practice. The landmark algorithm is
generally more robust, but less accurate. Its performance can be improved by introducing
arti�cial landmarks. The surface matching method often su�ers from the optimising algo-
rithm being trapped in a local optimum. Hence a good start value is important. For a more
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detailed discussion see the literature about stereotactical navigation in neurosurgery, e.g.
[48].

3.1.2. Robotised TMS

As described in the previous section, image guidance is an established technique in TMS.
However, the coil still has to be placed by a human operator. This leaves three problems
unsolved, despite the guidance by the navigation system:

� Coil tilt � The standard procedure in TMS is to place the coil exactly tangential to
the head. Even a tilt by a few degrees changes the electric �eld pattern induced in
the brain considerably and hence in�uences the stimulation result ([147], Section 4.4).
Whereas human operators can position the coil quite exactly with the help of image
guidance, exact tilt is very hard to establish. Most researchers try by supporting the
coil with one hand at the head. While this may help to keep the coil at its place, it
does not guarantee exact tilt.

� Motion compensation � In many rTMS applications the coil must be held at the
same position for more than 15 minutes. For a human operator this is a di�cult
task without compromising accuracy. An alternative would be to �x the head and
use a coil holder. The problem hereby is the growing discomfort for the patient over
time and a possibility that increasing muscle tonus in�uences the stimulation results.
Furthermore, non-invasive frames to �x the patient such that even small movements
are suppressed are expensive and include often custom made parts adapted to the
patient's anatomy. This increases the costs of the treatment and the preparation
times.

� Repeated stimulation � With the increasing use of TMS for therapy, the number of
applications requiring the coil to be positioned at a previously de�ned point, e.g. when
the patient is to be treated again, rises. Manual positioning of the coil at a previous
position is di�cult, even under navigation support. The alternative solution, �xating
the head and employing mechanical coil holders with dials at the joints, su�ers from
the problems described in the previous point.

Using a robot to position the coil solves all three problems. It enables precise placement
and orientation of the coil, motion compensation, and easy storage and retrieval of coil
positions with respect to the head. The general idea is not new, the employment of a robot
for such tasks was successfully demonstrated in radiosurgery with the Cyberknife system
[142, 157, 162�165].

Until now no robotic system for motion compensated TMS is known, although three robotic
systems for automated positioning of a TMS coil where presented in the past. The �rst
system was developed by Bohning and colleagues [17], Figure 3.3.A. The robot consists
of two translational and four rotational joints and possesses six degrees of freedom. It is
hence able to position the coil at an arbitrary point with any given orientation within its
workspace. The system was produced for exclusive use in an MRI scanner and is thus build
compact and can only reach points at the back of the head. Furthermore, the hydraulic
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A

B C

Figure 3.3.: Existing robot devices for TMS. A: Hydraulic device by Bohning et al. for positioning
a TMS coil in a MRI scanner. Figure from [17] with friendly permission of the publisher. B:
System by Lancaster et al. , based on a NeuroMate neurosurgical robot. Picture from [82] with
friendly permission of the author and the publisher,©Human Brain Mapping, 2004. Reprinted with
permission of Wiley-Liss, Inc. a subsidiary of John Wiley & Sons, Inc. C: System at the BioMag
Laboratories (Finland), based on a gentry design. Picture from [62], with friendly permission of the
author.

joints of the system have to be adjusted manually to their desired settings by opening and
closing pressure valves.

The second system was presented by Lancaster and colleagues [82], Figure 3.3.B. It utilises
a NeuroMate robot originally constructed for robotised neurosurgery. The robot has six
rotational joints leading to six degrees of freedom in coil positioning. To our knowledge this
robotic system has only been used for studies interleaving TMS with PET [44, 45], where
the patient's head was �xed with a thermoplastic mask.

A third system has existed in the BioMag laboratories in Finland. Details about it seem to
have never been published, but a short remark about a motorised coil holder can be found
in [153]. Apart from this very brief description and the photograph in Figure 3.3.C from
[62], we only know that the system has possessed three degrees of freedom and is not used
any more on a regular basis [Risto J. Ilmoniemi, personal communication].

Another robotic system, mechanically more adapted to place the coil on the spherical head
than the serial robots discussed above, was discussed recently [85, 138]. However, this system
has not been implemented yet and as of 2007 it is still in planning phase.
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Figure 3.4.: Adept Viper s850 robot used in our TMS experiments. The labels give the joint numbers.
The arrows are roughly aligned with the axis of rotation for the respective joint.

3.2. System set-up

Based on the success of image guided TMS and driven by the limitations discussed in Section
3.1.2, we started devising a robotised TMS system for general use.

The system is based on the serial six joint robot Kuka KR3 (Kuka Roboter GmbH, Augsburg,
Germany, [81]) with an accuracy of 0.05mm or the mechanically similar Adept Viper s850
(Adept Technology, Inc., Livermore, CA, USA, [1]). For tracking we use the Polaris infrared
stereo-optical tracking system (Northern Digital Inc., Waterloo, Ontario, Canada, [116])
with an RMS accuracy of 0.25mm. Also the MicronTracker 2 video optical stereo tracking
device (Claron Technology Inc., Toronto, Ontario, Canada, [25]) has been tested for tracking.

Stimulation can be performed using any TMS device as long as the TMS coil can be
clamped to the robot end-e�ector. In our experiments we used the MagPro X100 stim-
ulator (Medtronic, Inc., Minneapolis, MN, USA) with the circular coils MC-125, MCF-75
and MCF-125 and the �gure-of-eight coil MCF-B65 and the MagStim 2002 stimulator (The
MagStim Company Ltd, Spring Gardens, Whitland, UK) with the standard MagStim �gure-
of-eight coil. The basis for image guidance was given by T1-weighted 3D MRI data with a
voxel resolution between 1 and 2 millimetres. Finally, the user interface for displaying the
image data and planning of the robotised stimulation was programmed in JAVA utilising
algorithms from the Visualization Toolkit (VTK) [161].
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Figure 3.5.: Communication scheme for robot and tracking system. Using an additional program to
communicate with the robot and tracking hardware gives biggest �exibility in the choice of hardware.
Note that the server can run on the same computer as the TMS graphical user interface (GUI). But
it is also possible to run them on extra computers and connect to them via ethernet.

3.2.1. Device Independence

Our aim was to keep the hardware architecture of the system as open as possible. That
means that the system can be easily adapted to another robot or another tracking system.
The reason for that is the ongoing technical development in the �elds of medical navigation
and robotics. So we want to be able to test and include other robot or tracking solutions
into the system, further improving it. As mentioned in the previous section, we tested the
system with two robots and two tracking systems so far. Our experiences are reported in
Section 6.2.

Our solution is to run the tracking software and the robot software as independent pro-
grams from the graphical user interface controlling the TMS session. We use a client-server-
architecture based on sockets to communicate between TMS program on the one side and
robot and tracking program on the other side [96]. The robot and tracking programs hereby
act as servers, the TMS program being the client, see Figure 3.5. The communication
protocol is based on ASCII-Strings, enabling easy testing and debugging.

So to include another robot into the system, all that is needed is an adaptation of the robot
server program, translating the ASCII commands from the TMS program into commands
speci�c for that robot. Furthermore, basic forward and inverse kinematics must be imple-
mented in the server. Similarly, for a new tracking system only the request for data and the
formatting of the coordinates must be adapted in the tracking server program.
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Figure 3.6.: Some of the transforms used in navigated robotised TMS. The letters denote T � tracking
system, R � robot base, E � robot end-e�ector, H � head marker, C � coil centre. Also given is the
coil coordinate system Cx, Cy, Cz. Not shown is the image coordinate system I.

As mentioned, the system is also independent of the TMS system used. The only require-
ment is that the coil can be attached to the robot end-e�ector. Therefore it is enough that
it has a 5 cm long handle. For visualisation purposes, a model of the coil should be included
in the TMS program. This requires accurate measurement of the coil dimensions and repre-
sentation of the shape in terms of simple geometric objects like cylinders and cuboids. Most
coil designs are versions of circular or �gure-of-eight shaped coils. For those coils we have
included templates in our program. As we will see in Section 3.2.2, no additional hardware
like markers or calibration boards are necessary to track and register new coils, they can be
used straight away.

3.2.2. Hardware Registration

As a prerequisite for using a navigated, robot controlled coil we need to determine the
transform3 RTT from the tracking system T to the robot base R and the transform CTE from
the robot end-e�ector E to the coil centre C, see Figure 3.6. Note that unless the tracking
system or the robot are moved or the coil montage is changed, these two transforms are
constant.

3Throughout the Chapter we denote transforms from a coordinate system A to a coordinate system B by
BTA. Note that

BTA(Ae1,
Ae2,

Ae3,
A0), i.e. the transformation of the unit base in A to B, gives the pose

(= position and orientation) of A with respect to B. Hence we also use BTA to denote poses.
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3.2.2.1. Calibration robot � tracking system

We start by determining RTT. Firstly, we attach a tracking marker to the robot end-e�ector,
see Figure 3.7.A. Secondly, we move the robot to n ≥ 3 positions and record the pose of both,
the end-e�ector E in robot coordinates R (RT iE) and the marker M in tracking coordinates T
(TT iM), i ∈ {1, . . . , n}. This converts the problem to the well-known �hand-eye-calibration�
problem (see [169] for an overview). For every pose i we have4

RTT
TT iM = RT iE

ETM, (3.1)

where the transforms RTT and ETM are unknown, but constant. Representing the transfor-
mations as homogeneous matrices, Equation (3.1) yields 12 non-trivial scalar equations for
24 unknown scalars (the entries of RTT and ETM). When we move the robot to n di�erent
pose, the known transforms TT iM and RT iE change n times, whereas the unknown parameters
are constant. Hence, the number of equations raises to 12n, the number of unknowns is al-
ways 24. Note that for n = 2 the system has no unique solution, because for a given solution
RTT, ETM also ˜RTT = RTT

TT 1
M

(
TT 0

M

)−1
, ˜ETM = ETM

(
TT 0

M

)−1 TT 1
M is a solution (see also

[180]). Thus we need at least n = 3 poses. It is also not hard to show that three poses
in general position are su�cient to determine RTT and ETM uniquely [23, 180]. As there
is always jitter in the measurements, we normally record more than these three poses. We
determine the transform parameters of RTT and ETM by �nding minimal error solution x of
the over-determined system Ax = b, where x ∈ R24 is formed by the unknown parameters
and A ∈ R12n×24, b ∈ R12n are given by the (known) measurements. This results in x being
the solution to the linear system AtAx = 0. We remark that the resulting matrix for RTT

is not necessarily a rigid transform (i.e.
(

RTT

)
3×3

/∈ SO(3)5), because of jitter e�ects, but
our experience shows that for n > 10 such e�ects are negligible.

3.2.2.2. Calibration robot end-e�ector � TMS coil

Having established a common reference system for the robot and the tracking system, we
now attach the coil to the robot end-e�ector using a specially designed steel and aluminium
clamp, see Figure 3.7.B. We use a tracked pointer to record the coordinates of the coil centre
point c0, a point c1 on the line from the coil centre to the coil front, and a point c2 on the
line from the coil centre to the right coil rim, respectively. We de�ne the coil coordinate
system C with respect to the tracking system as

Corigin = c0, (3.2)

CX =
c1 − c0

‖c1 − c0‖
(3.3)

CY =
(c2 − c0)− CX < c2 − c0, CX >

‖(c2 − c0)− CX < c2 − c0, CX >‖
, (3.4)

CZ = CX × CY . (3.5)

4The concatenation of transforms is represented by a left-multiplication of the corresponding coordinate
change matrices. We follow this notation and write CTA = CTB

BTA instead of CTA(·) = CTB(BTA(·))
5SO(3) is the Special Orthogonal Group of 3x3 matrices, which represents rotations in R3. For A =

(a1a2a3) ∈ SO(3) holds at
iaj = δij and detA = 1.
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A B

Figure 3.7.: A: Robot-camera-calibration, RTT. The Robot is moved to random positions at which
the end-e�ector pose in robot coordinates and the marker pose in tracking coordinates are recorded.
The calibration between robot and tracking system is determined as the transform which explains the
measured data best. B: Robot-coil-calibration, CTE. The coordinates of the pointer tip are recorded
and transferred into robot coordinates using RTT. We record the position of the coil's centre (shown),
a point along the coil's x-axis (line running to the front), and a point in the y+-half-plain (the side
where the operator stands). The so-de�ned coordinate system is o�set by the coil's thickness to the
coil's underside. The transform CTE is then simply calculated using this coil coordinate system and
a recording from the robot's end-e�ector pose.

C with respect to the robot base R is then given by RTC = RTT
TTC. From the robot

kinematics and the current robot joint angles we know ETR, so �nally CTE = CTR
ET−1

R , see
Figure 3.6. For convenience, we also allow to de�ne c0, c1, c2 on the upside of the coil and
translate the coordinate system C along CZ by the user de�ned coil thickness. This works
of course only for planar coils, i.e. coils with �at upside and underside parallel to each other.
It is especially useful for Medtronic coils which have a line pattern, featuring the centre, X-,
and Y -direction, printed on the upside, see Figure 3.7.B.

3.2.3. A robot-speci�c problem: Con�guration modes

Before we describe our approach to robotised TMS, we would like to elaborate on one speci�c
problem of serial robots, namely how to choose between the several joint settings for one
end-e�ector pose. It is well known that a serial six-arm robot like the Kuka KR3 or the
Adept Viper s850 has eight joint settings to implement a given position and orientation of
the end-e�ector [168]. In short, the con�guration mode for arm (lefty/righty) determines
if the robot operates towards its front or back, the con�guration mode elbow (up/down)
determines if Joint 3 is above or below the shoulder-hand-line (the line connecting Joint 2
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with Joint 5), and the con�guration mode hand (�ip/no�ip) determines if Joint 5 is smaller
or greater than 0◦, see Figure 3.8. Taken together, the three con�guration modes (or states)
result in 23 possible joint settings for a given pose.

If the end-e�ector is commanded to a speci�c pose, a con�guration mode must also be
supplied. Conventionally, the user speci�es it either directly with the move command or the
con�guration mode of the start pose is implicitly assumed also for the target pose.

The �rst option (direct command mode input) is problematic, because it requires constant
user input and much experience from the user which mode is best (in a sense to be speci�ed)
for a given target pose.

The second option (end command mode equals start command mode) is problematic in at
least two ways. Firstly, joint limitations restrict the workspace for each con�guration mode,
so that it might not be possible to reach a pose with the start con�guration mode whereas
it would be possible to reach it with a di�erent con�guration. For example, for the Adept
Viper s850, Joint 2 cannot be moved more than 20◦ in downwards direction. Imagine a
target position at �oor level, close to the robot base. Such a position can only be reached
in elbow-up mode, because the equivalent elbow-down mode would require a Joint 2 setting
of more than 20◦ in downward direction.

Secondly, small changes in pose can result in big changes in joint setting, causing a large
movement of the robot. For example, imagine a robot in lefty-up-�ip mode (Joint 5<0◦),
pointing away from the robot base. Now �x this con�guration mode and increase the
height (z-value) of the end-e�ector without changing its orientation. As a result, Joint 5
straightens until it reaches 0◦. If z is increased further, Joint 4 needs to turn by 180◦ such
that Joint 5 remains at negative value to avoid a change in hand-state. In the extreme
case, an in�nitesimal change in end-e�ector position can lead to a 180◦ change in joint
setting. Note that this singular behaviour can be avoided by changing the con�guration
mode appropriately (in this example from �ip to no�ip).

Our solution to avoid the need for constant educated user input or big joint value changes
when crossing singularities is the introduction of a simple metric in joint space. For two
joint settings J1 = (j1

1 , . . . , j
1
6) and J2 = (j2

1 , . . . , j
2
6) we de�ne

d(J1, J2) :=
6

max
i=1

αi|j1
i − j2

i |, αi > 0. (3.6)

The metric d measures the maximum change of a single joint when moving from J1 to J2.
The factors αi allow to punish or to favour movements of speci�c joints. For example, in
our application we chose α1 = 4, α2, . . . , α6 = 1 to punish large movements of Joint 1.

To choose the best con�guration mode to reach a commanded target pose T , we calculate
all eight joint settings JT,s, s ∈ {lefty , righty} × {up, down} × {�ip,no�ip}. For all possi-
ble con�gurations we calculate the distance d(Jstart, JT,s) to the start joint setting Jstart

in accordance with Equation (3.6). The con�guration mode with the minimal distance
d(Jstart, JT,s) is selected to reach the target pose.

In a similar way we deal with joints with a rotation range of 360◦ or more, like Joints 4
and 6 of the Adept Viper s850 robot (±190◦ and ±360◦, respectively). For such a joint we
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A B

Figure 3.8.: The two commonly used hand con�guration modes for TMS: �ip (A) and no�ip (B).
In both images, the arm is in lefty con�guration and the elbow in up con�guration.

replace the expression |j1
i − j2

i | in Equation (3.6) by |j1
i − j̃2

i | where j̃2
i = j2

i + k ∗ 360◦,
k ∈ Z, is the closest feasible joint value to j1

i . For example, imagine Joint 4 to be at
jstart4 = 175◦ and a target pose with jtarget4 = 185◦. Suppose Joint 4 is restricted to ±179◦.
In order to reach the target pose in the same con�guration, a turn of −350◦ in Joint 4
is necessary. Alternatively, the hand con�guration can be changed: jtarget4 = 5◦, jtarget5 =
−jstart5 , jtarget6 = jstart6 ±180◦. This would be the choice of our minimal joint change strategy,
because d(Jstart, J target,change hand status) = 180◦ < 350◦ = d(Jstart, J target,keep hand status).
But if Joint 4 has a range ±190◦, we choose j̃4 = 185◦. This would be optimal, because
then d(Jstart, J̃ target) = 10◦.

3.3. Navigation and Image Guidance

We describe in the following our solution to display the TMS stimulation point with respect
to 3D anatomical data, which is known as image guided TMS. The procedure consists of
two main steps: We need to determine the position of the coil with respect to the head HTC

and we need to calculate the transform HTI between real head coordinates H and image data
coordinates I (registration).

For the �rst step we only need to determine the position of the head; the position of the coil
is known from the robot joint readings and the end-e�ector to coil transform ETC. Section
3.3.1 thus only explains our solution to track the head.

In Section 3.3.3 we explain how we relate the real head to the 3D anatomical image, a
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Figure 3.9.: Reconstruction of the virtual head outline from MRI data (left) and from 813 real outline
points (right, using the power crust algorithm [4]). Note that for the right picture outline points
were sampled mainly on the scalp, where the coil is to be positioned.

process known as registration. Our approach to calculate the registration transform HTI

requires a preprocessing step, where a virtual head outline is reconstructed from MRI data.
This procedure is therefore previously explained in Section 3.3.2.

3.3.1. Tracking

Tracking of the head poses no problem, at least in theory. We follow the approach of
[40, 53, 79] and equip the patient with a headband with a passive marker for the Polaris
tracking system. It must be ensured that the headband is not moved on the scalp during
the treatment. This proved to be problematic when the patient was treated in a lying
position. Therefore, we also experimented with the MicronTracker tracking system with
paper markers which can be glued to the patient's forehead. With both systems, the head
coordinate system H is de�ned by the inherent coordinate system of the marker.

Determining the position of the coil requires the transforms between tracking system, robot
and coil to be established, see Section 3.2.2. The coil position with respect to the tracking
system is then given by TTC = TTR

RTE
ETC. Note that the only variable term on the right

hand side is RTE. This transform is constantly updated from the robot joint readings every
time the robot moves. In this sense, our coil tracking scheme extends the mechanical arm
solution discussed in 3.1.1.1.
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3.3.2. Virtual Head Reconstruction

Once we know the head marker position and the coil position in a common coordinate
system, we can reference the coil to the head marker (HTC). The remaining step is to
transform this to the image data. Therefore, we reconstruct the virtual head outline from
MRI image data. This can be done using relatively simple means. First, we apply a median
�lter to reduce noise. Then we use a threshold �lter to obtain a binary image: All voxels
with low grey value, which is normally air, are mapped to black; all voxels with a grey value
above the threshold, normally tissue, are mapped to white. Next, we obtain the surface of
the white volume with a contour �lter, employing e.g. the marching cubes algorithm [91].
Finally, we select the surface with the biggest volume, because the low grey values of the
throat, the auditory canal, and the cerebrospinal �uid (CSF) lead to some isolated surfaces
in the reconstruction, which can be removed this way. Figure 3.9 gives an example for a
reconstruction from MRI data with voxel spacing of 1mm. Note that the reconstruction
can be done prior to TMS treatment and does not require the presence of the patient.

A special situation arises from the fact that for many TMS sessions, even in research, no MRI
data of the patient is available. Nevertheless, robot support in positioning, repositioning
and motion compensation is desired also in these cases. As discussed in Section 3.4, our
robot application relies on the virtual head outline for positioning. Our solution is to sample
a dense cloud of outline points, i.e. in the range of 1000 points, especially in the stimulation
area. We then use the surface reconstruction algorithms power crust [4], Hoppe's algorithm
[57], or Delaunay triangulation [30] to yield an interpolating surface. After smoothing [172]
we are able to use the resulting surface as base for robotised treatment (Figure 3.9).

3.3.3. Registration Step

To register the head to its virtual outline, we acquire several hundred outline points Tpi of
the real head by moving a tracked pointer over the scalp. Hereby, we follow the scheme of
[115], i.e. we sample the points over a large area of the scalp producing a hat-like pattern,
see Figure 3.10. We also record the coordinates of at least three landmarks, e.g. the outer
orbital rim of the left and right eye and the tip of the nose. The whole procedure takes
about three to �ve minutes. We reference all points to the head marker,

Hpi = TT−1
H (Tpi), (3.7)

so there is no need to �x the patient for the procedure.

For the registration we mark the points on the virtual head corresponding to the landmark
points and calculate the best landmark transform using the optimal solution of Horn [58].
Because of di�culties identifying exactly the same points as landmarks on the real and
virtual head, the calculated transform is too erroneous to be used. We therefore take it only
as the start value for an Iterative Closest Point scheme [13], which optimises the transform
to minimise the quadratic distance between the transformed real surface points ITH(Hpi)
and the virtual outline.
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Figure 3.10.: Registering the virtual head to the real head using landmarks and surface points. Left:
Surface points (red) and landmarks (green) from the real head. Middle: Virtual head model. Right:
Virtual head model registered to the real head.

To stabilise the resulting transform against outliers from sampling the head surface, we
delete all sampled outline points with a distance of more than three times the RMS distance
of all outline points to the virtual surface and re-run the ICP. This procedure is repeated
until no more outliers are detected.

In case of a reconstruction of the virtual head surface from outline points, the whole regis-
tration procedure is of course obsolete. In this case, the transform HTI is set to the identity
transform and the registration step is omitted.

We note at this point that all subsequent stimulation data are stored with respect to the
virtual coordinate system I. This allows the identi�cation of points in repeated sessions
without the (impossible) requirement of placing the head marker every time the same way.
For example, a stimulation point Hp1 on the real head in Session 1 is represented internally
as Ip = IT 1

H
Hp1. The point can be re-approached by the robot in Session 2 by its head

marker coordinates Hp2 = HT 2
I

Ip, see also the following sections.

3.4. Robotised Treatment

So far, our solution realises a stereotactic TMS system with a mechanical arm for coil
localisation and a passive tracking system for head localisation as described in Section 3.1.1.
Also the image guidance of the coil is a standard feature by now, even though our two step
registration solution has not been presented before and leads to higher registration accuracy
than landmark or ICP registration alone.

The novel feature of our system is control of the TMS coil by the robot. The main problem
to be solved when including an autonomous positioning device is the trajectory planning.
That means, we need to develop an algorithm which allows the coil to be moved to a
user de�ned point without colliding with the patient. Our approach is a two step method.
Firstly, we de�ne a preliminary trajectory using a heuristic, Section 3.4.2. The heuristic
is independent of the robot device and calculated using only the virtual head outline, the
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actual coil position with respect to the head, and the user de�ned target position. Secondly,
we relax the trajectory and optimise it for the speci�c robot we use, taking into account
the position of the head relative to the robot, the robot movement characteristics, and the
robot workspace limitations, Section 3.4.3.

The robotised treatment itself consists of three steps:

1. Planning the stimulation by de�ning target points for the coil, Section 3.4.1.

2. Moving the robot to position the coil at a target point, adjusting for head movements
during the transition, Sections 3.4.2, 3.4.3.

3. Compensate movements of the head after reaching the target position, Section 3.4.4.

Here, a graphical user interface allows for easy and convenient de�nition of new target points,
storage and retrieval of treatment sessions for repeated stimulation, and display and analysis
of stimulation responses. Figure 5.3 shows a screenshot of the user interface.

3.4.1. Planning the treatment

To de�ne a target point p, the physician marks a point on the virtual head surface by simply
clicking on it. Alternatively, a point on the underlying 3D anatomical (or superimposed
functional) data can be marked. p is then taken to be the closest surface point to the
marked point, because for successful stimulation the coil should be positioned as close as
possible to the target.

The target point can also be de�ned on the real head. Therefore the user holds a tracked
pointer device M to the target point. Using the tracking information of the headband, TTH,
and the transform ITH, TTM is translated into image coordinates, yielding the virtual target
point p.

A coil model C is then positioned above p, oriented tangentially to the surface. That means
that the coil's CZ-vector is aligned anti-parallel with surface normal n at the stimulation
point. The vector n is calculated using the discrete neighbourhood of p on the virtual head
surface.

The user is given the option to change the distance dC of the coil to the skin. This is
necessary, because some obstacles like EEG electrodes might hinder the direct placement of
the coil on the scalp. Mathematically, a change in distance is a simple translation of the
coil along the head's normal vector at the stimulation point.

Setting p, dC , and CZ leaves only the yaw angle of the coil, i.e. its rotation around its
z-axis unde�ned. In TMS, a rotation angle of 0◦ normally means that the coil handle points
backwards. But there is no de�nition of what an angle of e.g. 45◦ means. After discussing
the matter with the neurologists in the project, we agreed on the following de�nition: Let
N be the normal to the coronal plane6 and TpS be the tangent plane to the head surface S
in p. De�ne N‖ to be the orthogonal projection of N on TpS. Now the yaw angle γ of the
coil is set such that for γ = 0◦ the coil's x-axis CX aligns with N‖.

6This is the plane which divides the body in a front and a back part. So N points to the front of the body.
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In our user interface a slider and a text �eld allow precise adjustments of γ, e.g. to the
standard 45◦ for motor cortex stimulations. Furthermore, we allow a translation along the
coil's x- and y-axis. This is not necessary for clinical application, but o�ers some new
possibilities in TMS research. For example, the stimulation focus of a circular coil is not
below its centre, but distributed ring-like under its rim. Shifting the coil allows to position
the rim as close to the target structure as possible.

This way the physician de�nes the treatment completely in virtual reality. The whole
procedure requires less than a minute and can be done during the TMS session, in order
to de�ne new stimulation points, as well as prior to the session if the stimulation target is
already known. This is comparable to the situation in radiotherapy or radiosurgery, where
the treatment can be planned well in advance and is then implemented by a robot [162].

3.4.2. Trajectory planning I: Heuristics

After the virtual coil target pose ITCe is set, a trajectory to move the coil from its actual
position to ITCe is calculated. Therefore, the actual position of the real coil with respect
to the head is determined, see Section 3.3, and transformed to image coordinates, yielding
ITCs .

A virtual trajectory7 CΓI for the coil from its current position ITCs to its target position
ITCe is calculated as follows:

The coil is �rst taken away from the head by a distance d along the current surface normal
by a translational movement. The direction of the move is taken as the vector from the
centre of the virtual head m to the start coil position IpCs . The step is omitted if the coil
is already more than 100 mm away from the head, e.g. at the beginning of the treatment
session.

After the translational movement away from the head, the coil is moved along a circular arc
to a distance d over the target region. The centre of the arc is hereby taken to be the centre
of the virtual head, m.

During the arc movement the orientation of the coil is gradually changed such that the coil's
z-axis is always aligned anti-parallel to the normal vector of the arc. The yaw angle is set
such that it performs a linear change from γs to γe, both given by the start and target
position of the coil:

Let c : [0, 1] → I, t 7→ c(t) be the arc length parameterised curve representing the arc.
Clearly, c is di�erentiable. So let F = F (t) be the Frenet frame8 for c with Fx(t) = ċ(t),
Fy(t) = m−c(t)

‖m−c(t)‖ . Note that the coil's z-axis at any point c(t) on the arc is given by Fy(t).
De�ne the vector vs as the orthogonal projection of the coil's x-vector at ITCs , Csx, on

7We denote a trajectory, i.e. the path of an object O given in coordinates A, by AΓO. Note that
AΓO maps

a time parameter t to a position and orientation of O. We de�ne ATOs := AΓO(0), ATOe := AΓO(1).
8In di�erential geometry, a frame F for a di�erentiable curve c is a coordinate system moving along the
curve. The origin of F at time t is at c(t). The x-axis of F at t is parallel to ċ(t) = dc

dt
. The Frenet

frame for a curve in R3 is the Gram-Schmidt orthonormalisation of (ċ, c̈, ċ× c̈). For more details see any
introductory textbook on di�erential geometry, e.g. [31].
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Figure 3.11.: Front view (left) and top view (right) of a coil trajectory. The coil is �rst taken away
from the head with a translational movement, then rotated over the target region and �nally lowered
to the next stimulation point. Note that the coil's z-axis (white arrows) always points towards the
head centre when on the arc movement. The coil's x- and y-axes (red and green arrows) are gradually
rotated to match orientation at target point.

the plane spanned by (Fx(0), Fz(0)). To be exact, Csx is parallel translated to F (0) before
projection. Let γs be the angle between Fx(0) and vs. Similarly, de�ne ve as the orthogonal
projection of the coil's x-vector at ITCe on the plane spanned by (Fx(1), Fz(1)) and γe as
the angle between Fx(1) and ve. Then the yaw angle of the coil at a point c(t) on the arc
is given as γ(t) = (1− t)γs + tγe. It is the angle between the coil's x-axis and Fx(t).

Because a continuous complex movement like an arc trajectory with change in orientation
is hard to establish with current robot controllers, we simplify the setting by de�ning only
a number na of interpolation poses along the arc. This will be super�uous as soon as robot
programming languages allow easy commanding of parameterised movements, but for the
Kuka and Adept robots we use, this is unavoidable. One of the problems associated with
such a continuous movement is the control of the redundant joint settings for a pose by the
state parameters for hand, elbow, and arm. We will present an algorithm that solves this
ambiguity in Section 3.4.3, using the discretisation na.

For the last part of the trajectory, the coil is lowered to the head by another translational
movement. The direction of the move is taken as the z-vector of the coil at the target
point. This movement is divided into nt equidistant interpolation poses to allow better
robot control. To ease notation, we include the target pose ITCe in the set of interpolation
poses.

The parameters d, na, and nt are set in dependence of the arc angle φ. They increase linearly
with φ up to a maximum value. For an example of a trajectory see Figure 3.11.
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In total, the discrete trajectory has 1 +na+nt poses. The �rst one, IT 0
C = ITCs , has already

an associated robot joint con�guration. For the remaining n = na + nt poses IT iC, the so-
called interpolation poses, a joint setting needs be determined. This is covered in Section
3.4.3.

The calculated trajectory is displayed in the virtual scenario for approval by the user. There-
after, the coil trajectory is transformed to real world coordinates using the actual position
of the head RTH in robot coordinates and the registration of the head to the image data
ITH. Thus, we get the coil trajectory CΓR in robot coordinates as

RΓC = RTH
IT−1

H
IΓC. (3.8)

The �nal step is to translate RΓC into a trajectory for the robot end-e�ector RΓE. But that
is just a multiplication with the inverse of the end-e�ector to coil transform

RΓE = RΓC
ET−1

C . (3.9)

3.4.3. Trajectory planning II: Optimisation

So far, the trajectory was planned without reference to the robot used. This follows our
general concept of device independence, Section 3.2.1. The advantage of the concept is that
a new robot type can be incorporated into the set-up with very little e�ort. For example,
the robot development of Renaud et al. might prove superior to the serial six joint robots
now used, since it is solely designed for robot aided TMS [138].

But our approach of planning the trajectory independently of the robot has also a disad-
vantage: Robot workspace limitations and robot move characteristics are not taken into
account. Thus, we incorporated an optimisation step into our system, adapting the trajec-
tory to overcome the limitations of the speci�c six joint serial robot we use. Clearly, this
optimisation step must be robot speci�c. Nevertheless, we think that the general concept
presented here can be utilised for many robot types and situations.

As explained in Section 3.2.3, there are up to eight possible joint settings for the Kuka KR3
or the Adept Viper s850 to reach a given pose; one for each set of con�guration states. We
have already described an algorithm to choose the target con�guration mode given start
joint values and target pose. This algorithm, based on a metric in joint space, performs
optimally in the sense that for a given start position Jstart and target pose RTT there is no
con�guration setting which allows to reach RTT with less joint movement.

For a trajectory RΓE with n interpolation points we have 8n possible con�guration settings
along the trajectory. Let C =

∏n
i=1

(
{lefty , righty} × {up, down} × {�ip,no�ip}

)
denote

the set of possible con�guration settings along the trajectory. This section explains how to
choose an element c ∈ C for the realisation of the trajectory, i.e. a con�guration mode for
each interpolation point.
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3.4.3.1. Optimal paths

First of all, we need a way to compare two paths c1, c2 ∈ C. Therefore we assign a positive
value value(c) to each path. This enables us to speak of an optimal path copt in the sense
that value(copt) ≤ value(c) for all c ∈ C. The main idea is to move the coil as smoothly as
possible between the interpolation points, i.e. to avoid unnecessary movements of the coil.

Minimal robot joint movement We extend the idea of assessing a robot move by a metric
in joint space. We de�ne

rjm(c) :=
n−1
max
i=0

d(J i, J i+1), (3.10)

where J i is the joint con�guration to reach pose i of the trajectory with the con�guration
state ci and d(J i, J i+1) is the metric in joint space de�ned in Equation (3.6). rjm(c) measures
the maximum joint change along the trajectory from one interpolation point to the next.

The advantage of this objective function is the evaluation speed. Furthermore, rjm is conser-
vative in the sense that small joint movements result only in small coil movements. Thus, an
optimal path according to Equation (3.10) is guaranteed to lead the coil from one trajectory
point to the next avoiding large changes in coil position or orientation along the way. For
an example see the end of this section.

Minimal coil orientation change Our second approach is to look directly at the change in
orientation when the robot moves from one pose to the next. Let

M(J) :=
(
Mx(J),My(J),Mz(J),Mp(J)

)
:= RTE(J)ETC

denote the homogeneous matrix describing the coil's pose for a robot with joint values
J = (j1, . . . , j6)t. The vectors Mx, My, Mz encode the x-, y-, and z-part of the coil
orientation, Mp encodes the coil position. To assess the di�erent possible realisations of the
trajectory RΓE by elements of C, we evaluate how much the coil orientation changes from the
joint setting for one interpolation point, J i, to the next, J i+1. Therefore we parameterise
M as

M i(t) := M(tJ i + (1− t)J i+1), t ∈ [0, 1]. (3.11)

Note that this implicitly assumes a joint interpolated robot trajectory, i.e. a synchronous
movement of all robot joints from J i to J i+1, which is indeed the case for the robots we
use. We determine the path length of the curve the orientation vectors Mo(t), o ∈ {x, y, z},
describe in S2 to measure how much Mo(t) change when the robot moves from J i to J i+1:

so(J i, J i+1) =
∫ 1

0
‖Ṁi

o(t)‖dt. (3.12)
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We describe brie�y how to calculate Ṁo(t): Denote the Jacobian of RTC(J) by J, i.e.

Ja,b = ∂RT
b(a−1)/4c+1,(a−1)%4+1
E

∂jb
, a ∈ {1, . . . , 12}, b ∈ {1, . . . , 6}.9 Then

Ṁk,l(t) = J(4(k−1)+l,·)
∣∣
J=J(t)

(J i+1 − J i), (3.13)

and

Ṁx(t) = (Ṁ1,1(t), Ṁ2,1(t), Ṁ3,1(t)), (3.14)

Ṁy(t) = (Ṁ1,2(t), Ṁ2,2(t), Ṁ3,2(t)), (3.15)

Ṁz(t) = (Ṁ1,3(t), Ṁ2,3(t), Ṁ3,3(t)). (3.16)

To assess the change in coil orientation from J i to J i+1, we de�ne

S(J i, J i+1) :=

√
s2
x(J i, J i+1) + s2

y(J i, J i+1) + s2
z(J i, J i+1)

2
. (3.17)

Note that if M i(t) describes a simple rotation around an arbitrary vector in S2 by an angle
φ, Si is exactly φ.

Finally, we can assign the following scalar value to an element c ∈ C to evaluate the maximum
coil orientation changes along the trajectory:

coc(c) :=
n−1
max
i=0

S(J i, J i+1). (3.18)

3.4.3.2. Calculating an optimal path - greedy algorithm

We have so far de�ned two preorders on C, rjm and coc, allowing us to talk about mini-
mal elements in C. Such elements have the property that they describe either a trajectory
realisation with minimal maximum joint change between two interpolation points, Equa-
tion (3.10), or a trajectory realisation with minimal coil orientation change between two
interpolation points, Equation (3.18).

The �rst idea to realise the trajectory RΓE is to use a greedy algorithm. Suppose the coil is
at trajectory pose i with robot joint values J i. We choose the joint setting for pose i+ 1 as

J i+1 = min
ci+1

d(J i, J i+1,ci+1) (3.19)

or

J i+1 = min
ci+1

S(J i, J i+1,ci+1), (3.20)

9RT
b(a−1)/4c+1,(a−1)%4+1
E refers to the element (b(a− 1)/4c+ 1, (a− 1)%4 + 1) of the homogeneous matrix

describing the pose of the coil in robot coordinates. ba/4c is the biggest integer that is less or equal
to a/4 and a%4 the remainder of the (integer) division of a by 4. The calculation of the Jacobian of a
parameterised serial chain, e.g. the robot with a rigidly attached coil, is standard in robotics [168].
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depending on the objective function we use.

It is immediately clear that this algorithm is theoretically not optimal, i.e. there are start and
end points such that for the trajectory holds value(cgreedy) > value(copt), because minimal
steps at the beginning of the trajectory might lead the robot in a joint position J i where all
next joint possibilities (the di�erent con�guration states for pose i+1) have a large distance
to J i. This is not just a theoretical scenario; for an example see the end of the section.

3.4.3.3. Calculating an optimal path - graph algorithm

As we have seen, the greedy strategy can fail, so we have to investigate full paths and not
just movements from one trajectory point to the next to �nd an optimal path. Clearly, the
brute-force-approach of calculating the value for each c ∈ C and sorting the c fails, because
C consists of 8n elements (n being the number of interpolation points) and large trajectories
have often more than 20 interpolation points.

The problem simpli�es if we express it in the language of graph theory. Let

V = {vi,k|i ∈ {0, . . . , n}, k ∈ {1, . . . ,K(i)}} (3.21)

be the set of vertices of the graph G, where K(0) = 1 and K(i > 0) is the number of possible
con�guration states for RΓiE, and

v0,0 = Jstart = J0, (3.22)

vi,k = J i,statek . (3.23)

Here, statek denotes the kth element in the set of possible con�guration states for pose i.
We de�ne the set of directed edges E of G as

E = {eia,b|i ∈ {0, . . . , n− 1}, a ∈ {1, . . . ,K(i)}, b ∈ {1, . . . ,K(i+ 1)}}, (3.24)

where

eia,b = (vi,a, vi+1,b). (3.25)

The notation e = (v1, v2) means that edge e runs from v1 to v2. According to the structure
of the problem, we de�ne the ith layer of G as Li = {vi,k|k ∈ {1, . . . ,K(i)}}. Note that
all v ∈ Li represent the same pose of the robot (and thus the TMS coil), but the pose is
realised with di�ering robot joint settings. An element c ∈ C can be represented as a path
in G(V,E) from v0,0 to a vertex v ∈ Ln: pc := (v0,0, v1,c1 , . . . , vn,cn) with vi,ci = J i,ci . We
de�ne eic := (vi,ci , vi+1,ci+1), d(eic) := d(J i,ci , J i+1,ci+1), see Equation (3.10), and S(eic) :=
S(J i,ci , J i+1,ci+1), see Equation (3.18).

Before we continue, we note the following properties of G(V,E):

� If v1 ∈ Li and v2 ∈ Li+1 then (v1, v2) ∈ E, i.e. all vertices in neighbouring layers are
connected by an edge.

� The trajectory can be realised by the robot if and only ifK(i) > 0 for all i ∈ {0, . . . , n}.
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� rjm(c) = maxn−1
i=0 d(eic)

� coc(c) = maxn−1
i=0 S(eic)

We are now ready to give the algorithm for determining an optimal path in C. We �rst
initialise G(V,E) layer-wise, i.e.

1 Graph.init{

2 List V, E, L, Lprev

3 int[n] EdgeLayer

4 Vertex startVertex = new Vertex(Jstart)
5 Lprev.add(startVertex)

6 V.add(startVertex)

7 for(i=1 to n){

8 if(K(i)==0){

9 throw new Exception("Trajectory not possible.")

10 }

11 for(k=1 to K(i)){

12 Vertex v = new Vertex(J
RΓi

E,statek)

13 V.add(v)

14 L.add(v)

15 for(w in Lprev){

16 Edge e = new Edge(w,v)

17 E.add(e)

18 EdgeLayer[i]++

19 }

20 }

21 Lprev = L

22 L.clear

23 }

24 }

In the code snippet, List stands for an arbitrary list class with the canonical operations
add(Element) and clear (delete all elements). The lists V and E store the vertices and
edges, respectively, of the graph G(V,E). An element of the class Vertex stores the joint
values for this vertex and a list for all incoming and outgoing edges. An element of the class
Edge stores the start and end vertex of the edge and an edge value f(e). f(e) is either d(e)
(rjm) or S(e) (coc), depending on which de�nition we use for an optimal path. Finally, the
array EdgeLayer stores the number of edges with start vertex in a given layer.

After V and E are initialised, we determine an optimal path in G(V,E) as follows:

1 Graph.findOptPath{

2 E.sortDescending //edge with biggest value comes first

3 i = 0

4 max = 0 //will store biggest value on minimal path

5 while (i < E.size) {

6 Edge e = E.get(i)
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7 if (e.isDeletable) { //check if last edge in this layer

8 e.delete // removes e from E, also deletes orphan and

widow vertices

9 continue // continues while loop , i is not incremented

10 }

11 if (i == 0){// first non -delete -able edge has max value

12 max = e.value

13 }

14 i++ //a non -deletable element has been found , increment in

E to find next

15 }

16 }

The method Edge.isDeletable returns true if there is at least one more edge in the same
layer. The method Edge.delete is implemented recursively:

1 Edge.delete {

2 E.remove(this)

3 EdgeLayer[this.layer]--

4 if (this.startNode != null) {

5 this.startNode.out.remove(this)

6 if (this.startNode.getNumOutEdges == 0)

7 this.startNode.deleteBackward;

8 }

9 if (this.endNode != null) {

10 this.endNode.in.remove(this)

11 if (this.endNode.getNumInEdges == 0)

12 this.endNode.deleteForward

13 }

14 }

15 this.startNode = null;

16 this.endNode = null;

17 }

1 Vertex.deleteBackward {

2 V.remove(this)

3 while (this.in.size > 0) {

4 Edge e = this.in.get(0);

5 this.in.remove(e);

6 e.endNode = null;

7 e.delete;

8 }

9 }

1 Vertex.deleteForward {

2 V.remove(this)

3 while (this.out.size > 0) {
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4 Edge e = _out.get(0)

5 this.out.remove(e)

6 e.startNode = null

7 e.delete

8 }

9 }

Let us remark a few things on the algorithm for �nding the minimal path in G(V,E). As
the value of a path in G is set by its maximum edge, we try to remove all edges with high
values as long as there is a path from v0,0 to Ln. We make use of the following invariants:

1. For each v∈V−{Ln} there is an outgoing edge connecting it to the following layer.

2. For each v∈V−{v0,0} there is an incoming edge connecting it to the previous layer.

3. There is at least one edge between neighbouring layers, i.e. EdgeLayer[i]>0 for all
i∈ {0, . . . , n− 1}.

At the beginning, Properties 1, 2 are ensured by the initialisation. Property 3 is tested during
the initialisation and the algorithm is aborted if there is an empty layer in the beginning.
If an edge e is deleted, we check if its start vertex s has any outgoing edges left. If yes, 1
holds trivially. If no, we recursively delete s and all incoming edges, ensuring 1. Similarly,
we check if e's end vertex t has any incoming edges left. If yes, 2 holds trivially. If no,
we recursively delete t and all outgoing edges, ensuring 2. We have to prove that this does
not violate 3: First, we delete the initial edge e only if EdgeLayer[e.layer]>0, so for this
deletion 3 is ensured. Secondly, if we delete e there is another edge e' in the same layer. Let
s' be its start vertex. If s = s', s is not deleted, because it has more outgoing edges than
just e. If s 6= s', the incoming edges for s are not the only edges in EdgeLayer[e.layer-1],
because by 2 there exists also an incoming edge for s', so all incoming edges of s can be
deleted. By induction, the recursive backwards deletion process does not violate 1 � 3. A
similar argument shows the correctness of the forward deletion process.

After termination of the Graph.findOptPath method we are left with a graph G(V,E) with
EdgeLayer[i]=1 for all i. Hence, our path p in G(V,E) is given by traversing G(V,E) from
startVertex, i.e. v0,0, to the remaining vertex in Ln. As there is only one outgoing edge
left for each vertex on the path, this is straight forward.

The proof that p is optimal is not hard: Let q be a second path and suppose value(q) <
value(p). Let e_p be a maximum edge of p, i.e. e_p.value ≥ e'_p.value for all e'_p∈ p.
Let i = e_p.layer and e_q the ith edge of q. At one point in time the method Graph.

findOptPath calls e_p.isDeletable and gets false as return. (Otherwise it would delete
e_p). Thus, e_q /∈ E at this time and hence it has been deleted before. Because e_p.value
> e_q.value, it can't have been deleted directly, i.e. in Line 8 of Graph.findOptPath. But
this implies that another edge e_q' of q has been deleted directly before. (Otherwise e_q

would not be part in an orphan or widow-chain and thus not be deleted indirectly.) Hence,
e_q'.value ≥ e_p.value, which contradicts our initial assumption value(q) < value(p).
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3.4.3.4. Trajectory relaxation

We have now established a method to �nd the optimal way to implement the trajectory.
Still, there are two problems remaining:

1. What if the trajectory cannot be realised by the robot because there is a pose i which
cannot be reached in any robot con�guration mode?

2. What if the optimal realisation of the trajectory still contains a large move of either
the robot joints (rjm) or the coil (coc)? Such a big move could bring the coil close to
the patient's head during the transition from one controlled pose to the next.

Our solution to both problems is to relax the coil pose. We de�ne

IΓi,αC := IΓiCRoty(α), (3.26)

where Roty(α) denotes a rotation around the y-axis by α. We use equidistant steps of e.g.
10◦ to compute about 10 poses for each trajectory step i, e.g. from α = −60◦ to α = 30◦.
These poses are then transformed into end-e�ector poses using Equations (3.8) and (3.9),
resulting in poses RΓi,αk

E . In the same way as in the previous section, we have di�erent
con�guration modes sl to realise RΓi,αk

E , so we de�ne again a graph G(V,E) with

v0,0,0 = Jstart = J0, (3.27)

vi,k,l = J i,αk,sl . (3.28)

Again, all vertices with the same �rst index i are in the same layer, and neighbouring
layers are fully connected. So we can use the same algorithm as above to �nd the opti-
mal path through RΓi,αk

E . Because α = 0 is included in every pose relaxation, it holds
value(popt,relax) ≤ value(popt,no−relax).

3.4.3.5. Example

We exemplify the di�erent objective functions for trajectory realisations and the e�ects of
trajectory relaxation. We chose a point on the left side of the head as a start point and a
point on the right side of the head as the end point of the trajectory, see Figure 3.12. The
robot's joint setting in the start pose were (26.9◦, −28.0◦, 165.8◦, −45.9◦, 75.2◦, 120.4◦), i.e.
the robot was in no�ip mode, see Figure 3.12.B. We restricted the arm and elbow mode to
lefty and up, respectively, and calculated the trajectory implementations for the following
metrics and algorithms

� minimal robot joint movement rjm, greedy algorithm,

� minimal robot joint movement rjm, graph algorithm, tangential interpolation poses,

� minimal robot joint movement rjm, graph algorithm, relaxed interpolation poses,

� minimal coil orientation change coc, graph algorithm, tangential interpolation poses,

� minimal coil orientation change coc, graph algorithm, relaxed interpolation poses.
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A B C

Figure 3.12.: Trajectory for exemplifying the results for di�erent trajectory implementation algo-
rithms. The coil is to be moved from the left side of the head (start of the trajectory curve in Figure
A, Figure B) to the right side of the head (displayed coil position in Figure A, Figure C). For each
interpolation poses a number of di�erent robot joint settings exist to reach this pose. In between the
interpolation poses, the robot moves in joint interpolated mode, see Section 3.4.3.1. The task is to
choose a joint setting for each interpolation pose such that the overall coil movement is minimal.

The resulting movements of the robot (Joints 4 � 6) and the coil are displayed in Figure
3.13. For all algorithms, the robot reached the target pose in �ip con�guration, see Figure
3.12.C. Thus, the �nal joint settings for all algorithms were the same: (−0.7◦, −36.7◦, 216.3◦,
−33.9◦, −79.0◦, 23.4◦). But there were big di�erences in how this hand con�guration change
was realised.

The greedy algorithm �rst turned Joint 4 in negative direction until the joint limit of −190◦

was reached (Interpolation point 7). This realised the minimal joint change from one in-
terpolation pose to the next. But the eighth interpolation point could not be reached by
decreasing the value of Joint 4 further. Thus, Joint 4 had to change by nearly 180◦, Joint
5 had to change from +60◦ to −60◦ and Joint 6 had to change by about 180◦ to get to
Interpolation point 8 (see also the discussion in Section 3.2.3). This resulted in a huge move
of the coil with a cumulated coil orientation change of over 120◦, Figure 3.13 top. The
con�guration change brought the coil's front dangerously close to the head, changing the
coil's orientation from tangential (0◦ pitch angle) to about −60◦ pitch angle.10

If we persist on the tangential orientation at each interpolation pose, the optimal solutions for
a minimal coil orientation change (coc) and a minimal joint movement (rjm) agree. We see
that the big move from the greedy algorithm is avoided by implementing the con�guration
change earlier in the trajectory, in Trajectory segment 6. When we compare the graphs for
the greedy and the optimal tangential algorithm for Joint 5, we see that the con�guration
change was chosen at the trajectory segment in which Joint 5 could not get closer to 0◦ by a
greedy move. Note that the orientation change of the coil for a move of Joint 4 increases with
the angulation of Joint 5. Thus, it comes to no surprise that by choosing the con�guration

10The pitch angle measures the rotation about the y axis. For the coil, this axis runs perpendicular to the
handle direction and the coil's surface.
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Figure 3.13.: Robot trajectories using di�erent con�guration algorithms. The graphs show the cumu-
lated coil orientation change during the transition from one interpolation point to the next (top),
the angular changes of Joints 4 � 6 (middle) and the pitch relaxation used in the two relaxation
algorithms (bottom). Note that the joint graphs are not aligned with the coil change and the pitch
relaxation graph, but rather show the true time course for the di�erent algorithms. This allows a
comparison of the computation times for the trajectory (horizontal parts of the joint graphs).
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mode change at half the angular value of Joint 5, the resulting cumulated coil orientation
change is only about half as big. We remark that the changes in Joints 4 and 6 for the
con�guration change were similar for the greedy and the trajectory optimal algorithms, so
the important di�erence between the greedy and the tangential solution lies in the value of
Joint 5 for the con�guration change.

The relaxation of the trajectory allows to decrease the value of Joint 5 further at the in-
terpolation points. For both objective functions (coc and rjm) this results in trajectories
with smooth coil transitions between the interpolation points. The maximum coil orienta-
tion change for the minimal joint movement algorithm was about 25◦, the maximum coil
orientation change for the optimal algorithm was 22◦. Both algorithms yielded a trajectory
which changed the joint angles nearly monotonously from start to target values. Therefore,
the resulting trajectories did not di�er much. The coc trajectory realised the major change
in Joint 4 right at the beginning in one big step whereas the rjm algorithm used several
smaller steps for it. Further, the coc algorithm used Joint 4 at the end to counterbalance a
bigger move of Joint 6. This resulted in a slightly smaller cumulated coil orientation change
in Trajectory segment 9. The biggest di�erence between the algorithms is the relaxation
angle (or pitch angle) chosen at the beginning. The coc algorithm turns the coil towards
the head in the �rst trajectory segment by −20◦ and keeps this tipping towards the head
during the whole trajectory. The rjm algorithm �rst turns the coil away from the head by
10◦ (Interpolation point 3), but reverts this turn in the next two moves to −20◦. This results
in slightly less smooth coil transitions during the �rst phase of the trajectory.

3.4.3.6. Run-time analysis and implementation issues

The relaxation of the trajectory poses creates a much bigger computational task than �nding
an optimal path for a non-relaxed trajectory: Let A be the number of discretisation steps
for α and M the number of con�guration modes11. Assuming n interpolation points for
the trajectory, the resulting graph has n layers with A ∗M vertices and one layer with one
vertex (namely the start vertex). The number of edges is thus given by |E| = (n− 1) ∗ (A ∗
M)2 +A ∗M .

In the initialisation phase, each edge must be initialised, its value be computed, and the
edge be added to the edge list E. This results in a runtime of O(nA2M2). It is worth noting
that computing the coil orientation change (coc, Equation (3.17)) takes much longer than
evaluating the maximum joint change (rjm, Equation (3.6)), because the former needs to
compute the Jacobian of the robot direct kinematics and to integrate numerically, whereas
the latter just computes the di�erence of two six-tuples and takes the maximum value. So
the constant hidden in the O-notation is rather large for coc and small for rjm.

To obtain an optimal path in the graph, we sort the edges by their value, requiring asymp-
totically O((nA2M2) log(nA2M2)) operations, and test for each edge exactly once if it can

11M is at most 23 = 8, but for our application we mostly restrict the arm con�guration to lefty, reducing
M to 4. If we work with a sitting subject, we can further set elbow to up, so that only 2 con�guration
modes for the hand remain.
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be deleted or not12,O(nA2M2). The process of deleting an edge itself is relatively fast, so
that the asymptotic constant is small. This is also true for the sorting step, so we expect the
initialisation to be non-negligible for the overall run time, even if it is of lower asymptotic
order.

In our experiments we found that for A = 10, M = 2, and n = 25 the coc initialisation
took about tinitcoc = 65 ms, the rjm initialisation took about tinitrjm = 12 ms, and the Graph.

findOptPath method took about topt = 5 ms. If we consider all 8 possible con�guration
modes, i.e. M = 8, these �gures increase to tinitcoc = 860 ms, tinitrjm = 190 ms, and topt = 90 ms.
We see that for numbers of our concern, not the asymptotically governing sorting process
of the edges is important for the run time, but the initialisation phase. Tests show that the
process of �lling the lists for the vertices and edges consumes most of time of the Graph.init
method. To conclude, the running time for �nding an optimal path in RΓE grows about
quadratically in A and M and linearly in n for the small ranges of n, A, M we deal with.

The total run time of about one second for A = 10, M = 8, and n = 25 for the coc method
shows the computational limits of the algorithm. For an initial trajectory calculation in joint
space, such a computation time (and hence delay in treatment) might be bearable. But we
need to keep in mind that the poses of the trajectory RΓE change constantly, because the
head position RTH changes, see Equation (3.8). Thus, we need to re-compute an optimal
path in joint space to implement IΓC after reaching each pose. This means that for a
trajectory with n = 25 interpolation points we have to expect a total computation time
of about 12 seconds. (The computation time for each pose decreases, because n is getting
smaller.)

To save time, we implemented the following two step process: First, we compute an optimal
path for the non-relaxed trajectory. Only if there is no such path (because a pose cannot
be realised) or if the path value is too big, we compute an optimal path for the relaxed
trajectory. If also the relaxed trajectory cannot be realised or if the value of it is still too
big, the user has to choose either another target, reposition the patient or move the robot
by hand such that the coil is closer to the target region.

Finally, a relaxation of the tangential pose IΓiC by α brings the coil rim (α < 0) or coil
handle (α > 0) closer to the head. To avoid the coil touching the head, we therefore restrict
the range of α in dependence of the distance of IΓiC from the head surface: From α ≡ 0 at
the head surface to α ∈ {−90◦, 30◦} at su�ciently distant points along the trajectory.

3.4.4. Motion compensation

Motion compensation aims to keep the coil at its designated position if the head moves.
We distinguish two areas of motion compensation: during the trajectory move and after
reaching the target pose.

12This holds true also for the recursive process of deleting widow or orphan vertices and edges, because
each edge considered in this process is directly deleted and will thus not appear in the main loop of the
Graph.findOptPath method.
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3.4.4.1. Trajectory adaptation

As brie�y explained in the previous section, we compensate for head movements during the
transition from one stimulation point to the next by adjusting the trajectory after reaching
an interpolation point. Therefore we determine the head position RTH and update RΓE

using Equations (3.8) and (3.9). As neither the Kuka robot nor the Adept robot allow a
safe adaptation of a once started move command13, we have no possibility to correct head
movements during the transition from one interpolation point to the next. Hence we plan
the trajectory such that the distances between the interpolation points are small and the
autonomous movements of the robot are short.

3.4.4.2. Keeping the target pose

After reaching the target pose, the second motion compensation feature sets in to com-
pensate for head movements during the stimulation. Mathematically, we need to keep the
transform from the coil centre to the head marker HTC constant if the head position TTH

changes. This amounts to moving the robot end-e�ector to

RTE = RTT
TTH

HTC
CTE. (3.29)

To avoid sudden big changes in robot joint values, we use the metric de�ned in 3.2.3 to
calculate the best con�guration mode for the target position RTE.

We remark that this second motion compensation feature makes no reference to the virtual
head model. Both, the motion compensation equation (3.29) and the online adaptation of
coil pose require only the knowledge of the headband position, TTH, and the desired position
of the coil with respect to the headband, HTC. Note that HTC can be de�ned by the initial
pose HTC when starting the motion compensation module. Even though we haven't used
this fact yet, one can imagine a quick set-up procedure, where the coil is pre-positioned
manually near the head, steered to its target position by online pose adaption using visual
guidance, and kept there for the time of a rTMS treatment. For example, this might be
su�cient for the rTMS treatment of depression, where the left prefrontal cortex is stimulated
for about 20 minutes using short trains of high frequency rTMS [49].

As an extension to the motion compensation feature, we allow an online change of the
coil position with respect to the head (HTC). The user can adapt HTC by changing the
distance of the coil from the head or rotating the coil around its z-axis. Mathematically,
this corresponds to a concatenation of HTC with CTA, where A is either a z-translation

by dz:

(
1 0 0 0
0 1 0 0
0 0 1 dz
0 0 0 1

)
, or a rotation around z by αz:

(
cos(αz) − sin(αz) 0 0
sin(αz) cos(αz) 0 0

0 0 1 0
0 0 0 1

)
. The advantage of

13The Adept robots allow to change the position of the move target, but in a rather uncontrolled manner:
The target position is concatenated with a correction matrix, yielding the new target pose. This pose
is then approached without further user control. Especially, there is no control over the con�guration
mode to reach the new pose or over the speed in which the trajectory is adapted. This disquali�es this
functionality for our purposes. For example, imagine a miss-reading of the head position by the tracking
system, causing a shift in the trajectory of the robot by 10 cm. This shift will be realised by the Adept
trajectory adaptation within the next time step, i.e. 12ms, bringing the robot to a very high speed.
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this feature is twofold. Firstly, we can adapt to errors in the head reconstruction (Section
3.3.2) or head registration (Section 3.3.3) by moving the coil �rst to a position 1 cm above
the stimulation point (using the method presented in Section 3.4.1) and then reducing this
distance online until the coil touches the head slightly. Secondly, the coil rotation angle
αz is often set by visual inspection, especially if no MRI information is available and the
virtual head is reconstructed using sampled outline points (Section 3.3.2). Here, the feature
of online coil pose change speeds up the process of de�ning the stimulation point.

3.4.4.3. Implementation issues

For safety reasons, we restrict the allowed change in joint values for each joint, see Section
3.5. This is necessary, because joint limits might prevent the adaptation to small pose
changes with small joint changes. In our experiments this was sometimes the case for Joint
4. When the stimulation pose was reached with e.g. j4 = 185◦ (the range of Adept's fourth
joint is from −190◦ to 190◦), a changed head position would have required a j′4 angle of
e.g. 195◦. Since this is cannot be realised with the Adept, the closest feasible joint setting
would be j′4 = 5◦, j′5 = −j5, and j′6 = j6 ± 180◦. (Note that this position, which means a
con�guration change of the hand, is closer in joint space than j′4 = −175◦, j′5 = j5, j′6 = j6.)
The transition from J to J ′ would induce a large coil movement, which might press the
coil against the patient's head. This is clearly not acceptable. So there is no other way
than to avoid such a move altogether, even for the price that some head motions cannot be
compensated.

In our implementation of the motion compensation at the target point (Section 3.4.4.2), we
�rst determine the actual head position TTH and command the robot to the target pose
RTE according to Equation (3.29). Then we repeat this sequence. As neither the Kuka KR3
nor the Adept Viper s850 allow a safe modi�cation of a commanded move, the two steps
(head tracking � robot move) have to be performed in strict order. Nevertheless, as head
movements are normally small, we still reach a pose update frequency in the range of the
maximum tracking frequency, i.e. 30 � 60Hz for the Polaris system.

Jitter in measurements, i.e. the variational error in determining the head marker's pose,
is a serious problem for the motion compensation feature. Especially the passive Polaris
system proved to be vulnerable for miss-readings in the orientation of the head marker. Due
to a leaver of about 10 cm, an error of 0.1◦ in orientation reading of the head marker TTH

results in a shift of the stimulation point by 0.17mm. On the contrary, errors in the readings
of the translational part of the head marker translate directly to errors in position of the
stimulation point, e.g. a miss-reading of 0.1mm in position of the head marker causes the
stimulation point to be shifted by the same value.

Tests in our laboratory have shown that the readings of the normal vector for the head
marker we use in our application (passive Polaris tool with 3 re�ective spheres) have a mean
deviation of 0.15◦ to 0.2◦ from the averaged normal.14 This results in an average shift of

14Value over 20,000 measurements; value independent of orientation towards the camera and independent
of translational movements.
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the stimulation point of 0.34mm. This value should be compared to the mean translational
error of about 0.25mm.

Unfortunately, these values could not always be reproduced in practice. Error sources like
inhomogeneous re�ectance of the passive spheres (damaged coating, dirt, hair partly covering
them) or increased infrared background light (sun) decreased the quality of the tracking data
drastically. Sometimes, changes in stimulation position by up to 10mm could be observed
under sub-optimal conditions.

Our solution to stabilise the tracking data is to average the last n readings of the tracking
system. For the translational part, we use the simple mean formula for averaging. For
averaging the orientation, we use a method based on a tensor representation of the rotation
in R16 [22]. Note that averaging orientations is always problematic, especially when the
transformations between the single readings get large, because one needs to ensure that the
result is a valid representation of an orientation again. Furthermore, there is no agreed set
of conditions for the averaging formula. The method of [22] was found to yield stable and
agreeable results, together with ful�lling some basic requirements such as rotation invariance.
Figure 3.14 shows the orientation error of the moving marker for di�erent values of n. We
see that the error is reduced by a third when averaging just three values and by one half for
n = 7, but that further reductions require far bigger averaging values n.

The disadvantage of averaging is of course the additional latency before a movement is
followed. We are using a running average, implemented in the form of a ring bu�er, so a
movement of the head is detected by an nth of its value with the tracking frequency f and
compensated after time n

f . Based on the results from Figure 3.14, we use an running average
size n of 3 to 10, depending on the quality of the tracking data in the TMS session, to reduce
jitter in the measurements. This relatively small number also ensures that the in�uence of
averaging on compensation time for head motion is small, see Section 6.1.2.

3.5. Safety

An inherent problem of all robot operations in the vicinity of humans is safety. For TMS this
is especially crucial, since the distance between the robot controlled coil and the patient's
head is required to be zero. A false move of the robot could hit the patient with the coil and
harm him / her. We met the safety demands by introducing a number of security features.
Firstly, all robots we use have an emergency stop switch, which immediately shuts down
the robot power and applies the brakes. Secondly, the robot speed is reduced to 3% of its
maximum speed, resulting in a maximum joint speed of 7.2◦/ s (Joints 1, 3), 6.3◦/ s (Joint
2), 11.25◦/ s (Joints 4,6), and 9◦/ s (Joint 5), respectively [81]. Thirdly, large movements
like positioning the coil at a di�erent point at the head are separated into several smaller
moves. After each one a small pause reduces the position speed again. Fourthly, changes in
robot joint angles can be limited, preventing large moves changing from one con�guration
space to another. Finally, we avoid �xing the patient's head, enabling the patient to move
away from the robot if the coil is pressed too strongly against the head.
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Figure 3.14.: Smoothing of the orientation part of the tracking data. Mean deviation of the head
marker's normal vector from the overall average for di�erent running average size n. Sample size:
50064, marker geometry: 3 passive re�ective spheres. The marker was moved by the Adept robot in
a pure translational fashion with an amplitude of 5mm and a frequency of about 1Hz.

As discussed in 3.4, the robot position is calculated using the registration of the real head to
its virtual image. Hence we need to make sure that this registration is as exact as possible.
To test this, we move a tracked pointer over the real head, keeping its tip in contact with the
surface. Using HTT and ITH, the tip coordinates are transformed into virtual coordinates and
displayed as a sphere with radius 2mm. If the registration is correct, the sphere should be
half submerged into the virtual head outline, its centre lying directly on it. Furthermore, we
point on landmarks on the real head, checking if the transformed tip lies on their counterparts
on the virtual head. If one of the criteria is not met, registration and / or virtual surface
reconstruction must be re-performed.

A similar procedure can be used to check the registrations RTT and ETC. For all coils
used, exact virtual representations are used in the software. We use the tracked pointer
device and hold it on the surface of the robot attached coil. After transforming the pointer
coordinates to the virtual space I, its visualisation must lie exactly on the surface of the
virtual coil. We can also check the correct correspondence of coil centre and coil rim. If
there is a noticeable discrepancy between real pointer position and virtual pointer position,
registration of tracking system to robot and / or registration of coil to robot end-e�ector
must be re-performed.

3.5.1. Force sensor

As a direct means to check the if the coil is touching the head, we use a force control unit
[41]. This device is placed between the robot end-e�ector and the coil handle and replaces
the conventional coil holder. The device is made of two plastic plates, connected by a spring,
and contains three force sensors which are placed between the two plates. The force sensors
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Figure 3.15.: Force sensor for detecting collisions of the coil. The underside of the unit is attached
to the robot, the coil is clamped in the arc on the upper side. The spring between the plates ensures
that positive and negative forces can be detected, i.e. forces in direction towards and away from each
sensor.

are connected to the TMS control computer via a RS232 interface. The unit is attached to
the robot with Plate 1, the coil is clamped at the outside of Plate 2, see Figure 3.15.

The spring which connects the two plates ensures that there is always a certain pressure
on the force sensors. If the coil touches the head, it will create a momentum. This leads
to a changed pattern of force at the sensors, e.g. more pressure on the sensors towards the
coil's head, less pressure on the sensor on the far side of the device. The change in force is
evaluated and the robot is controlled accordingly: If a strong force is measured, we must
assume a collision and halt the robot immediately issuing an emergency stop. If a weak
force is measured during the �nal approach to the head, we stop the robot's movement
towards the head using the normal deceleration mode, move 1mm backwards, and start
motion compensation module from Section 3.4.4.2, which keeps the coil at its place relative
to the head.

There is also momentum and force from the weight of the coil's head (especially for passively
cooled coils, which weight up to 1.5 kg). The weight-related forces on the sensors change
with the orientation of the coil, making it di�cult to detect weak forces on the coil. Thus,
we compare the forces during the approach to the head with the forces at the start of this
linear movement. Then the weight-related forces will not change, because the orientation of
the coil does not change.
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3.5.2. Redundant robot control with tracking systems

We have explained already that the avoidance of a �xed head by introducing motion com-
pensation has the advantage that even in the unlikely case of a robot collision the impact
on the head will be minimal. This holds of course only if the robot speed is not too high.
Therefore, one possibility to improve safety further is to introduce a control of the robot
speed by the tracking system. In this section we discuss two algorithms to calculate the
robot speed via a marker and present formulae for the maximum distance before the too
high robot speed can be detected.

We will see that this distance depends on two parameters: The tracking frequency and the
tracking accuracy. Unfortunately, for the tracking systems available no one enables to track
enough robot parts, i.e. providing enough markers, while having a tracking frequency and
tracking accuracy that the robot could be stopped within one centimetre. So to-date the
following calculations have only academic value. But if there will be a tracking system which
allows e.g. 10 markers to be tracked with a speed of 4000Hz and an accuracy of 0.1mm,
a module controlling the robot speed via this tracking system should be included in our
system for robot aided TMS.

3.5.2.1. Simple Algorithm

Before we begin some general calculations: Let sj be the accuracy of the tracking system,
i.e. the measured jitter for a static probe. Let f be the tracking frequency. Then the jitter
speed νj , i.e. the erroneously measured speed of the probe is given by νj = f‖sj‖.

The distance the robot travels while the speed ν is measured is given by d = ν
f , i.e. the

distance the robot moves between two tracking measurements. Let νmax be the maximum
possible speed of the robot end-e�ector as determined by its speci�cation.

Let νcrit be the critical speed which must not be exceeded for safety reasons. If we request
the jitter speed to be less than 10% of it to avoid false alarms, i.e. νj ≤ 0.1νcrit, and if the
accuracy of the tracking system is given by sj , the maximum allowed tracking frequency is
given by f = 0.1νcrit

sj
.

If the robot changes its speed �instantaneously� to νmax, it thus travels dmax = 10sj νmax
νcrit

until the maximum speed can be detected.

Thus, given the maximal robot speed νmax, a critical speed νcrit, and a required stop distance
of dmax, we get the formulae

sj =
dmaxνcrit
10νmax

, (3.30)

f =
νmax
dmax

. (3.31)
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Example Let us assume we require the robot to stop within dmax = 20 mm and let the
safe speed be restricted to νcrit = 400mms . If we are working with the Adept Viper s850,
the maximum composite speed is about νmax = 8000mms . Thus the required accuracy is
sj = 0.1 mm for a tracking frequency of f = 400 Hz.

Alternatively, given tracking frequency f , tracking accuracy sj , and robot parameters νmax
and νcrit, we have

dmax ≥ max{νmax
f

,
10νmaxsj
νcrit

}. (3.32)

The important observation is that no further improvement of dmax is possible by just in-
creasing tracking frequency; the accuracy is just as critical.

Thus, even if a tracking system works with 4000Hz, if the accuracy is 0.1mm, we will not
be able to stop the robot in less than 20mm, given the robot speci�cations νcrit = 400mms ,
νmax = 8ms . Further, the tracking frequency has to be reduced to 400Hz to avoid false
alarms of too high robot speed caused by the tracking jitter.

3.5.2.2. Moving average

The situation improves if we consider several measurements and average the successive
velocity vectors. We assume a gaussian jitter for the tracking system with mean µ = 0 and
standard deviation σ. So the velocity calculated in measurement i is vi = f(pi +xi− pi−1−
xi−1), where pi denotes the correct position of the probe at measurement i and xi ∈ N (0, σ)
denotes the jitter in measurement i. Note that the sum of two independent Gaussian random
variables is Gaussian again with mean µ1 + µ2 and standard deviation

√
σ2

1 + σ2
2. Hence

the velocity error is Gaussian with mean 0 and standard deviation
√

2fσ. If we average the
velocity calculated from the last n measurements, i.e.

vavi =
1
n

n−1∑
k=0

vi−k =
f

n
(pn + xn − p0 − x0), (3.33)

the distribution of the error of vavi is N (0, σ
√

2f
n ). Thus, the error vector length when

averaging over n velocity vectors decreases linearly with n. The number n of velocities
we need to average to reach an accuracy of νcrit

10 with more than 99% probability is hence
n = 3

√
2fσ 10

νcrit
.

Again, we ask how far the robot can maximally travel before we detect it. For every reading
of the tracking system we average the last n velocities and compare the norm of the result
to νcrit. Assume that ‖vi<0‖ ≤ νcrit, ‖v0‖ > νcrit, ‖vavt<T ‖ = ‖ 1

n

∑n−1
k=0 vt−k‖ ≤ νcrit, and

‖vavT ‖ > νcrit, T ∈ {0, . . . , n− 1}, i.e. at time t = 0 we �rst exceed the critical speed and at
time t = T we notice it. Then the distance the robot moves after �rst exceeding νcrit is

dmax =
1
f
‖
T∑
k=0

vT−k‖ ≤
1
f
‖(
n−1∑
k=1

vT−k) + vT−n − vT−n + vT ‖ ≤
1
f

(nνcrit + 2νmax)

≤
30
√

2fσ
νcrit

νcrit

f
+

2νmax
f

< 30
√

2σ +
2νmax
f

. (3.34)
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Note that for n = 1 the stronger estimate dmax ≤ νmax
f holds trivially.

As for the simple algorithm, increase in frequency does not necessarily lead to a better
performance in terms of dmax as this limits only the second summand in (3.34). Again,
improvements in accuracy are as important for lowering dmax as higher tracking frequencies.

Example Let us assume again νcrit = 400mm
s , νmax = 8m

s . Then Equation (3.34) yields
for the following tracking systems

1. accuTrack (Atracsys) , one LED: f = 4000Hz, σ = 0.1mm. Then n = 43 and dmax <
5 mm + 4 mm = 9 mm.

2. accuTrack (Atracsys) , four LEDs: f = 1000Hz, σ = 0.1mm. Then n = 11 and
dmax < 5 mm + 16 mm = 21 mm.

3. Polaris (NDI), one marker: f = 60Hz, σ = 0.20mm. Then n = 1 and dmax < 133 mm.

In general, if we require a stop within a distance d, σ depends linearly on d and f inverse lin-
early, resulting in n = 2νmax

νcrit
. Conversely, the optimal trade-o� between tracking frequency

and tracking accuracy depends on the maximum speed of the robot:

σf =
νmax

15
√

2
. (3.35)
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4. Motor cortex mapping with TMS1

The aim in motor cortex mapping with TMS is to deduce the region in the brain where a
muscle is represented from a number of stimulations at di�erent sites around the head, the
obtained muscle responses, and the electromagnetic characteristics of the coil. In this chap-
ter, we derive a new algorithm for calculating the cortical representation of a muscle. The
algorithm uses the calculated electric �eld strength at a point on the brain surface and the
motor response from several stimulations to infer a likelihood for the cortical representation
to be at this point, see Section 4.2.

We present a number of statistics to compute this likelihood, Section 4.3, and explain how
to obtain the electric �eld produced by various TMS coils, Section 4.4. The �nal part of the
chapter gives experimental results and answers the question which statistic is best for our
purpose, Section 4.5.

4.1. State-of-the-art

So far, motor cortex mapping with TMS is only possible for a prominent subclass of coils,
namely �gure-of-eight shaped coils. For those coils, several �avours of the Centre of Gravity
(CoG) method (see Section 4.3.5) exist to predict from a number of stimulations with known
coil position and known muscle response the cortical representation of this muscle [11, 20,
26, 38, 54, 77, 92, 119, 144, 167, 174, 185]. All methods have in common that they imply
the strongest stimulation to be directly under the centre of the coil.

For �gure-of-eight shaped coils this is indeed the case, but for also widely used circular coils
this is far from true. Here, the maximum stimulation is not localised directly under the
coil centre, but rather has the form of a torus underneath the coil rim [123]. Some new
coil designs like the H-coil [148] also have no unique focus point, so the established TMS
motor cortex mapping methods fail in these cases, because they do not directly consider the
electric �eld produced by the coil.

The accuracy of the CoG map has been found to be about 1 cm: Wassermann et al. reported
the CoG to agree within 5 to 22mm with the localisation from PET in four healthy subjects
[185]. Classen et al. found a mean di�erence between PET and CoG of 4.7mm in Talairach
coordinates (a normalised coordinate system for the brain) for 14 subjects [26]. Lotze et al.
compared the CoG with localisation from fMRI and saw a mean di�erence of 13.9mm in
�ve subjects [92]. Terao et al. found an agreement of projected CoG and fMRI of 2 to 4mm
over �ve subjects [174]. Herwig et al. reported a mean deviation of 10mm between CoG

1Parts of this chapter have been published in [42, 100].
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and fMRI maximum [54]. Finally, Krings et al. found the CoG projection to the cortex to
agree within 1 cm with the mapping results from direct electrical stimulation during brain
surgery for two subjects [77].

The only alternative to the CoG methods presented to-date comes from Thielscher and
Kammer [175]. Their method includes the calculation of the electric �eld of the �gure-of-
eight coil and could thus in principle be extended to other coil geometries. In detail, they
moved a �gure-of-eight coil in steps of 1 cm along a line perpendicular to the central sulcus
and stimulated at each position i with stimulator output ranging from 20% to 100%. For
each stimulation point, this yielded a data set of stimulator output versus MEP. A sigmoidal
curve was �tted to the data and the stimulator strength x at which a half-maximal MEP
would be elicited was interpolated. For each coil position i the electric �eld distribution over
the cortex for a stimulation with strength xi was then calculated using a magnetic dipole
model of the coil and a spherical head model. Finally, the authors calculated the variance of
the electric �eld strength values for every point on the cortex and claimed that the cortical
representation is to be found at the point of minimal variance. This seems reasonable if one
assumes that the same electric �eld strength at the cortical representation point leads to
the same MEP and that di�erent electric �eld strengths lead to di�erent MEPs.

The authors did not validate their method against alternative functional imaging, but
claimed that for all four subjects of the study the cortical representation of the right APB
muscle (a thumb muscle) was identi�ed at the lateral part of the hand knob. The images
presented in the publication further show a narrow stripe of low variance values perpendic-
ular to the stimulation line, so that some ambiguity in localisation along this direction can
be assumed.

Apart from the unclear validation state for the method, the biggest disadvantage is the
time consuming and rather unconventional protocol. The authors used between 9 and 13
stimulation points with four stimulations at each stimulator output level and a minimum of
5 seconds interstimulus interval, so a mapping time of 1 hour must be expected. Further, the
method has only been tested for one stimulation line, so it is unclear whether the results of
the mapping along two di�erent lines agree and whether an extension to a grid-like pattern
reduces the localisation ambiguity along the direction perpendicular to the stimulation line.

4.2. Motor cortex mapping - the general principle

Although the underlying biophysical processes leading to a macroscopic response to TMS
are still not completely clari�ed, it seems to be established that the e�ects of the stimula-
tion on the central nervous system are related to the strength of the electric �eld delivered
to the representation site by the pulse [44, 123, 175]. The exact muscle response Y to a
stimulation depends on the placement of the coil with respect to the head, the electromag-
netic characteristics of the coil, which are governed mainly by its shape, and the stimulator
output.

As motivated in Section 2.2.1, we assume the relation between electric �eld strength E(pr) at
the muscle representation point pr on the cortex and the measured evoked muscle response
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Y to be a monotonous function, i.e. Y = f(E(pr)). Note that f will not be linear and may
have a discontinuity at the motor threshold.

For our mapping, we consider each point p on the brain surface separately. We calculate the
electric �eld strengths ei at p when �ring the TMS coil at the stimulation sites i = 1, . . . , n.
This is done with the help of the coil �eld map obtained as described in 4.4 and yields a list
{e1(p), . . . , en(p)}. This list is di�erent for each point p, because the electric �eld produced
by the coil is highly inhomogeneous, see Figure 4.3.

Let {y1, . . . , yn} be the list of measured motor responses, obtained as explained in Section
4.5.1.3. Note that this list is independent of p. We now seek a statistic S : R2n → R, i.e. a
map ((e1(p), y1), . . . , (en(p), yn)) 7→ S((e1(p), y1), . . . , (en(p), yn)), with the property

S((e1(pr), y1), . . . , (en(pr), yn)) > S((e1(p), y1), . . . , (en(p), yn)), ∀p 6= pr. (4.1)

That means that we require the statistical value at the representation point pr to be bigger
than at all other points on the cortex.

For the �nal map we repeat the S-calculation for every point on the brain surface. We
evaluate S(p) := S((e1(p), y1), . . . , (en(p), yn)) for each point p separately and colour the
point by its S(p) value. The point with the highest S-value is then the most probable point
for the representation of the muscle mapped.

Unfortunately, the true electric �eld strength at points in the brain is unknown, because
the scalp, skull, cerebrospinal �uid, and brain weaken and distort the electric �eld produced
by the coil. There have been many attempts to simulate those e�ects [94, 175]. But so
far, most models used only crude approximations of the true individual head and brain
geometry (mainly using spherical head models). Furthermore, electromagnetic properties
of the head tissues are not well established and have been shown to possess great inter-
individual di�erences [117]. As described, we require the knowledge of the electric �eld at
all points at the brain surface for all stimulation points, creating a big computational task
if modelling was used.

Instead, we ignored the in�uence of the head on the electric �eld and used the measured
electric �eld of the coils in air, from hereon denoted by X. Hence we replace the term
S((e1(p), y1), . . . , (en(p), yn)) by S((x1(p), y1), . . . , (xn(p), yn)) in the discussion above. We
will see from the results in Section 4.5.3 that our approach is able to handle the inaccuracy
induced by this approximation.

A justi�cation for our model is given in Figure 4.1. The red curve displays the (approxi-
mated) electric �eld strength at the representation point X(pr) versus the motor response
Y , i.e. the pairs ((x1(pr), y1), . . . , (xn(pr), yn)). The green and blue curves give an example
how this relation changes if we do not consider the representation point pr, but a point p1 in
7 millimetres distance (green curve) and a point p2 in 14 millimetres distance (blue curve),
respectively. We see that at the hotspot pr the graph electric �eld versus muscle response
is only slightly oscillating, showing nearly a monotonic increase of the muscle response with
the electric �eld strength at that brain surface point.

The map in Figure 4.1 is calculated using the rank coe�cient τ statistic, see Section 4.3.1.
There is a clear distinction between the curves for high, intermediate, and low mapping
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Figure 4.1.: Calculated electric �eld strength X(p) (arbitrary units) and elicited MEP responses Y
(peak to peak, in mV) at the APB muscle for three di�erent points on the brain surface. The points
are chosen such that p0 is at the mapping maximum point (red), p1 has intermediate mapping value
(green), and p2 has low mapping value (blue). Note that the Y -values are the same in all three
graphs, only the respective X-values di�er. The brain colour in the upper left picture is according
to the rank coe�cient τ value, see Sections 4.3 and 4.5.2. Stimulation was performed with a bend
�gure-of-eight coil at 46 stimulation sites with a �xed stimulator output, see Experiment 3.

values. The lower the mapping value, the more oscillating the curve becomes, showing less
monotonic and less functional dependence of the motor response values Y on the electric
�eld values E(p). Stimulation was performed with a �gure-of-eight coil and the abductor
pollicis brevis muscle (thumb muscle) responses were measured for 46 stimulation sites.

4.3. Mapping Functions

In this section we describe a number of statistics which are good candidates to ful�ll Equa-
tion (4.1). As we assume the correspondence between the electric �eld strength at the
representation point and the motor responses to be a monotonous function, the statistics
we consider here yield high values for such data. Each statistic focuses on another aspect of
the functional monotonic dependence, e.g. the monotonicity or a functional dependence.
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4.3.1. Kendall's rank coe�cient τ

Kendall's rank coe�cient τ measures the degree of correspondence between two rankings.
In other words, it gives a measure of monotonicity of the relation between two variables. If
{(x1, y1), . . . , (xN , yN )} are n realisations of (X,Y ), we de�ne

Cij =

{
1 if (xi − xj) · (yi − yj) > 0
0 else

, Dij =

{
1 if (xi − xj) · (yi − yj) < 0
0 else

. (4.2)

Hence, C :=
∑

i<j Cij is the number of concordant pairs, D :=
∑

i<j Dij is the number of
discordant pairs and the rank coe�cient

τ(X,Y ) :=
C −D

1
2n(n− 1)

(4.3)

is a normalised measure of monotony of the relation of X and Y . If the relation is
monotonously increasing, τ = 1, if the relation is monotonously decreasing, τ = −1. We
note that τ is a symmetric measure, i.e. τ(X,Y ) = τ(Y,X).

A particularity requiring special attention is the case of equal sample values xi = xj or
yi = yj , because they lead to neither concordant nor discordant pairs, but are counted in
the denominator. We chose to handle this using Kendall's τ b - formula, i.e. we replaced
1
2n(n− 1) by

√
C +D + ny

√
C +D + nx with ny denoting the number of pairs with i < j,

xi 6= xj , yi = yj and nx denoting the number of pairs with i < j, xi = xj , yi 6= yj . For the
implementation we used the algorithm suggested in [130].

4.3.2. Correlation Coe�cient

Pearson's Correlation Coe�cient ρ measures the degree of linear correspondence between
two random variables X, Y . It is de�ned as

ρ(X,Y ) =
cov(X,Y )√

V ar(X)
√
V ar(Y )

. (4.4)

So, if Y = aX + b for a, b ∈ R, ρ(X,Y ) = sign(a). Clearly, the Correlation Coe�cient is a
symmetric measure, i.e. ρ(X,Y ) = ρ(Y,X). Further, it holds −1 ≤ ρ(X,Y ) ≤ 1. Finally, if
ρ(X,Y ) = ±1 then τ(X,Y ) = ±1.

4.3.3. Normalised Mutual Information

Mutual Information is a very general measure of a relation between two variables. It is
de�ned as

I(X,Y ) = H(X) +H(Y )−H(X,Y ), (4.5)
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where H(X) and H(Y ) denote the entropy of X and Y , respectively, and H(X,Y ) denotes
the joint entropy of (X,Y ). It holds 0 ≤ I(X,Y ) ≤ min(H(x), H(Y )), so if we normalise
I(X,Y ) as

Ĩ(X,Y ) :=
I(X,Y )

min(H(x), H(Y ))
, (4.6)

we ensure 0 ≤ Ĩ(X,Y ) ≤ 1 [66, 75]. Hereby, we de�ne 0
0 := 0, so that zero mutual

information always corresponds to zero normalised mutual information.

For discrete variables X ∈ {X1, . . . , Xn}, Y ∈ {Y1, . . . , Ym}, H is de�ned as

H(X) = −
n∑
i=1

p(X = Xi) log(p(X = Xi)), (4.7)

H(X,Y ) = −
n∑
i=1

m∑
j=1

p(X = Xi, Y = Yj) log(p(X = Xi, Y = Yj)), (4.8)

where p(ω) denotes the probability of an event ω. Given a sample x1, . . . , xn, we use the
sample probability p(X = Xi) := #{xk|xk=Xi}

n .

If, as in our case, X and Y are continuous, we de�ne intervals [Xi, Xi+1), [Yj , Yj+1) and
replace X = Xi by X ∈ [Xi, Xi+1) and Y = Yj by Y ∈ [Yj , Yj+1) in Equations (4.7) and
(4.8).2 Note that the result depends on the intervals de�ned.

Some important properties of Ĩ include:

� Ĩ is a symmetric measure, i.e. Ĩ(X,Y ) = Ĩ(Y,X).

� Ĩ(X,Y ) = 0 if X and Y are independent.

� Ĩ(X,Y ) = 1 if and only if there is a functional dependence between X and Y , [66].

� If the relation between X and Y is approximately monotonic, then Ĩ(X,Y ) and
τ(X,Y ) are of the same magnitude, otherwise Ĩ(X,Y ) is larger than τ(X,Y ), [66].

4.3.4. Correlation Ratio

Correlation Ratio, historically denoted as η, can be used to measure the functional depen-
dence of two random variables X,Y : Ω → R. It was introduced by K. Pearson in 1905
[125]. Its main application lies in ordinal statistics, but it has also been applied recently in
multimodal image registration as a measure of correspondence [140]. The Correlation Ratio
of Y given X is de�ned as

η(Y |X) :=
V ar[E(Y |X)]

V ar[Y ]
, (4.9)

where E(Y |X) denotes the conditional expectation of Y given X. Note that η is an asym-
metric measure, i.e. in general η(Y |X) 6= η(X|Y ).

2This method to make discrete formulae applicable for continuous entities is called binning.
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It is easy to show that E(Y |X) is the best functional approximation of Y in L2, the vector
space of square integrable random variables [120]. Thus, Correlation Ratio relates the total
variance of Y to the Variance of the part of Y which is explained by X. See [140] for a
geometric derivation of η(Y |X) in L2.

By the total variance theorem [156]

V ar[Y ] = V ar[E(Y |X)] + E(V ar[Y |X]), (4.10)

where V ar[Y |X] denotes the conditional variance of Y given X. Hence

1− η(Y |X) =
E(V ar[Y |X])

V ar[Y ]
(4.11)

measures the part of Y unexplained by X.

Note that if the joint density p(x, y) of (X,Y ) exists, E(Y |X) and V ar[Y |X] are given by

E(Y |X = x) =
∫
yp(y|x)dy =

∫
y
p(x, y)
p(x)

dy =
1

p(x)

∫
yp(x, y)dy, (4.12)

V ar[Y |X = x] =
∫

(y − E(Y |X = x))2p(y|x)dy. (4.13)

Some simple consequences follow directly from the de�nition of η:

� It holds η(Y |X) ∈ [0, 1], since 0 ≤ V ar[E(Y |X)] and 0 ≤ E(V ar[Y |X]).

� If Y = φ(X) for a measurable function φ then E(Y |X) = φ(X) = Y and hence
η(Y |X) = 1.

� If X and Y are independent then p(x, y) = p(x)p(y) and E(Y |X) ≡ E(Y ). Hence
V ar[E(Y |X)] = 0 and η(Y |X) = 0.

Correlation Ratio is related to the Correlation Coe�cient as follows: η(Y |X) measures the
functional dependence of Y on X, whereas ρ(X,Y ) measures only the linear dependence of
X and Y . Since functional dependence includes linear dependence, η(Y |X) ≥ |ρ(X,Y )| and
if ρ(X,Y ) = ±1 then η(Y |X) = 1. Further, any monotonic relation implies a functional
relation, thus if τ(X,Y ) = ±1 then η(Y |X) = 1.

The estimation of η from only a few (20 to 40) samples with continuous range is di�cult,
because binning does not yield stable results. Thus, we devised a new algorithm to estimate
η. In short, we approximate the joint density of (X,Y ) by Parzen Windowing with a product
kernel. This leads to a version of Equation (4.13) that can be solved analytically, resulting
in the formula

1− η(Y |X) =

∑N
j=1 y

2
j −

∑N
i=1

(∑N
j=1 yjgj(xi)∑N

j=1 gj(xi)

)2

∑N
j=1 y

2
j −

1
N

(∑N
j=1 yj

)2 . (4.14)

Here, gj(x) is a windowing function centred at xj , i.e. a positive function in L1 with∫
R g(x)dx = 1 and

∫
R g(x)xdx = xj . A detailed derivation of Formula (4.14) can be found

in Appendix A.
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Figure 4.2.: Measurement setup for obtaining the electric �eld produced by the MCF-75 circular coil.
The E-�eld is purely horizontal, thus inducing only a voltage in the horizontal wire probe.

4.3.5. Centre of Gravity (CoG)

The projection of the centre of gravity of the measurements onto the cortex has been shown
to give reasonable mapping results for �gure-of-eight coils, see Section 4.1. Conventionally,
the coil coordinates are weighted by the MEP response provoked when stimulating at this
site and averaged. The resulting spot, which in general lies neither on the scalp nor on the
cortex, is then projected onto the cortex. Hereby, several projection methods exist, [119].

The standard formula for the Centre of Gravity reads

pvariable MEP
CoG :=

∑n
i=1 yipi∑n
i=1 yi

, (4.15)

where pi is the coil centre point for the ith stimulation and yi is the corresponding MEP
amplitude.

To unify this concept with our form of mapping, we need to de�ne a mapping value for
each point p on the cortex. In our implementation, it is given as the normalised distance to
pCoG. The normalisation is linear and such that the nearest cortex point has value 0, the
farthest has value 1. This gives similar results as the convex hull algorithm suggested by
[119].

4.4. Coil Data

Several di�erent coil forms are in use for TMS. Most common are �gure-of-eight coils, shaped
like a double torus, and circular coils. Each coil stimulates the brain di�erently, because
the electromagnetic �eld produced di�ers for each coil type. So to analyse the stimulation
data, the characteristics of the coil must be known. Therefore we measured or simulated
the electric �eld produced by the coil in a separate experiment.

78



4.4. Coil Data

4.4.1. Measuring the coil's electric �eld

In the absence of free charges and for low frequencies3, the electric �eld E produced by
changing currents I = I(t) in the coil with geometry c is given by

E(r, t) = −µ0İ(t)
4π

∫
c

dċ
|r− c|

, (4.16)

see [94, 111] and Equations (2.15), (2.18). Hereby, µ0 denotes the permeability of free space,
İ the change of the current �ow in the coil, and ċ the tangential vector along the coil curve
c. As a direct consequence of (4.16), the electric �eld of a planar coil, i.e. cz ≡ 0, has no
vertical component. So by placing a small straight copper wire with geometry w horizontally
beneath the coil and connect it via vertical running cables to an oscilloscope [36, 150], Figure
4.2, the measured voltage at time t equals

V =
∮

E · dṠ =
∫
w

E(w) · dẇ ≈ |w|E(w, t) cosφ, (4.17)

where φ denotes the angle between wire direction and E-�eld direction. In (4.17) we assumed
the wire length |w| to be small, so that E is constant along it.

By (4.16), the electric �eld of a circular coil is rotationally symmetric and for wy = 0 holds
Ex = 0. So it is enough to measure the E-�eld in the x − z-plane having the straight wire
segment aligned with the y-axis, ẇx = ẇz = 0.

For the �gure-of-eight coil, we measured Ex and Ey in two separate experiments with dif-
ferent probe orientation and combined the measures using Pythagoras' Theorem.

To obtain the full electromagnetic characteristics, we placed the coil at regularly spaced grid
positions and invoked a stimulation pulse with 70% stimulator output. By measuring the
induced voltage in the sensor (4.17) at each position, we obtained a grid of electric �eld
strengths for the coil [155], Figure 4.3. The measurement series were completely automated,
using a Kuka KR3 robot (Kuka GmbH, Augsburg, Germany) and a PCS100 8 bit digital
oscilloscope (Velleman Components N.V., Gavere, Belgium) with a sampling frequency of
800 kHz.

4.4.2. Simulating the coil's electric �eld

As an alternative to measuring the electric �eld produced by a TMS coil, we describe in
this section a method to simulate it. In Sections 2.2.2 and 4.4.1 we have already given the
fundamental equations governing the electric �eld distribution for a TMS coil. In case of
simple coil geometries, e.g. circles, and simple coil surroundings, e.g. air, these equations
can be solved analytically. But even the so-called circular coils have a non-trivial winding
geometry, namely in form of a spiral. So Equation (4.16) has to be solved numerically.

3A TMS pulse lasts about 100µs, yielding a frequency of 10 kHz. This is considered low, because the
corresponding wavelength of 3 ·104 m is several orders of magnitude bigger than the head and the electric
�eld sensor. For more about the quasi-static approximation see Section 2.2.2.1.
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Figure 4.3.: Electric �eld produced by the Medtronic MCF-75 circular coil (left) and the MagStim
�gure-of-eight coil (right). The �eld of the circular coil is rotationally symmetric, therefore only
one radial slice is shown. The measures are given in mV induced in the sensor. The grid comprises
of 20 x 50 points, spaced at 2mm, for the circular coil, and 20 x 20 x 10 points, spaced at 0.5mm,
for the �gure-of-eight coil. Note that for technical reasons the E-�eld map of the circular coil starts
closer to the coil, hence the stronger maximum reading compared to the �gure-of-eight coil.

We implemented a solution to Equation (4.16) in MATLAB (The MathWorks, Inc, Natick,
MA, USA), using recursive adaptive Simpson quadrature to evaluate the integral. As a
test, we simulated the electric �eld in air of a Medtronic MCF-75 circular coil and the
conventional MagStim �gure-of-eight coil.

4.4.2.1. Circular coil MCF-75

The parameters for the simulation, i.e. the coil's wire winding curve, were taken from the
data sheets of the manufacturer: Medtronic speci�es three times seven windings with inner
diameter of 5mm, outer diameter of 32.5mm and winding height of 12mm. In our imple-
mentation we modelled this as three layers of seven concentric circles with equally spaced
radial distance between the circles and layers at z = 0 mm, z = −6 mm, and z = −12 mm.

Figure 4.4 shows a comparison between the measured and the simulated �eld. Note that
the surface plot depicts the electric �eld strength in the x-z-plane, i.e. along a radial slice
of the coil. The two line plots depict the decay of the electric �eld along the lines 0 mm ≤
x ≤ 98 mm, y = 0 mm, z = 5 mm and x = 24 mm, y = 0 mm, 5 mm ≤ z ≤ 63 mm. The
�rst line runs parallel to the coil's surface and is placed 5mm away from it, which is the
smallest distance we mapped with the robotised procedure from Section 4.4.1. The second
line runs perpendicular to the coil's surface and starts at the radial distance x = 24 mm;
exactly where the electric �eld attains its maximum value along the �rst line.

The comparison shows that

� the simulated and the measured �eld attain their maximum at the same radial distance
x = 24 mm,
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A B C

Figure 4.4.: Comparison of the measured electric �eld strength (red) and the simulated electric �eld
strength (blue) of the Medtronic MCF-75 circular coil. The electric �eld strength is normalised for
each plot. Figure A shows the electric �eld strength on the radial slice y = 0, 0 mm ≤ x ≤ 98 mm,
5 mm ≤ z ≤ 63 mm. Figure B shows the �elds along the radial line y = 0, z = 5 mm. Figure C
shows the �elds along the vertical line x = 24 mm, y = 0.

� the increase in �eld strength along the radial line up to the maximum at x = 24 mm
is about the same for the simulated and the measured �eld,

� the simulated �eld has a stronger decay along the radial line than the measured �eld
from the maximum point x = 24 mm up to about x = 45 mm,

� after x = 45 mm the decay of the measured �eld is stronger than the decay of the
simulated �eld, leading to a higher value of the simulated �eld from x = 60 mm
onwards,

� the vertical decay along the line x = 24 mm is very similar for the simulated and the
measured �eld.

The good agreement between measured and simulated data supports both, the correctness of
the simulation and the accuracy of the measurements. The slight discrepancies in horizontal
decay are thought to stem from inaccuracy in calibrating the coil and electric �eld sensor to
the robot, implying that a radial movement of the coil by the robot is not truly parallel to
the coil's winding plane.

4.4.2.2. Planar �gure-of-eight coils

We also simulated the �eld of the �uid cooled �gure-of-eight coil MCF-B65 from Medtronic
and the standard 70mm �gure-of-eight coil from MagStim. Note that this time the �eld is
not rotationally symmetric any more, so we need a full 3D grid to record the electromagnetic
properties of the coil.

The MCF-B65 coil was simulated with 2 times 10 concentric circles, one set of 10 for the left
wing and one set for the right wing. The smallest circle had a radius of 17.5mm, the biggest
one had a radius of 37.5mm. The centres of the sets of concentric circles were 65mm apart.

Figure 4.5.A shows the absolute electric �eld strength for the MCF-B65 coil in a plane
parallel to the windings and 5mm away. We see that the e�ects of the two adjacent circular
windings add at the coil's centre, producing a �eld approximately twice as strong as below
the single circular windings.
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A B

Figure 4.5.: Electric �elds of several planar �gure-of-eight coils. A: Simulated absolute electric �eld
strength of the Medtronic MCF-B65 coil. B: Comparison of the x-component of the measured
electric �eld strength (blue) and the simulated electric �eld strength (red) of the standard 70mm
MagStim �gure-of-eight coil. The electric �eld strength is normalised for each plot. The �eld is
evaluated at the vertices of a regular 5mm spaced grid of size 20 × 20 × 10. The grid points are
enumerated in order y-x-z and displayed on the ordinate. For example, the value at t = 972 =
12 + (9− 1) ∗ 20 + (3− 1) ∗ 400 is the normalised electric �eld strength at grid point (9, 12, 3), which
has coil coordinates (-2.5,7.5,45). The next point, t = 973, is just right of it, having coil coordinates
(-2.5,12.5,45).

The standard 70mm �gure-of-eight coil from MagStim was simulated with 2 times 9 con-
centric circles. The smallest circle had a radius of 26mm, the biggest one had a radius of
44mm. The centres of the sets of concentric circles were 90mm apart.

Figure 4.5.B shows a comparison between the measured and the simulated electric �eld
strength along the x-axis for the MagStim coil. As the e�ective area for stimulation for
�gure-of-eight coils does not extend to the wings4, we restricted the measurements to a
volume below the centre. We measured and simulated the electric �eld strength at the
vertices of a 20 × 20 × 10 grid with vertex distance of 5mm. The origin of the grid was at
position (−47.5,−47.5, 30) in coil coordinates, i.e. the grid was placed symmetrically below
the coil with a vertical distance of 3 cm. For visualisation purposes, we enumerated the
points in the grid in the order y-x-z and displayed the electric �eld values for each point.
So the values in each set {i ∗ 400, . . . , (i+ 1) ∗ 400− 1} represent the data for one z-layer of
the grid, the values in each set {j ∗ 20, . . . , (j + 1) ∗ 20− 1} represent the data for one line
perpendicular to the coil.

We see again that the simulation generally agrees well with the measured data. The dis-
crepancies between the two curves in Figure 4.5.B are probably due to problems with the
measurement range from the oscilloscope. To record high voltages as well as low voltages,
we had to switch the measurement range, which resulted in some inconsistencies in the
recordings. Therefore, the small measured values are probably higher in reality.

4This is not only because the �eld is about twice as strong below the centre as below the outer wing
windings, but also because the coil is placed tangentially at the head with the centre touching it. This
implies a bigger distance of 1 to 2 cm of the outer wing windings to the brain, so that the electric �eld
produced there is negligible.
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A B

Figure 4.6.: Electric �eld of the angled �gure-of-eight coil Medtronic MC-70. A: Idealised geometry
of the windings used for simulation. Note the di�erent axes' scalings B: Simulated absolute electric
�eld strength in a horizontal plane 5mm above (in the view of A) the coil. Note that the plane
intersects the windings, hence the spikes in the electric �eld strength at y = ±46 mm.

4.4.2.3. Angled �gure-of-eight coils

The last simulation was performed for the Medtronic MC-B70 �gure-of-eight coil. This coil
was used in mapping 7 patients with brain tumors and is thought to be able to elicit motor
responses even for less responsive subjects [176]. This is achieved by slight angular design
of the coil. As no complete manufacturer's speci�cation of the coil is available, we took
idealised data from the Medtronic coil data sheet and [176]: We simulated 10 concentric
windings for each wing with inner diameter of 10mm and outer diameter of 50mm. The
wings centres are separated by 50mm, the inclination of the outer wing parts is 14.5◦ and
starts at the wing's centre, see Figure 4.6A.

For this coil, our electric �eld measurement experiment, Section 4.4.1, gives distorted results,
because the coil windings are non-planar and thus there will always be a current induced
in the cables connecting the probe with the oscilloscope. Hence, we did not compare this
simulation against a measurement, but took the conforming results for the two planar coil
types as indication for the correctness of our simulation. Figure 4.6B shows exemplarily
the absolute electric �eld strength in a plane 5mm below the angular edge. Note that the
plane crosses the windings of the wings, hence the increase in �eld strength (spikes) at
y = ±46 mm.

4.5. Experimental Data

After the theoretical foundation has been laid, we are now ready to describe our approach
to motor cortex mapping using statistical measures. We describe brie�y in Section 4.5.1
how the experimental data is obtained before we explain in Section 4.5.2 how the statistics
from Section 4.3 are used to calculate a likelihood map for the representation of a muscle in
the brain. Section 4.5.3 �nally presents results of our approach.
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4. Motor cortex mapping with TMS

4.5.1. Experimental Setup

A �rst set of mapping procedures was performed on a 27 years old, right handed, healthy
male. Data was obtained in two separate sessions, denoted Experiment 1 and Experiment 2,
with di�ering coil geometries (circular and �gure-of-eight) and di�ering mapping procedures.
Details are given in the consecutive sections.

A second set of mapping procedures was performed on six patients su�ering form tumors
(WHO grade I-IV) in or neighbouring the central region of one hemisphere. We stimu-
lated both hemispheres in �ve of the patients in consecutive sessions and only the tumor
hemisphere in the sixth patient. Two of the patients underwent brain surgery and were
stimulated before and after surgery on both hemispheres. In total, data was obtained in one
to �ve sessions per patient, using a protocol denoted in the following as Experiment 3. For
optimal stimulation response, we used the angular Medtronic MC-B70 �gure-of-eight coil.
Further details are given in the consecutive sections.

The medical part of the experiments was supervised by the Institute for Neurology, Univer-
sity of Lübeck (Experiment 1) and the Department of Clinical Neurophysiology, University
of Göttingen (Experiments 2 and 3). Informed consent for all procedures was given by all
probands.

4.5.1.1. TMS

TMS was applied as single biphasic pulse with interstimulus intervals of more than 2 seconds.
TMS was delivered with a Medtronic MagPro X100 stimulator (Medtronic Inc., Minneapolis,
MN, USA) and the circular MCF-75 coil (Experiment 1), with a MagStim �Rapid2� stimu-
lator (The MagStim Company, Whitland, Dyfed, UK) with the standard �gure-of-eight coil
(Experiment 2), and with a Medtronic MagPro X100 stimulator and the angular MC-B70
�gure-of-eight coil (Experiment 3). In all experiments the coils were placed tangentially to
the scalp with the coil centre touching the head slightly. Most accurate positioning was en-
sured using a robot and MRI based navigation. In Experiments 2 and 3, the �gure-of-eight
coil was oriented with an angle of 45◦ (with the handle of the coil pointing to the back of
the subject, namely the coil tip was pointing the nose of the subject) with respect to the
medial line of the head. The circular coil in Experiment 1 was placed such as to enable easy
positioning with the robot; this is unproblematic since the rotationally symmetric electric
�eld of the coil does not change with coil orientation.

4.5.1.2. Coil Navigation

We used the robotised system presented in Chapter 3 with active motion compensation to
command the robot to speci�ed stimulation points and keep it in place during the stimula-
tion. Motion compensation was especially important since all mapping algorithms we used
require several stimulations with the coil exactly at the same site.
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4.5. Experimental Data

4.5.1.3. Motor Response

The second ingredient for each TMS motor mapping algorithm is the strength of response
of a muscle to TMS delivered at a certain position. We have used two di�erent protocols.

Motor responses were recorded using Ag/AgCl electrodes and a Toennies-Multiniler IV
(Jaeger-Toennies, Würzburg, Germany) hardware (Experiment 1) / CED 1401 (Cambridge
Electronic Design, Cambridge, UK) hardware (Experiments 2, 3). In all experiments, record-
ing electrodes were placed on the thenar (APB) and on the hypothenar (ADM). For Experi-
ment 3 we additionally mapped the ADD muscle and in one case also the extensor digitorum
muscle (a muscle at the underarm lifting the hand and spreading the �ngers). The signal
was band-pass �ltered between 1.6Hz and 1 kHz and sampled at 5 kHz rate. The amplitude
of the MEP was calculated from negative to positive peak. The subject was lying on a couch
(Experiment 1) / sitting on an armchair with his arms supported (Experiments 2, 3), in a
relaxed state. Relaxation has been checked by mean of EMG recordings.

In the �rst protocol (Experiments 1, 3), we used a �xed strength of the stimulator for the
stimulation. For Experiment 1, this was set to 100% of the maximum stimulator output.
For Experiment 3, up to �ve spots have been stimulated with di�erent intensities for a �rst
survey to initially choose the stimulation intensity in order to avoid using a too strong pulse
with the risk of overstressing the patients during the mapping procedure. The intensity
chosen was the one which was able to deliver activations for the recorded muscles without
provoking discomfort in the patients. For the mapping procedure we took the 3 stimuli
averaged (Experiment 1) / 10 stimuli averaged (Experiment 3) peak-to-peak measures of
the EMG muscle response (in mV) at the di�erent stimulation sites as Y -values (see Section
4.5.2). Note that this enabled us to measure the APB , the ADM, and the ADD muscle
responses at the same time using multi-channel MEP recording.5

In the second protocol (Experiment 2), we recorded the stimulator output needed to elicit a
MEP of 1mV peak-to-peak amplitude in 5 out of 10 stimuli. The recordings were expressed
in form of percentage of the maximum output delivered by the device. So the measure
indicating the response strength, the Y -values in our algorithm below, are the required
stimulator strengths. Clearly, this protocol requires the mapping of ADM and APB muscle
in two independent stimulation series.

We should remark that Protocol 2 gives more accurate and reproducible Y -values [175],
but su�ers from the fact that for coil positions far from the �Hotspot� no stimulations with
responses of 1mV can be obtained due to the limited strength of the simulator. Furthermore,
this procedure is much more time consuming, reducing the number of stimulation sites, and
is thus hardly applicable if more than two muscles are to be mapped in one TMS session.

5The abbreviations stand for: APB � abductor pollicis brevis muscle, a thumb muscle for spreading the
thumb away from the hand, ADM � abductor digiti minimi muscle, the muscle that spreads the little
�nger away from the hand, ADD � a thumb muscle that moves the thumb towards the hand.
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4. Motor cortex mapping with TMS

4.5.2. Mapping Algorithm

4.5.2.1. Statistical maps

We calculate the statistic value S((x1(p), y1), . . . , (xn(p), yn)) for each brain surface point p
and one of the statistics S (rank coe�cient τ , correlation coe�cient ρ, mutual information
Ĩ, correlation ratio η) presented in Section 4.3.6 Note that the values of S change with p
because X changes with it. For the �nal map we colour each point p by its S(p) value.

If p is the cortical representation point of the muscle, we expect S to be 1. For all other points
we expect it to be less than 1. For example, consider a remote point p′, where the electric
�eld strength of the coil is zero for all stimulation sites, xi(p′) = 0, i = 1, . . . , n. This implies
E(Y |X(p′)) ≡ E(Y ), hence V ar[E(Y |X(p′))] = 0 and η(Y |X(p′)) = 0. Also, C = D = 0
in Equation (4.3), so τ(X(p′), Y ) = 0. Similarly, ρ(X(p′), Y ) = 0 and Ĩ(X(p′), Y ) = 0.

Alternatively, if no segmented brain surface is available, we calculate the statistical value
for every point on a three dimensional regular grid. This results in a voxel representation
of the map, which can be analysed and displayed in much the same way as MRI and fMRI
maps. An example of such a map is displayed at the end of Section 4.5.3 in Figure 4.14. The
disadvantage of this method is that it could produce high mapping values at unphysiological
points such as white matter, cerebrospinal �uid, and even the skull.

4.5.2.2. Centre of Gravity

For Experiments 1 and 3 we employed the standard formula, Equation (4.15). For Exper-
iment 2 we adapted the Centre of Gravity method as follows: Let ymax be the maximum
stimulator intensity for which we could evoke an MEP of 1mV. De�ne the centre of gravity
point as

pvariable stim output
CoG :=

∑ñ
i=1(ymax − yi)pi∑ñ
i=1(ymax − yi)

, (4.18)

where yi are the stimulator outputs in percent and pi are the stimulation sites. The sum
runs only over the ñ stimulation sites for which we could evoke an MEP of 1 mV.

4.5.2.3. fMRI

For comparison, functional magnetic resonance images (fMRI) of the brain were acquired
for two �nger movement tasks for the subject of Experiments 1 and 2. Task one was to tip
all �ngertips of the right hand with the right thumb, yielding the brain activation area of
the right APB. Task two consisted of spreading the right little �nger sideways, activating
mainly the area of the right ADM.

The paradigm used for each mapping was a block design with six volume data sets of activa-
tion and rest, respectively. Data were recorded on a 1.5T Siemens scanner with anatomical

6xi(p) is the approximated electric �eld strength at p when the coil is �red at the ith stimulation site and
yi is the motor response measured for �ring the coil at this stimulation site, see Section 4.2.
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4.5. Experimental Data

A: ADM B: APB

Figure 4.7.: A: fMRI activation for spreading the right little �nger sideways, which mainly activates
the abductor digiti minimi muscle (ADM). B: fMRI activation for tapping all other �ngers of the
right hand with the right thumb, which mainly activates the abductor pollicis brevis muscle (APB).

MRI resolution of 1mm and functional MRI resolution of 4mm. Data were analysed using
SPM2 software [46] and visualised using MRIcro software [143].

Figure 4.7 displays the fMRI maps with thresholds of 12 for the APB task (range -8.4
� 17.9) and 6 for the ADM task (range -6.5 � 10.0). The coordinates7 of the maximum
activation were (64, 106, 199) for the ADM muscle and (62, 111, 199) for the APB muscle,
i.e. the APB-maximum was about 5mm anterior to the ADM-maximum.

4.5.3. Results

Three mapping experiments were performed as described in Section 4.5.1.3. In the experi-
ments, statistical values at 247,239 points (Experiments 1, 2) and 252,333 � 345,198 points
(Experiment 3) p on the segmented brain surface were estimated using the statistics pre-
sented in Section 4.3. Further, the CoG algorithm (Experiments 1, 3) and the inverse CoG
algorithm (Experiment 2) were employed for comparison, see Section 4.5.2.2.

For the correlation ratio η evaluation, the windowing functions gi were taken to be Gaussians
with standard deviation σ = 10xmax−xmin

n , i.e. 10 times the average distance between two
adjacent electric �eld strengths. Note that for every point p the list of electric �eld strengths
xi(p) di�ers and hence also σ changes.

Table 4.1 gives the evaluation times for the mapping functions presented in Section 4.3 for
a brain surface with 247,239 points and 34 coil positions. The calculation was performed on
a standard PC with 2.8GHz and 2GB RAM.

7All coordinate values in the chapter are given in millimetres in MRI image coordinates; x-axis runs left
to right, y-axis back to front, and z-axis upwards. The origin is in the bottom-left-back corner of the
bounding box of the head.
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4. Motor cortex mapping with TMS

Statistic τ η Ĩ ρ CoG
Calculation time [s] 20 75 15 20 5

Table 4.1.: Evaluation times for the mapping functions presented in Section 4.3 for the brain outline
of Experiments 1 with 247,239 points and for 34 measurements (coil positions).

4.5.3.1. Experiment 1

MEP measurements at 34 coil positions were obtained for mapping with the circular MCF-
75 coil. Coil positions were irregularly arranged roughly frontal to the central sulcus. Due
to the lying position of the proband, more posterior positions could not be reached by the
robot. The stimulation was given with a �xed intensity of 100% stimulator output at all
positions. The reason for the unusual high choice of stimulator output was that this way
we obtained muscle responses for as many stimulation sites as possible. Figure 4.8 shows
exemplarily the results for the τ map of the ADM stimulation. The stimulation sites and
resulting muscle responses are displayed as colour-coded spheres. The mapping value is
encoded in the colour of the brain surface points.

We evaluated all statistics and the Centre of Gravity algorithm for the 34 data pairs
(xi(p), yi) for each point p on the brain surface. The resulting maps are displayed in
the left columns in Figure 4.9 for the ADM muscle and Figure 4.10 for the APB muscle,
respectively. In the statistical graphs, we set the maximum colour value to the maximum
mapping value and the minimum colour value 15% below the maximum mapping value. In
the Centre of Gravity graphs, we �rst linearly scaled the brain surface point mapping values
such that the closest point to the CoG has value 0 and the farthest has value 1. We then
only coloured the points in the range 0 to 0.02.

As a test if it is possible to compensate for the lacking postcentral measurements, we added
a ring of 17 arti�cial stimulation sites in big distance to the hotspot to the data and assigned
a motor response of zero to them. This increases the number of sample data points for the
statistics. We repeated the mapping calculations for now 51 data pairs (xi(p), yi) for each
point p on the brain surface. The resulting maps are displayed in the right columns in Figure
4.9 for the ADM muscle and Figure 4.10 for the APB muscle, respectively. The colouring
of the maps is as for the raw data.

The maps for both muscles and the τ , ρ, arti�cial η, and CoG algorithms show a single,
spatially sharply bounded maximum each. The Ĩ algorithm shows no clear maximum site.
The coordinates of the maximum value point and the distances to the fMRI hotspot are
given in Table 4.2. The distance of the τ , η, and ρ maxima to the fMRI hotspot is between
7 and 13 millimetres and thus within the range of the established accuracy for TMS mapping,
Section 4.1. On the other hand, we clearly see that the conventional CoG algorithm fails for
the circular coil: The distance of the CoG maximum to the fMRI hotspot is 23 millimetres
(APB) and 29 millimetres (ADM), respectively.

All TMS mapping maxima, apart from the Ĩ mapping, are located lateral and anterior to the
corresponding fMRI hotspots. For the arti�cial data, also points near the fMRI hotspot have
a high Ĩ value. For the τ , ρ, and η algorithms, the ADM maximum is posterior to the APB
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Figure 4.8.: Results of the mapping calculations for the right ADM muscle for Experiment 1
(Medtronic MCF-75 circular coil) and the τ statistic.

maximum, i.e. it has a smaller y-value. On the contrary, for the Centre of Gravity maps, the
ADM maximum points are located anterior to the APB maximum points. Anatomically,
all areas of high mapping value, apart from the ρ ADM map, are located on the posterior
gyrus. The ρ ADM map has its maximum on the anterior gyrus.

Comparing the results using the raw data with the results using the added arti�cial data
points, we see only little change in the τ and ρ maps and no change in the CoG maps8. The
mapping quality of the Correlation Ratio η map improves using arti�cial measurements:
The arti�cial data reduce the side maxima in the ADM map and enhance the maximum in
the APB map. The results for the Mutual Information Ĩ map change when including the
arti�cial data, but with no clear improvement of the map quality itself.

4.5.3.2. Experiment 2

As explained in Section 4.5.1.3, the maps obtained with the MagStim �gure-of-eight coil
according to Protocol 2 di�ered from the previously described maps. We did not record
the muscle response, but the TMS-stimulator output to obtain a muscle response of 1mV
peak-to-peak. This measure can be thought of inverse to the MEP measure, because the
stronger the muscle response to a �xed intensity stimulus the less intensity is needed to

8For the CoG maps this is immediately clear from the de�nition, Equation (4.15)
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4. Motor cortex mapping with TMS

τ η ρ Ĩ CoG

ADM raw max (54,114,197) (58,107,196) (58,110,198) (67,97,200) (55,133,195)
dist to fMRI 13.0 6.8 7.3 9.5 28.7

ADM art max (55,112,197) (58,107,196) (58,110,198) (87,124,155) (55,133,195)
dist to fMRI 11.0 6.8 7.3 52.8 28.7

APB raw max (53,117,196) (112,178,169) (51,116,195) (84,159,199) (55,133,195)
dist to fMRI 11.2 88.8 12.7 52.8 23.4

APB art max (53,114,196) (55,119,197) (55,116,197) (92,117,158) (55,133,195)
dist to fMRI 9.9 10.8 8.8 51.2 23.4

Table 4.2.: Coordinates of the maxima for mapping the ADM and APB muscle using the Medtronic
MCF-75 circular coil. The distance to the corresponding fMRI maximum (ADM coordinates:
(64,106, 199), APB coordinates: (62, 111, 199)) is given below the coordinates of the maximum
point.

obtain a �xed muscle response. Nevertheless, we still assume

S(Xr, Y ) = S(X(pr), Y ) = 1 (4.19)

to hold for the representation point pr, S being one of the statistics from Section 4.3 and Y
now being the stimulator output to elicit the 1mV motor response.9 For the rank coe�cient
τ we expect now negative values, because of the monotonously decreasing relationship be-
tween coil normalised �eld strength X(pr) and the necessary stimulator output Y to elicit
a muscle response of 1mV. To unify this scenario with the procedure from Experiment 1,
we take |τ | as the mapping function.

In the experiment, 12 coil positions were used for mapping. This rather low number of
points is the price we had to pay for using this more stable recording method, because for
each coil position we had to �nd the stimulator output evoking a 1mV muscle response.
Therefore about 5 � 10 trials per muscle were necessary. So we evaluated all statistics and
the Centre of Gravity algorithm for the 12 data pairs (xi(p), yi) for each point p on the
brain surface. The resulting maps are displayed in the left columns in Figure 4.11 for the
ADM muscle and Figure 4.12 for the APB muscle, respectively.

Because the calculation of the statistics S from only 12 points can be unstable, we tested
if the mapping quality improves if we increase the sample size for the statistics. Therefore,
we added 19 arti�cial measurement points far away from the hotspot region to the data.
As discussed in Section 4.5.1.3, there are no meaningful values to assign to non-responding
points. We arbitrarily chose the Y -value of 111 for them. Thus, in total we re-calculated the
statistics and the Centre of Gravity algorithm for now 31 data pairs. The resulting maps
are displayed in the right columns in Figure 4.11 for the ADM muscle and Figure 4.12 for
the APB muscle, respectively.

The maps for both muscles and the τ , ρ, and CoG inverse algorithms show a single, spatially
sharply bounded maximum each. The η and Ĩ algorithm show no clear maximum site for the
raw data. For the ADM data including the arti�cial points, the Ĩ and η algorithms produce

9Clearly, X(p) still stands for the normalised electric �eld strength at p, i.e. the electric �eld strength for
a �xed stimulator output.
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adm MCF-75 raw adm MCF-75 art
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Figure 4.9.: Results of the mapping calculations for the right ADM muscle for Experiment 1
(Medtronic MCF-75 circular coil). The left column shows the results using only the recorded
data from the experiment. The right column shows the results using additional arti�cial �zero-
measurements�. The tetrahedra in the pictures indicate the stimulation positions. The colour of
the tetrahedra encodes the obtained MEP signal. The colour of a brain region depicts the value of
the statistical mapping algorithm for the point. Mapping colours range from grey and red (unlikely
representation of the ADM muscle) to blue (very likely representation).
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apb MCF-75 raw apb MCF-75 art
τ

η
ρ

Ĩ
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Figure 4.10.: Results of the mapping calculations for the right APB muscle for Experiment 1
(Medtronic MCF-75 circular coil). The left column shows the results using only the recorded
data from the experiment. The right column shows the results using additional arti�cial �zero-
measurements�. The tetrahedra in the pictures indicate the stimulation positions. The colour of
the tetrahedra encodes the obtained MEP signal. The colour of a brain region depicts the value of
the statistical mapping algorithm for the point. Mapping colours range from grey and red (unlikely
representation of the APB muscle) to blue (very likely representation).
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τ η ρ Ĩ CoG inv

ADM raw max (61,109,200)∗ (59,114,199)† (61,108,200)∗ (60,121,198)† (61,112,200)
dist to fMRI 4.4 9.4 3.7 15.6 6.8

ADM art max (62,108,200) (61,114,198)∗ (62,111,201)∗ (62,115,200)∗ (61,112,201)
dist to fMRI 3.0 8.6 5.7 9.3 7.0

APB raw max (58,111,198)∗ (58,111,197)† (58,111,196)∗ (59,110,196)† (59,113,200)
dist to fMRI 4.1 4.5 5.0 4.4 3.7

APB art max (58,111,198) (62,110,200)† (60,113,200)∗ (64,114,200)∗ (61,113,201)
dist to fMRI 4.1 1.4 3.0 3.7 3.0

Table 4.3.: Coordinates of the maxima for mapping the ADM and APB muscle using the standard
MagStim �gure-of-eight coil. The distance to the corresponding fMRI maximum (ADM coordinates:
(64,106, 199), APB coordinates: (62, 111, 199)) is given below the coordinates of the maximum
point. For points marked with a star (∗), the maximum value was at an internal point in the brain,
which was falsely segmented as brain surface. The ∗ point is the maximum point on the brain
surface. For points marked with a dagger (†), the statistic had no clear maximum point, so the
point closest to the fMRI maximum was taken.

a small area, about 3mm in diameter, containing several maximum points. The same holds
true for the arti�cial APB data and the Ĩ algorithm. The results for the η mapping of the
APB improve using the arti�cial data, but still no clear maximum area is discernable.

The coordinates of the maximum value point and the distances to the fMRI hotspot are
given in Table 4.3. All algorithms calculate the cortical representation for the APB muscle
to be within a distance of 5mm to the fMRI hotspot. This is about the resolution of
the fMRI image and thus an optimal result. For the ADM muscle, only the τ and the ρ
algorithm achieve this optimum in localising the muscle's representation. The adapted CoG
algorithm's maximum has about 7mm distance to the fMRI hotspot and the η and the Ĩ
algorithms have about 9mm distance to the fMRI hotspot.

All single ADM mapping maximum spots are located slightly lateral and anterior to the
corresponding fMRI hotspot. Anatomically, they are all on the anterior gyrus in an area
known as the hand knob. The APB mapping maxima are also located on the hand knob,
slightly posterior to the corresponding fMRI hotspot.

For the τ , ρ, and CoG inverse maps, the APB-maximum is located anterior-lateral to the
ADM-maximum, complying with the fMRI mapping. The same is true for the centre of
mass of high mapping value points for the η algorithm using the arti�cial data. The Ĩ shows
a reversed result: The APB is located slightly posterior-medial to the ADM.

Comparing the results using the raw data with the results using the added arti�cial data
points, we see only little change in the τ , ρ, and CoG inverse maps. The mapping quality
of the η and Ĩ maps improve using arti�cial measurements.

Figure 4.13 shows exemplarily the (X(p), Y ) pairs for three di�erent brain surface points
p and the ADM muscle. The points are chosen such that p0 is close to the η mapping
maximum, p1 is close to the fMRI hotspot, and p2 is a point with low mapping value in
some distance to the fMRI maximum. The �gure shows how the relation between the electric
�eld strength E at a brain point p and the stimulator output Y necessary to evoke a motor
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Figure 4.11.: Results of the mapping calculations for the right ADM muscle for Experiment 2 (stan-
dard MagStim �gure-of-eight coil). The left column shows the results using only the recorded
data from the experiment. The right column shows the results using additional arti�cial �zero-
measurements�. The tetrahedra in the pictures indicate the stimulation positions. The colour of the
tetrahedra encodes the stimulator output needed to obtain a muscle response of 1mV. The colour
of a brain region depicts the value of the statistical mapping algorithm for the point. Mapping
colours range from grey and red (unlikely representation of the ADM muscle) to blue (very likely
representation).
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Figure 4.12.: Results of the mapping calculations for the right APB muscle for Experiment 2 (stan-
dard MagStim �gure-of-eight coil). The left column shows the results using only the recorded
data from the experiment. The right column shows the results using additional arti�cial �zero-
measurements�. The tetrahedra in the pictures indicate the stimulation positions. The colour of the
tetrahedra encodes the stimulator output needed to obtain a muscle response of 1mV. The colour
of a brain region depicts the value of the statistical mapping algorithm for the point. Mapping
colours range from grey and red (unlikely representation of the APB muscle) to blue (very likely
representation).

95



4. Motor cortex mapping with TMS

Figure 4.13.: Experiment 2: Calculated electric �eld strength X(p) (arbitrary units) and respective
stimulator output Y (in percent of maximum output) necessary to produce a muscle response of
1mV peak-to-peak at ADM muscle. Y values of 111 indicate that no su�cient stimulation was
possible with stimulator output of 100%. The three graphs show the (X(p), Y ) data pairs for three
di�erent brain surface points p, depicted in the upper left picture. The points are chosen such that
p0 (red) is a high mapping value point, p1 (green) has intermediate mapping value, and p2 (blue)
is a point with low mapping value. The mapping values at the points are τ0 = 0.71, τ1 = 0.60,
τ2 = 0.37; η0 = 0.91, η1 = 0.78, η2 = 0.32; ρ0 = 0.75, ρ1 = 0.60, ρ2 = 0.21; Ĩ0 = 0.76, Ĩ1 = 0.59,
Ĩ2 = 0.49. The brain in the upper left picture is coloured according to the τ value.

response of 1mV changes with p. For the mapping hotspot p0, the stimulator output to
elicit an MEP of 1mV is mainly decreasing with increasing electric �eld strength at p0. This
gives a justi�cation of our assumption that the electric �eld strength at the representation
point and the stimulator output to elicit an MEP of 1mV are inversely related, see Equation
(4.19). Further, Figure 4.13 exempli�es that even small changes in p, e.g. from p0 to p1,
lead to big changes in mapping values, because of the associated changes in E(p).

4.5.3.3. Experiment 3

The set-up for the third experiment is the standard one for motor cortex mapping: We used
a bend �gure-of-eight coil and mapped the MEP responses for a �xed stimulator output.
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4.5. Experimental Data

τ η ρ Ĩ CoG
max @ hand knob 0.91 0.63 0.83 0.59 0.78

unique max 0.88 0.76 0.85 0.05 0.89

Table 4.4.: Algorithm performance for mapping with the Medtronic MC-70 �gure-of-eight coil. The
row �max @ hand knob� gives the averaged score for each algorithm for having a maximum value at
the anatomical hand knob. The row �unique max� gives the averaged score for each algorithm for
having a unique maximum point on the brain surface. Scores range between 0 and 1, the latter one
indicating a perfect performance. Data are averaged over 48 mappings.

We recorded responses for 20 � 52 coil positions per patient and session and calculated the
statistical maps according to Section 4.3. The non-planar shape of the coil prevented that
we could measure its electric �eld, so we used the simulated �eld in air instead (see Section
4.4.2). We performed 17 stimulation sessions, mapping the ADM, the APB, and the ADD
muscle simultaneously. In one of the sessions only the ADM muscle was mapped, in another
one only the APB muscle, and in a third one ADM, APB, ADD and the extensor digitorum
muscle. In total we recorded data for 48 mappings.

As we have no fMRI data to compare the results to, we evaluate the results of the di�erent
algorithms using two simple categories: First, we noted if the algorithm results in a single
maximum on the reconstructed brain surface. Second, we checked whether this maximum
(or one of the maxima) was on the anterior gyrus in the area of the hand knob. For a clear
positive result, we gave a score of 1 for the algorithm's performance, for a clear negative
result, we gave a score of 0. If the performance of the algorithm could not be judged that
easily, e.g. having a maximum close to but not on the hand knob or having two maxima,
but very close together, we gave it the score of 0.5.

Table 4.4 summarises the results for all algorithms over all stimulation sessions. We see that
the Rank Coe�cient τ statistic gives by far the best results with over 90% correct maximum
position. The Correlation Coe�cient ρ statistic and the Centre of Gravity algorithm do
also perform well with about 80% correct localisation rate. The Correlation Ratio η and
Normalised Mutual Information Ĩ statistics give worse results with less than two thirds of
the times having a maximum value at the hand knob. Furthermore, the Ĩ algorithm yields
virtually never a unique maximum. Also the η statistic scores worse than the τ , ρ, and CoG
algorithms, having a unique maximum in only 76% of the cases compared to 85% to 89%.10

For two patients we had the possibility to compare the results of the pre-surgical TMS
mapping using the τ algorithm with intraoperative mapping using direct electrical stimu-
lation. The MRI data of the patient's head was used for the TMS examination as well as
for the intraoperative navigation. With the help of navigation markers, the coordinates of
the maximum stimulation point were determined. Therefore, several anatomical reference
points were de�ned so that the coordinates of stimulated areas could be determined relative
to these points. Di�erence vectors were calculated for each reference point and each muscle.
These vectors were used to �nd the TMS mapping points during operation with the help of
the navigation software (BrainLAB, Germany).

10The Centre of Gravity point in space is of course unique, but its projection to the cortex might not be,
i.e. there are situations where two gyri have about the same distance from it.
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4. Motor cortex mapping with TMS

The brain was stimulated intraoperatively with a spheric electrode. The di�erence between
the pre- and intraoperative points of maximum stimulation was less than 5mm. Hence, the
TMS mappings were indeed correct. We remark that the reliability of this comparison is
limited. Due to factors like brain shift, landmark ambiguity, registration error, and the size
of the electrical stimulation device, we do not expect the TMS coordinates to agree with the
surgical coordinates within more than 5 to 10 millimetres.

The data of a third patient also supports the correctness of our TMS mapping. The pre-
surgical MRI of the patient showed a sharply bounded tumor on the postcentral cortex.
Mapping with TMS τ algorithm (pre-surgical: 40 measurements, post-surgical 23 measure-
ments, Figure 4.14) yielded a unique maximum on the motor cortex in all cases (pre- and
post-surgical, ADM, APB, ADD). The pre-surgical maps indicated that the tumor area is
distinct from the motor area and could thus be resected without paralysing the patient.
This was con�rmed by investigations during the surgical procedure and �nally by the post-
surgical checkup.

The TMS maps also show a clear shift in the localisation of the muscles in head coordinates
before and after the resection (compare left and right column of Figure 4.14). We think
that this is caused by the shift of brain matter as the consequence of the resection of the
tumour. Note that the post-surgical maxima are located on the same gyrus as the pre-
surgical maxima. Additionally, the direction and size of the shift of the localisations is
about the same for all three muscles mapped. This is a further indication that the di�erence
between the pre- and post-surgical localisation is real and not an error of our localisation
algorithm.
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pre-surgical post-surgical
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Figure 4.14.: TMS mapping of the ADM, APB, and ADD muscle before and after tumor resection
using the τ statistic. The mapping values were calculated within the area of the yellow rectangle.
Mapping colours range from transparent and red (unlikely representation of the muscle) to blue
(very likely representation). The anatomical image slices are all taken in the same height relative to
the head. A big shift in brain tissue occurred due to the resection of the tumor, changing the form
of the gyri nearby (lower left part in the images). This brain shift is likely to explain the shift in
localisation between the pre- and postoperative mapping.
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5. The system in practice � experiences

and results

In this chapter we report about the application of the robotised system in a number of
di�erent stimulation setups. We emphasise the adaptation of the system to the special
needs of each application, the advantages we found over non-robotised stimulation, and
special problems we encountered. To present the neurophysiological results of the studies
in detail is beyond the scope of this thesis; the �ndings will be published separately by the
medical investigators of the studies.

5.1. Motor cortex mapping

5.1.1. Theory

Our aim is to establish brain mapping, or, more precisely, motor cortex mapping, with TMS
as alternative functional imaging tool to functional magnetic resonance imaging (fMRI),
positron emission tomography (PET), or single photon emission computed tomography
(SPECT). The advantage of TMS is its direct functional base, whereas all other non-invasive
functional imaging techniques rather map regions of high metabolic activity. This metabolic
dependence can be problematic in patients with brain tumours in the central region, i.e. tu-
mours close to the motor cortex, because the metabolic brain response to a movement task
is disguised by the tumour activity. Thus, a major application of motor cortex mapping
with TMS is preoperative planning for tumour resections [80].

The protocol for motor cortex mapping consists of positioning the coil at a large number
(20 � 50) of di�erent sites, single pulse TMS at the sites, and successive recording of the
evoked motor potential (MEP) of a selected muscle, see Figure 5.1. The pose information
of the coil, the electrical properties of the coil, and the stimulation responses are then used
to calculate the representation site in the brain of the selected muscle.1

The stimulation sites for the mapping can be de�ned in three ways:

1. Single points selected on the virtual cranium � The user marks a point on the virtual
head outline as described in Section 3.4.1 and sets coil distance (normally to 0) and coil
orientation (normally to 45◦ for a �gure-of-eight coil). By repeating this procedure,
the complete mapping plan is created.

1Chapter 4 is solely devoted to this topic. Here, we only describe the medical application of our system.
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Figure 5.1.: Experimental setup for motor cortex mapping. The head is tracked using a marker
attached to the head. Motor evoked potentials (displayed on the computer screen in the foreground)
are recorded from the right abductor pollicis brevis muscle (a muscle that moves the thumb, APB)
and related to the coil position at the head.

2. Single points selected on the real cranium � A tracked pointing device is held to
the target spot for stimulation as described in Section 3.4.1. On a user input, the
coordinates of the pointer tip relative to the head are recorded and the corresponding
point on the virtual cranium is marked. The user adjusts coil distance and orientation
and proceeds as in 1.

3. Automated regular grid creation � The user de�nes a coil target pose IpC as in 1 or
2, including coil distance and orientation. Furthermore, she / he de�nes grid spacing
for x- and y-direction as well as the number of columns / rows in x and y− direction.
The program then creates a rectangular grid of the user-de�ned size in the xC-yC-
plane of the coil at IpC. For each grid point gi,j , the closest head outline point hi,j is
calculated. This point is then used as the base point for the stimulation pose Ipi,jC , i.e.
Ipi,jC is calculated as if gi,j was set as coil target by the user in 1 or 2. The distance and
orientation of the coil are taken from setting IpC. For an example of a grid created
this way see Figure 5.2.

Stimulation sites are visualised as small trihedrons, representing the position and orientation
of the coil when stimulating there. MEP recordings are visualised as coloured spheres centred
at the site of stimulation that evoked them. The colour hereby corresponds to the recorded
value (MEP amplitude or stimulator output), see Figure 5.3. The visualisation provides a
good overview over the sites that have been stimulated and the responses obtained. Based
on this visualisation, further stimulation sites can be de�ned.
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5.1. Motor cortex mapping

Figure 5.2.: Automated grid creation for motor cortex mapping. The grid is created in the x-y-plane
of the coil at a base position and projected to the cortex. Coil distance and orientation are taken
from the base position, grid spacing and extent are de�ned via a separate input window. In the
�gure, base position is at grid point 15, grid spacing is 20mm in x- and 10mm in y-direction. Grid
extent is (1, 2, 2, 3) in x+, x−, y+, and y− direction. Coil distance is set to 0 mm, coil orientation
to 45◦. The broad extent of the grid results in slightly irregular vertex distances at the outer edges,
caused by the projection of the grid points to the cortex. Note that there exists no rectangular grid
on surfaces with non-zero curvature.

When the stimulation responses for stimulation at all planned sites have been recorded, data
are directly exported to another software module calculating the most likely representation
point of the muscle mapped. Chapter 4 discusses the mapping algorithm in detail and
presents examples of mapping results.

5.1.2. Practical experience

So far we used the robotised TMS system to map 10 subjects. Each session lasted between
90 and 150 minutes and we recorded motor responses from 20 to 52 points. Stimulation
points were arranged irregularly with a distance of 5 to 10mm to each other.

As some of the experiments we performed in an early stage of the system's development, we
used mainly Procedure 1 from Section 5.1.1 in an iterative scheme to de�ne the stimulation
points. So we de�ned a stimulation target on the virtual cranium, evaluated the stimulation
response, and decided on the next stimulation target according to the responses obtained so
far. This procedure worked well as soon as a small number of responses had been obtained.
But when de�ning the the �rst stimulation point, the method su�ered from the indirectness
of de�ning the target points for the patient on a computer screen. The medical personnel
trained in TMS could identify potentially good target spots for the coil easily on the real
head, but had di�culties in marking these points on the screen because of the lacking 3D
view, the missing / distorted features of the head on the screen (no hair, smoothed outline,
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5. The system in practice � experiences and results

Figure 5.3.: Graphical user interface for the motor cortex mapping step. The stimulation sites are
depicted as small trihedrons, showing position and orientation of the coil at the site. Mapping
responses are depicted as coloured spheres. In this case we were mapping the right Abductor digiti
minimi (ADM, a muscle that moves the little �nger). Colours correspond to stimulator output
intensity to yield an MEP of 1mV. They range from red (57% of maximum stimulator output)
to blue (arti�cial 111%, to denote that even with maximum stimulator output no stimulation was
possible). For better visualisation the user can change the opacity of the coil, the skin and the brain.
All objects, including the trihedrons and the measurement spheres, can also be hidden. The brain
was segmented from MRI data using SPM software [6].

segmentation artefacts, etc.), and the lack of tactile input. Therefore, we now provide a
method to mark the target spot for the coil directly on the real head, i.e. Method 2 from
Section 5.1.1. First trials de�ning the coil's target directly on the real head con�rmed that
this is much easier and more intuitive for the experienced �conventional� TMS users than
de�ning a target spot on a computer screen.

In all human motor cortex mapping sessions, we de�ned new stimulation points in an itera-
tive process, taking the motor responses at previous stimulation sites into account. It does
not take more than a few seconds to add a new target point to the plan, so there was no
need to create a full grid beforehand using Method 3 from Section 5.1.1 and to forbear from
adapting the plan to motor responses obtained so far. But if the system is going to be used
routinely in the future, the mapping plan has to be created in an automated way. Further,
if we need a regular grid with small spacing, e.g. for research purposes, Method 3 provides
it perfectly, as we show in Section 5.4.

The robot system allowed us to stimulate at the planned sites with high accuracy. Accuracy
in implementing the plan is of fundamental importance, because motor responses change
quickly even for small displacements of the coil. Of similar importance is the ability of the
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robot system to place the coil exactly tangential to the head, because the stimulated brain
tissue has a distance of 2 to 3 millimetres from the head surface. That implies that a minor
tilt of about 10◦ has the same e�ects as a coil shift of 5 millimetres and hence leads to
changed muscle responses.

For the mapping, the coil needs to be held in place for more than half a minute, because
several stimulations per point should be averaged to give more stable results. The motion
compensation feature of the robot allowed here for the �rst time recordings undisturbed
by tension resulting from �xation of the head or inaccuracies induced by a change in coil
position or orientation.

The last two features � tangential placement and motion compensation � were highly re-
quested, especially by inexperienced TMS users. They report having di�culties obtaining a
clear and stable mapping without a robot using only a navigation device. This is probably
due to the fact that they are able to position the coil exactly at a spot using the navigation
aid, but not to orient it correctly and to keep the orientation stable during the several stim-
ulations at a site. As shown in Chapter 4, motor responses obtained with the robot system
allowed precise mapping and gave stable inter-session results, indicating that the system
was able to position the coil correctly and to keep it in place during probing of one site.

5.2. Combined TMS-EEG-experiments

In recent years, combined TMS-EEG examinations have become a new, exciting tool in
neurophysiological research [64, 67, 76, 124, 177]. For example, Ilmoniemi et al. used TMS
combined with high resolution EEG and source localisation techniques to investigate the
connectivity of the brain [63]. For an overview of recent studies see [173].

The problem when combining TMS and EEG lies in the artefacts introduced by pressing
the coil against the electrodes or movements of the coil with respect to them. Furthermore,
EEG equipment is sensitive to human operators standing close to the subject. These cir-
cumstances make it di�cult to position and hold the coil at its desired position without
introducing artefacts or constraining the subject, causing discomfort.

Our robotised system solves all these issues by keeping the coil a few millimetres above the
electrodes and avoiding contact using the motion compensation feature. As the recorded
EEG data revealed, there were virtually no artefacts produced by the robot itself. For the
experiment described in Section 5.2.1 we used the Kuka KR3 robot with brushless direct
current motors, so there were little electromagnetic artefacts to expect. But also in the
experiment described in Section 5.2.2, where we used the Adept Viper s850 robot with
alternating current motors, we saw little artefacts in the EEG traces.

Contrary to the motor cortex mapping application 5.1, navigation in EEG experiments
often requires positioning the coil exactly over the electrodes. Its position with respect
to the brain is only of secondary interest. Therefore, using a reconstruction of the head
outline as described in 3.3 instead of an MRI was unproblematic. The position of the target
electrodes was indicated on the virtual head by holding a tracked pointer at their centre.
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The pointer coordinates were then transformed to the virtual space using ITT, see Section
3.2.2, and used as the base point for de�ning the stimulation pose, see Section 5.1.1.

The EEG studies were the only ones where we used a virtual head reconstruction from
outline points. One example of the reconstruction can be seen in Figure 3.9. We noticed
that even though reconstruction from MRI was much more detailed, reconstruction from
outline points was su�cient for robotic coil positioning. The problem we faced was the
calculation of the surface normal required for placing the coil tangentially to the head.
Due to technical reasons the patients already wore the EEG cap when outline points were
acquired, limiting the point sampling range and introducing position errors. Nevertheless,
after iterated smoothing the outline was smooth enough to yield reliable normals. The loss
in spacial accuracy caused by the smoothing was about 2 � 3 millimetres as our checks with
the pointing device (see Sections 3.3 and 3.5) revealed.

The reconstruction algorithm [4] combined with the smoothing algorithm [172] produced a
virtual head outline which was slightly smaller than the real head (about 2 to 3 millimetres
in diameter). This inaccuracy was not a problem, because the coil had to be kept several
millimetres away from the head surface to avoid contact with the EEG electrodes.

5.2.1. Combined TMS-EEG for epilepsy research

The study performed in collaboration with the Department of Clinical Neurophysiology of
the University of Göttingen was mainly concerned with the in�uence of TMS on the brain
cortex of epileptic patients [61]. The test protocol that has been used consisted of a single
pulse transcranial magnetic stimulation (up to 60 pulses per stimulated site) with a 4 seconds
long interstimulus interval. It has been applied for the stimulation of four epileptic patients
with a duration of the measuring session (not including the time for the preparation of the
electrodes) of 60 minutes. The most direct way to identify the dynamics of the cortical
responses (in form of electroencephalographic event related potentials, ERPs) following the
TMS pulses is to collocate them temporally and spatially, hence a suitable spatial de�nition
is needed. The way that has been tried during the tests performed consisted in identifying
spatial references on the scalp upon the electrodes position. The application of the robot
revealed its usefulness under multiple aspects under this conditions.

So far, we have used the combined EEG-TMS robot system on four patients. For one subject,
the robot system did not respond fast enough to head movements to avoid all contacts
between coil and electrodes. As measurements showed, the robot-tracking feedback loop
runs with 30 to 60Hz (depending on the tracking system used) for a nearly still head (less
than 1mm movement) and no averaging of the tracking data. But due to jitter in tracking
recordings, we needed to average between 3 and 6 tracking values, see Section 3.4.4.3. This
delayed the response to a movement of the head by about 100ms. Together with the reduced
robot speed and acceleration2 this caused the robot to react too slowly to small, fast wiggles
of the head.

2See Section 3.5 (Safety).
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Figure 5.4.: Experimental setup for EEG measurements under TMS. The picture shows the �nal
stage of moving the coil over CZ. The paper tissue is required to avoid contact between TMS coil
and EEG electrodes during small, fast head movements.

We remark that we saw this insu�cient performance in an experiment with the Kuka KR3
robot. Optimising the tracking software for a better trade-o� between error cancellation by
averaging and movement detection and using the Adept robot, we are con�dent to improve
here in the future. For the experiment, we solved the problem of the coil touching the
electrodes by placing some paper tissue between coil and electrodes, see Figure 5.4.

5.2.2. Combined TMS-EEG for neuronal signal processing research

A second TMS-EEG study was performed in collaboration with the Clinic for Neurology at
the University of Lübeck. Here, we used the robot system for a study on lateralised RSVP
(Rapid Serial Visual Presentation) performance [182]. In short, the subject �xates a cross
on the centre of the screen and is presented a stream of black letters on the left and on the
right of the cross. At a certain point (called T1), a red letter appears in the stream. After
continuation of the black letter stream for 100, 200, or 500ms, a black number is presented
(called T2). After the stream ends, the subject is asked to name the black number.

Experiments have shown that the performance of the subjects is signi�cantly better, if the
T2 stimulus is presented on the left side of the screen, independently from the presentation
side of T1. The question arising is whether only one hemisphere is active during the task and
the better performance for left T2 is due to a better performance of the right hemisphere,
or if both hemispheres are active during the task and the worse performance for a right T2
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Figure 5.5.: Setup of the RSVP experiment. The robot is positioned over electrode position P3 (here)
or P4 and kept in place during the experiment using motion compensation. Electrodes at P7 and
P8 measure EEG responses in the visual cortex, electrodes on the face measure the eye movements
to correct for EOG (electrooculographic) artefacts in the EEG. The subject follows the display of
letters on the screen and types on the keyboard the letter which was not black and number appearing
afterwards. Head motions are tracked using the headband the subject wears and the Polaris tracking
camera on the left.

is due to a inhibitive e�ect of the right hemisphere on the left one, which is responsible for
processing the right T2.

To decide the question, we applied a short train of 5Hz rTMS pulses at the time of T2 to
the left or right brain area responsible for recognising the T2 event. During the �rst 30 runs
of the experiment we stimulated over the P3 area (left hemisphere), during the second 30
runs we stimulated over the P4 area (right hemisphere). The rTMS pulse over these areas
is thought to suppress local signal processing. For further analysis, electroencephalographic
signals were recorded using electrodes at P7 and P8.

The robot system was employed for the experiment in much the same way as in 5.2.1. We
�rst recorded the head outline using the tracked pointer device and reconstructed the head
outline with the power crust algorithm [4]. We marked P3 and P4 as stimulation targets
using again the pointer and commanded the robot �rst to P3. As there were no electrodes
placed at P3 and P4, we could lower the coil such that it touched the head gently, see Figure
5.5. Then we started the motion compensation feature and kept it enabled during the �rst
half of the experiment. After 30 runs, we then commanded the robot to P4 and enabled
motion compensation until the end of the experiment.

The robot system's performance depended very much on the participant's behaviour. The
experiment required the participant to follow some visual input from a computer screen and
to respond to it by pressing a key on a computer keyboard on their lap. In some participants,
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the change of attention from screen to keyboard was accompanied by a large head movement
to look at the keyboard. In those participants the motion compensation was too slow to
keep the coil at its place relative to the head. We refrained from increasing robot speed and
acceleration, because at the time of the experiment the force sensor, Section 3.5.1, was not
yet ready to use.

In participants with less head movement, the robot performance was generally acceptable.
In those patients we could show that the response rates to right T2 when stimulating P4
(located over the right hemisphere) where about the same as the response rates for left T2
when stimulating P3 (located over the right hemisphere). On the contrary, the recognition
rates for right T2 and P3 stimulation were still worse than left T2 and P4 stimulation. This
favours the second explanation from above, i.e. that the right hemisphere is also activated
for a right T2 and hinders the recognition work from the left hemisphere.

Unfortunately, due to the drop-out of the participants with strong head movement, we had
not enough data for signi�cant results. But a second study, using head �xation and static coil
placement instead of the motion compensation, con�rmed our �ndings and will be published
shortly.

5.3. Tinnitus and chronic pain

Several studies show a positive in�uence of low frequency rTMS applied to the primary or
secondary auditory cortex on tinnitus [34, 73, 90, 127, 128, 133].

In cooperation with the Clinics for Neurology, Neurosurgery, and Ear, Nose and Throat
Medicine at the University of Lübeck we started a pilot study to con�rm these �ndings
and to investigate the potential of rTMS tinnitus treatment to predict the outcome of
neurosurgical tinnitus treatment. If we �nd a correlation between rTMS treatment outcome
and surgical outcome, some patients could be spared the invasive procedure whereas others
with high operative success probability can be especially selected for the procedure.

The target points for rTMS tinnitus treatment are di�erent from the usual targets in so far
as there is no immediate response to a TMS pulse (like for the motor cortex) or external
marker (like an EEG electrode). The primary and secondary auditory cortex can only be
found based on anatomic or functional imaging. We used an fMRI paradigm (1 or 4 kHz
pure tone on / o�) to visualise the auditory cortex contralateral to the tinnitus. Data was
pre-processed (functional overlay) using MRIcro software [143] an loaded as slice data with
1mm spacing into our TMS program.

The stimulation protocol required �rst to determine the motor threshold, i.e. the percent-
age of maximum stimulator output with which a measurable motor response from the hand
contralateral to the tinnitus could just be obtained. Therefore, we selected the hand repre-
sentation area in the anatomic MRI and set the coil target as the nearest cortex point to
it. This works as an automated procedure, see Section 3.4.1. We then evaluated the motor
response at this point and four points in the neighbourhood of it for a �xed stimulator
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Figure 5.6.: Planning the stimulation at the auditory cortex for tinnitus treatment. The bright area
represents the fMRI response area to a 3 kHz tone. The centre of the fMRI hotspot is marked (green
sphere) as the stimulation target. The computer calculates the closest head surface point to the
target and pre-positions the coil with the user de�ned distance (here: 10mm) and orientation (here:
0◦).

output.3 At the hotspot, i.e. the point with the highest motor response, we determined the
motor threshold as described above.

We then targeted the fMRI maximum that indicated the primary or secondary auditory
cortex using the same method: We marked the fMRI maximum on the functional overlay of
the anatomic image and let the computer position the coil at the surface point closest to it,
see Figure 5.6. We set the coil orientation to 0◦, i.e. the coil handle pointing backwards, and
the coil distance such that the coil gently touched the head. Hereby, we used the adaptive coil
distance modality described in Section 3.4.4.2: We �st commanded the robot to a position
1 cm above the head surface and gradually lowered the distance until the patient noti�ed us
that she / he could feel the coil touching. This procedure was necessary, because sometimes
the patient's ear or the headband prohibited a coil distance of 0mm (i.e. touching the head
over the stimulation target). For two patients, we had to keep the coil away from the head
surface by 5 � 6 mm, because of the ear being pressed too much or the headband being in
the way of the coil. For the other two patients we didn't have that problem, since their head
and ears allowed the headband to be put di�erently and out of the way of the coil.

The patients were stimulated on four to �ve consecutive days for 30 minutes in each session.

3The other four points basically con�rmed that the initial point in their middle, taken from the anatomical
images, was really the hotspot. Only in one of four subjects, the initial central spot did not give the
highest motor response and the hotspot had to be found by stimulating at more points. The reason was
that accidentally a false region was assumed to represent the hand area.
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We used the motor hotspot from the �rst day on the next days for determining the motor
threshold, assuming that no plasticity e�ects would lead to a strong shift of the hotspot
during a period of �ve days. Using the robot system and the virtual coordinate system, in
which we stored the stimulation points of the �rst day, we were able to place the coil on the
same spot on the head on each of the days, see Section 3.3.3.

The motion compensation during the 30 minutes of rTMS worked mainly without problems.
In one case, tracking data were not stable, i.e. the rotation information reported from the
Polaris tracking system was sometimes inaccurate. This led to changes in coil position by
about 1 cm. This clearly invalidated motion compensation in this case, so that we disabled
the feature for the session and instructed the patient to hold the head as still as possible.
Unfortunately, the reason for this faulty behaviour of the tracking system could not be fully
identi�ed; we suspect tiny scratches on the re�ective coating of the re�ective marker spheres
and unfavourable light conditions (sun light coming through openings in the curtains) as
causes. After replacing the re�ective spheres and working on the curtains to close properly,
the error could not be reproduced.

Apart from motion compensation, using the robotised system had also another advantage
over manual TMS for this application. All stimulation positions were stored with respect
to the virtual head, reloaded, and re-approached by the robot with a few mouse clicks.
Thus, after the short mapping procedure to �nd M1, the best responding position was
re-approached with one mouse click and treatment could start.

When the patients then came back for the next treatment session, we directly loaded the M1
position from �le to determine the motor threshold and the stimulation pose for the auditory
cortex for the rTMS treatment. Note that this did not require the same positioning of the
headband, since all coil coordinates were stored with respect to the virtual head outline. A
new registration ensured that the stimulation points on the real head were the same as last
time.

In total, we performed the stimulation on six patients su�ering from tinnitus so far. Two of
the patients reported an improvement in tinnitus score at the end of the treatment week.
One other patient reported a change in tinnitus perception, but this did neither improve
nor worsen the impairment by the tinnitus. No patient reported a worsening of the tinnitus
after the treatment.

Recent literature also reports a reduction of chronic pain after repetitive TMS over special
regions of the cortex [86, 131, 132, 139, 141, 171]. In a short case study with four patients
we tried to reproduce these �ndings using the stimulation setting suggested in [86]. In
one patient we did indeed see an improvement on the pain scale, but in three patients the
stimulation had no e�ects. The robotic procedure for stimulation was similar to the one for
tinnitus (�nding the motor hotspot, 20 minutes of rTMS, several treatment sessions) and so
were the �ndings when analysing the robot's performance.
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5.4. Non-human primates

The last example for an application of the robotic TMS system comes from basic neurological
research. In Chapter 2 we have seen that most basic principles of TMS are well understood.
But many details still await clari�cation. For example, the exact in�uence of coil geometry
and coil position on the motor response is poorly understood. The main open questions
hereby are the extent of motor neurons on the brain surface controlling a muscle and the
e�ect of di�erent electric �eld strengthes at di�erent dendrites of the neurons.

To shed light on these questions, the Institute for Clinical Neurophysiology of the University
of Göttingen devised an animal study on a Rhesus Macaque (Macaca mulatta). In the
experiment, a small �gure-of-eight coil (MagStim animal coil) is moved in very small steps
(0.5mm) form posterior to anterior, crossing the motor cortex at the representation of the
hand muscles. At each position, a stimulation with 100% resting motor threshold (RMT) is
performed and APB muscle responses are recorded.

The experiment required the use of an animal model mainly for the following reasons: Firstly,
the head had to be �xed very rigidly to avoid motions, because accuracy in the range of
10 � 100 micrometres cannot be reached with the motion compensation feature due to the
limitations of the tracking device. The �xation requires an invasive procedure before the
experiment to attach a metal plate on the forehead, which is not acceptable for human
subjects. Secondly, the cortex of Rhesus Macaques is much closer to the coil than the cortex
of a human (about 6mm compared to about 20mm) so that TMS on Rhesus Macaques
leads to much clearer responses than in humans.

There was no need for tracking the head, as the experiment did not require motion com-
pensation, but used a �xed head instead. Therefore, we avoided the headband and recorded
the landmark points and outline points necessary for registration directly in the robot co-
ordinate system using the tracked pointer device, see Section 3.3.3. During the stimulation
we recorded no tracking data, so we could switch o� the tracking system altogether.

The experiment was performed in two sessions. In the �rst session, we did a coarse (3mm
spacing) screening of the left hemisphere with 23% stimulator output to �nd the motor
hotspot and to estimate the RMT. The resulting grid is shown in Figure 5.7.A. In the
second session, we let the robot move the coil in 500µm steps over the hotspot from the �rst
session. At each point, we stimulated 10 times with 22% stimulator output (equal to the
estimated RMT) and averaged the motor responses. The results are shown in Figure 5.7.B.

We see that the motor response increases from about 100mV at the ends of the stimulation
line to a maximum of 600mV at the hotspot. But the increase is not monotonic, it rather has
the form of waves with in increasing amplitudes, see Figure 5.8.A. As we set the stimulator
output to the motor threshold, one could assume that only the very peak of the electric �eld
has any excitatory e�ect (see Figure 4.5 for a visualisation of the electric �eld of a �gure-
of-eight coil). Further, it is known that the representation of muscle is not concentrated
in a single point, but spread out and interwoven with neighbouring muscle representations,
[135]. So the peaks in Figure 5.8.A could be produced by the electric �eld peak aligning
with a colony of the APB neurons. Similarly, low values of the MEP at a stimulation site
would indicate that there are less APB neurons at the maximum of the electric �eld.
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A B

Figure 5.7.: Stimulation results for the Rhesus Macaque experiment. A: Grid pattern to �nd the
motor hotspot, stimulator output at 23%. B: Stimulation with 22% stimulator output along a line
crossing the central sulcus at the motor hotspot.

But there is also a converse interpretation. Suppose the electric �eld of the TMS coil has
no sharp peak under the centre of the coil, but rather a plateau of high value of several
millimetres diameter as Figure 4.5 indicates. Then the MEP response of the APB would
indicate how many of these local APB representations are within the plateau area of the
�eld. As the coil is moved towards the hotspot, more APB neurons are recruited, leading
to a monotonic increase of the MEP until the hotspot is reached. Clearly, that is not what
Figure 5.8.A shows. But recording MEPs is a di�cult business, especially if the subject
moves its arms from time to time and has no de�ned muscle tonus at the stimulation.4

Taking this into account, we smooth the data using a running median �lter applied to three
neighbouring MEPs, respectively, i.e. the MEP at xi is the middle value of the MEPs at
xi−1, xi, and xi+1. The result is shown in Figure 5.8.B and complies with the prediction
of monotonously increasing MEP response until the hotspot. In this interpretation, the ups
and downs of the MEP in Figure 5.8.A have no meaning other than noise in the data.

To resolve the matter, we need to perform additional experiments. These will involve stim-
ulating the same posterior-anterior line in several sessions. If Model 1 (sharp electric �eld
peak) is true, we expect the coordinates of the peaks of the MEPs of the di�erent sessions
to agree. If Model 2 is true, the peaks will be distributed randomly with no speci�c pattern.

Of course, there is the challenge of registering the coordinates of the several sessions. In
principle, our system does this by default, see Section 3.3.3. But here we have special
requirements on accuracy; we would like the registrations to agree to about 100µm. Our
investigations show that at the moment we do not meet this accuracy requirement for a
moving head, see Section 6.1.1.3. But we might be able to meet the accuracy criterion for
a �xed head and the accuTrack tracking system, which has a speci�ed precision of 100µm
RMS[7].

4For the experiment, only the head of the monkey was restrained whereas the limps could move freely.
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A B

Figure 5.8.: Stimulation results along the posterior-anterior line for the Rhesus Macaque experiment.
A: Raw data. B: Running median �lter (along x-axis) of size 3 applied to the data of A.

The quality of the registration depends on the accuracy of the sampled landmark points
(start value for the ICP) and surface points. We need to investigate the in�uence of skin
motion, hair, and tracking jitter on the sample point recording and subsequent ICP regis-
tration to the virtual outline. If the outcome is not satisfactory, we will have to try with
higher number of rigid (arti�cial and natural) landmarks on the ape's head. We would store
the position of the landmarks with respect to the virtual head outline in the �rst session
and register the head in subsequent sessions only against these landmarks. This has the
advantage of having a closed form solution [58], so that the registration of data between
sessions will be quite stable. The disadvantage is that the registration to the virtual head
in the consecutive sessions might be worse than in the �rst session, leading especially to
di�erent head normals and thus to di�erent coil orientations in the sessions. Further, it is
not clear whether enough well de�ned and stable landmarks can be found.
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In this thesis, we presented a robotic assistance system for image guided, motion compen-
sated transcranial stimulation and its special application for motor cortex mapping. This
chapter discusses the system's performance under laboratory and real world conditions. We
�rst analyse the robot part of the system with respect to accuracy (Section 6.1) and its per-
formance in applications (Section 6.2) before coming to the algorithmic part for the motor
cortex mapping application (Section 6.3). Finally, Section 6.4 gives an outlook on the future
work to improve the system further.

6.1. Accuracy of the robotic assistance system for TMS

One of the most important questions is the accuracy of the system, because this distinguishes
a robotic system from a manual one. We investigate this in two settings: First, the static
problem of placing the coil at a de�ned position, second, the dynamic problem of keeping
the coil in place when the target moves.

6.1.1. Static head

6.1.1.1. Component analysis

The following transforms in�uence the accuracy of the coil positioning by the robot (see also
Figure 3.6):

1. ITH � the transform between the (virtual) image coordinate system and the head
coordinate system de�ned by the head marker. The transform is determined in a
two step procedure using landmark and iterative closest point registration, see Section
3.3.3. The error in this step depends on the tracking accuracy, the precision of the
head segmentation, the number and distribution of sampled surface points, and the
quality of the initialisation with the landmark registration. Furthermore, movements
of the head marker relative to the cranium impair the accuracy of ITH.

2. HTT � the transform between the head marker coordinate system and the tracking
system, i.e. the pose of the head marker in tracking coordinates. The accuracy of this
step is the accuracy of the tracking system for the head marker geometry.
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3. TTR � the transform between the tracking coordinate system and the robot coordinate
system. We register the two coordinate systems recording the position of a marker
tool rigidly attached to the robot end e�ector at several positions and solving an over-
determined linear system, see Section 3.2.2. The accuracy of the registration depends
on the tracking accuracy, the robot accuracy, and the number and distribution of the
recorded marker points.

4. RTE � the transform between the robot base and the robot end e�ector, i.e. the posi-
tioning accuracy of the robot.

5. ETC � the transform between the coil and the robot end e�ector. It is determined by
recording the coil coordinate system's origin, a point along its x-axis, and a point in
the x-y+-plane with a tracked pointing device. So the error in this step depends on
the accuracy with which the pointer is placed on the coil marks, the tracking accuracy,
and the robot accuracy.

According to the manufacturer's speci�cations, the Adept robot has a position repeatability
of 30µm in each direction and uses absolute joint encoders with a resolution of 0.001◦ [1].
Unfortunately, Adept doesn't specify their calibration accuracy, but assuming that it is of
the magnitude of the encoder resolution, we arrive at an error for RTE of at most 50µm.

To determine the transform between robot and tracking coordinate system, we usually record
data from 20 to 30 positions within a sphere of radius 100mm and end e�ector orientation
change of 30◦. For the combination Adept Viper s850 robot � NDI Polaris tracking system,
the RMS error is usually about 0.1mm and the maximum error is usually about 0.2 �
0.3mm. Laboratory experiments have shown that these values are not much in�uenced by
the numbers of points recorded or the radius of the sampling sphere. Thus, we take TTR to
be accurate up to 0.2mm.

As the list shows, tracking accuracy is crucial and in�uences all transforms but RTE. For the
Polaris system and a static marker, measurement distribution has been shown to be approx-
imately gaussian with a standard deviation of 13µm in x-direction, 10 µm in y-direction,
and 40 µm in z-direction [37].1 Note that these values only represent how much the mea-
surements �uctuate if the marker position is constant. To assess the error over the tracking
range of interest, we make use of the error estimates for RTE and TTR. If we assume the
errors of the robot and tracking system to be independent, the 0.2mm maximum error for
TTR provides an upper limit for the error of the tracking system, i.e. for the transform HTT

and the recordings of the pointer device and the head marker. As the error for RTE is about
one order of magnitude smaller, we can assume this limit to be sharp, i.e. to represent the
true error of HTT.

The error in coil registration ETC depends on the coil used and the coordinates considered.
In the current implementation, the coil's coordinate system is directly de�ned using a tracked
pointer to mark a special point, a special line, and a half-plane on the coil's surface. The
quality of the registration depends therefore on the ability of the user to point to these
features. For example, the standard Medtronic �gure-of-eight coil has a slightly curved

1The x-vector of the Polaris runs from one camera of the stereo system to the other, the z-vector points
along the viewing direction of the camera.
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upper surface and no marks on the lower surface (see Figure 5.4), which makes it di�cult
to mark the required points. By contrast, the Medtronic coils have a �at upper surface
with coordinate lines on it, making it easier to select the right points (see Figure 3.7.B). In
any case, if the pointer can be placed on a �at surface (bottom surface for MagStim coils,
upper surface for Medtronic coils), the registration error along the coil's z-axis (normal to
the surface) will be of the magnitude of the tracking system. In contrast, the error in x-
y-coordinates will be the error of marking the features correctly, which we estimate to be
about 1mm. The same argument shows that the coil's z-vector is quite accurately de�ned,
whereas there might be some error (depending on the coil's size) in de�ning the x-vector.

6.1.1.2. Head registration

Of all transforms, the accuracy of the registration between real and virtual head coordinates,
ITH, depends most on the experimenter's skills. It has to be ensured that the outline points
recorded with the tracked pointer are located on the skin of the subject and distributed as
widely over the head as possible. Furthermore, the result of the iterative closest point (ICP)
scheme, which computes the �nal transformation ITH, depends on its initialisation. If the
initial matching between the real and virtual landmark is poor, the ICP will get trapped in
a local minimum, resulting in a large error of ITH.

We use three benchmarks to evaluate the accuracy of the registration between real and
virtual head outline:

1. the mean distance between transformed real surface points and virtual surface,

2. the di�erence between transforms ITH
i for di�ering samplings i of head surface points

and landmark points,

3. the distance between the transformed coordinates of an arti�cial landmark on the real
head and its image in the virtual scene.

Benchmark 1 is the most important one for the safe application of the robot: It gives
(roughly) the registration error between the real surface of the head and the virtual surface.
If the real and the virtual head outline at the stimulation point disagree, the robot either
presses the coil hard against the head (virtual outline inside real outline) or holds the coil
with some distance from the head (virtual outline outside real outline). The main factors
in�uencing the result are the quality of head segmentation from 3D-images (CT or MRI)
and how good the experimenter was able to keep the pointer in direct contact with the scalp
when sampling the outline.

Benchmark 2 evaluates how much the registration depends on the sampling of head surface
points. If di�erent samplings lead to much di�erent registration results, special care must
be taken to sample enough outline points over a wide range of the head, including especially
feature-rich areas like the face. Further, it determines how much the registration depends
on the initialisation via the landmark points. It evaluates how much the result changes if
the user marks slightly di�erent points as correspondences to the landmarks on the real
head and tells how carefully the user should mark the landmark points and their virtual
counterparts.
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n outliers RMS error mean error max error
575 15.6 0.44 0.34 1.30
±67 ±7.9 ±0.05 ±0.04 ±0.17

Table 6.1.: Benchmark 1 results for 10 registrations of the outline of a plastic phantom head to its
reconstructed surface from CT data. The table gives mean ± standard deviation for the following
variables: n is the number of sampled surface points, outliers speci�es the number of surface points
classi�ed as outliers during the registration, RMS error gives the root mean square of the distance
of all transformed non-outlier points to the virtual surface, mean error gives the average distance of
all transformed non-outlier points to the virtual surface, max error gives the maximum distance of
all transformed non-outlier points to the virtual surface. All error values are given in millimetres.

Finally, Benchmark 3 speci�es the discrepancy between a TMS target de�ned over the virtual
scene, e.g. using an MRI of the subject, and the actual target spot in reality. It is of crucial
importance for motor cortex mapping and image based TMS treatment. We have seen in
Sections 4.4 and 5.4 that the e�ects of stimulation change on a millimetre scale. So we need
to ensure that the registration as the basis for targeting and mapping procedure is at least
accurate to this degree.

Benchmarks 1 and 2 were tested on the plastic phantom head displayed in Figure 3.8. We
acquired a CT image of the head with spacing of 0.44mm × 0.44mm × 1.0mm. The
3D image was down-sampled to 1mm isotropic scaling, loaded into our TMS software and
taken as the basis for virtual head outline reconstruction, see Section 3.3.2. The real head
outline was sampled 10 times using the Polaris system and referenced to a head marker. The
outline consisted of 477 to 652 surface points and four landmarks. The outline points were
sampled on the face (about 50% of the points of each run) and on the scalp. As landmarks
we took the outer canthi of the eyes, the nasion, and the tip of the nose. For each run,
we then marked the corresponding landmark points on the virtual outline and started the
registration procedure as described in Section 3.3.3. Table 6.1 summarises the results of the
10 runs for Benchmark 1, Table 6.2 summarises the results of the 10 runs for Benchmark 2.

The values in Table 6.1 demonstrate that our registration approach matches the surfaces of
the real head and the reconstructed surface from 3D image data with su�cient accuracy for
automated positioning of a TMS coil by a robot. The mean distance of the surfaces of about
0.4mm allows to command the robot to place the coil with no distance from the head. The
small error in distance from the head ensures that the coil is not pressed too much against
the head or is too far away from the head.

Table 6.2 shows that the di�erent samplings of the head outline only lead to slight di�erences
in the registration. We see that if the head is registered anew, the transformed coordinates
of a target point over the central region of the real head di�er by less than a millimetre.

The results for the second benchmark from Table 6.2 also allow an estimate of the inter-
session repeatability of the robot aided stimulation. We evaluated the di�erence between two
registrations T1 and T2 by the distance between a point q = (55, 26,−127) on the real head,
located approximately over the hand area of the right motor cortex, and q′ = (T2)−1 ∗T1 ∗q.
This corresponds to the scenario that a target point q is de�ned in a �rst TMS session, stored
in virtual coordinates as T1 ∗ q, and re-approached in a second session as (T2)−1 ∗ T1 ∗ q.
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Tx Ty Tz Tα Tβ Tγ px py pz
mean 39.0 178.8 164.6 89.5 63.5 93.5 181.3 101.7 199.0
std 0.36 0.38 0.48 0.62 0.25 0.59 0.46 0.38 0.36

Table 6.2.: Benchmark 2 results for 10 registrations of the outline of a plastic phantom head to its
reconstructed surface from CT data. Columns: Tx, Ty, Tz give the x, y, and z value (in millimetres)
of the translation vector of the transform matrix describing the registration. Tα, Tβ, Tγ give the
euler angles (in degrees) of the registration transform. px, py, pz give the x, y, and z coordinates
(in millimetres) of the transform of a point located approximately over the hand area of the right
motor cortex. Rows: mean gives the average values over the 10 experiments, std gives the standard
deviation of the values.

The average distance between q and q′ for two di�erent T1 and T2 from our experiment was
1.15mm.

For Benchmark 3, we extended our test framework by adding �ve CT compatible markers
to the plastic phantom head. The markers were placed over the hand areas of the left and
right motor cortex (EEG-electrode positions C3 and C4), the central frontal polar region
(electrode position Fpz), the central region (electrode position Cz), and the central occipital
region (electrode position Oz). Each marker was made from a steel nail of less than a
millimetre diameter and 1 cm length. The nails were inserted perpendicular in the phantom,
with the nail head aligning with the phantom surface. The markers produced a sharp echo in
the CT scan of the phantom without creating too strong metallic artefacts. The nail's head
was also easy to mark with the pointer on the real head, giving us corresponding landmark
coordinates in both coordinate systems (head marker system H and image coordinate system
I) with high spacial resolution.

We used the transforms obtained for Benchmarks 1 and 2 and compared them against the
landmark transform for the arti�cial landmarks. Therefore we took the averaged recordings
(10 samples) of the real landmark positions and registered them to the virtual landmark po-
sitions from the CT image using Horn's scheme [58]. Assuming a perfect arti�cial landmark
transform, we compute the error of our two-step ICP registrations as

di = ‖T−1
ICPTALMpi − pi‖, (6.1)

where pi is the ith arti�cial landmark, TICP the transform from the two-step ICP registration
and TALM the arti�cial landmark transform.

The results for Benchmark 3 are summarised in Table 6.3. The average error in landmark
position over 10 trials is 1.1mm ± 0.35mm. We see that the error is nearly independent of
the location of the landmark. Thus, targeting structures anywhere on the head on the basis
of 3D data with the robotised TMS system will be accurate to about 1mm.

6.1.1.3. Cumulated analysis

So far, we have analysed the single components in�uencing the accuracy of the system. Now
we inspect the accuracy with which a point, de�ned on the 3D image data (CT or MRI,
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Fpz Cz C3 C4 Oz
mean error 1.13 1.15 1.05 1.27 1.10
std dev 0.35 0.44 0.40 0.34 0.22
max error 1.56 1.94 1.86 1.69 1.55

Table 6.3.: Benchmark 3 results for 10 registrations of the outline of a plastic phantom head to
its reconstructed surface from CT data. Each column gives the results for one of the arti�cial
landmarks; the heading specifying the position of the landmark in EEG electrode terms. Rows:
mean error gives the average distance between the arti�cial landmark and the back projected virtual
landmark, see Equation (6.1), std dev gives the standard deviation of the error, max error gives the
maximum error.

virtual coordinates), is targeted by the robot held coil. Again, we used the phantom head
with arti�cial landmarks and its 3D CT data set described in the last section. The coil
we chose for the experiment was the Medtronic MC125 circular coil, because its hole in
the centre allowed us to check the alignment of the coil's origin with the target spot. The
experiment consisted of commanding the robot to each of the �ve arti�cial landmarks using
their image representation on the computer, see Section 3.4.1, and measure the distance
between the coil's centre and the landmark on the real head.

In total, we performed 5 trials, targeting each of the �ve arti�cial landmarks from the previ-
ous section. In each trial, we went through the complete system set-up, i.e. we determined
all the transforms TTR, CTE, ITH anew. After the robot completed its trajectory, we marked
the position of the coil's origin on the phantom head with a pen. After each trial we mea-
sured the distance of each pen mark from its corresponding arti�cial landmark, namely the
hole in the plastic head from the steel nail. We also noted the direction of displacement of
the pen mark with respect to the arti�cial landmark.

The average error over all �ve landmarks was 2.04mm with a standard deviation of 0.92mm.
Table 6.4 gives detailed results for each of the �ve landmarks. We see that the error in
targeting central points (C3, Cz, C4) is smaller than the error in targeting frontal (Fpz)
or occipital points (Oz), but there seems to be no connection between the distance of the
target point from the head marker and the accuracy in positioning the coil.

It is remarkable that there is a strong bias in the direction of the displacement, e.g. the
coil's centre position was left of the arti�cial landmark in all trials. We assume this to be
due to an error in marking the arti�cial landmark as a target in virtual coordinates. Recall
that the spacing of the 3D CT data set was 1mm and that the metal nails (the arti�cial
landmarks) create artefacts of a few millimetres in diameter in the CT. So it is probable
that we did not mark the exact point where the nail pinched the phantom head. Indeed, if
we calculate the centre of gravity of the coil's centre points for each arti�cial landmark over
the �ve trials and transform it back to virtual coordinates, it also lies on the nail artefact
for all �ve landmarks.

Therefore, we use a second measure for the static overall performance of the system. We
calculated the distance of the coil's centre point for each trial from the centre of gravity
over all trials. This corresponds approximately to the scenario when we had chosen the
centre of gravity coordinates in virtual coordinates as target representations for the arti�cial
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Fpz Cz C3 C4 Oz
Trial 1 4.0 r 1.5 lf 2.5 l 2.5 r 1.5 l
Trial 2 2.5 rf 1.5 lf 2.5 l 1.0 rf 1.5 l
Trial 3 2.0 r 2.0 lf 2.0 l 1.5 r 3.0 rb
Trial 4 2.0 rf 0.5 r 1.0 l 3.5 rf 2.5 lb
Trial 5 2.0 rf 2.0 lf 1.5 l 0.5 b 4.0 lb
Accuracy 2.5 ± 0.87 1.5 ± 0.61 1.9 ± 0.65 1.8 ± 1.20 2.5 ± 1.06

Repeatability 1.13± 0.54 0.69± 0.62 0.52 ± 0.30 1.29± 0.69 1.83± 0.98

Table 6.4.: Cumulated analysis. Each column gives the results for one of the arti�cial landmarks;
the heading specifying the position of the landmark in EEG electrode terms. Rows: Trial 1 � 5 gives
error and direction of displacement (r = right, l = left, f = front, b = back of the head) of the coil's
centre when targeting the landmark for each trial. Accuracy gives mean and standard deviation of
the error when targeting a landmark. Repeatability gives mean distance ± standard deviation from
the centre of gravity of the coil's centre from trials 1 � 5. All values in millimetres. The accuracy
over all �ve landmarks is 2.04mm ± 0.92mm. The repeatability over all �ve landmarks is 1.09mm
± 0.77mm.

landmarks. It also gives a measure of variability of the targeted points over several sessions
(inter-session repeatability). The repeatability over all �ve trials and �ve landmarks was
1.09mm with a standard deviation of 0.77mm. The repeatability for each single landmark
is given in the last row of Table 6.4. We see that apart from Oz, the repeatability error
is much smaller than the accuracy error, supporting our argument that we did not mark
the exact landmark coordinates on the CT data, introducing a bias error in the accuracy
analysis.

6.1.2. Moving head � motion compensation

We evaluate the system's performance in compensating head motions by adjusting the coil's
position in two ways:

1. Latency � The time between the start of a movement of the head and the start of the
movement of the robot to compensate for the shift in target position.

2. Compensation time � The time between the start of a movement of the head and the
moment the coil reaches its target position again. The compensation time depends of
course on the speed and extent of the head motion.

Besides the usual set-up with a Polaris tracking system, an Adept Viper s850 robot, and a
Medtronic MC125 circular coil, we employed a second robot (also an Adept Viper s850) and
an Atracsys accuTrack Compact tracking system to measure the two values. The second
robot was used to move the head marker in a controlled manner. The accuTrack system was
used to record the movements of the head marker and the coil.2 We attached one LED on
2The two robots are able to record their own positions with timestamps. But to yield reaction time and
compensation time, the clocks of the robot controllers must be synchronised up to a millisecond. We
avoid this by using a third system � the accuTrack � to measure the movements of both robots. The
accuTrack has the further advantage of being external, and thus independent, to our TMS robot system.

121



6. Discussion

the coil and on the head marker, respectively, so to have a tracking speed of 2 kHz available
for the accuTrack.

We have shown in Section 3.4.4.2 that no registration of the head is necessary for motion
compensation. So we can perform the tests using just the head marker. We position the coil
with a distance of about 10 cm from the head marker. In a �rst experiment, the second robot
moves the head marker 10 cm away from the coil along a linear trajectory with maximum
speed and acceleration. We measure the latency by determining the start of the movement
of the head marker and the coil, respectively, using the accuTrack system. We de�ned the
start time as the �rst time the accuTrack LED's position changed by more than three times
the RMS of its readings in rest (usually between 0.1 and 0.2mm).

Table 6.5 shows the di�erent latencies of the TMS system in dependence of the TMS robot's
speed and acceleration and the number of tracking pose averages used (see Section 3.4.4.3).
We see that the latency of the system is about 110ms for speed and acceleration values of
25% or more of their respective maximum, independently of the number of pose averages
for tracking.

For speed and acceleration values of 10% and 3% we measure higher latencies. The reason
lies in the internal trajectory planning of the Adept: It calculates a trajectory through the
last three commanded points. So if a new position is commanded before the actual position
is reached, the robot does not directly move to the new position, but moves through the old
position �rst. In our experiment, we activated motion compensation well before we moved
the head marker. As there is always jitter in the head marker measurements, the robot is
moving all the time to compensate for these perceived tiny motions. If robot speed and
acceleration are low, this still needs some time. Hence, the higher latency measurements
for robot speed and acceleration of 10% and, much more pronounced, for robot speed and
acceleration of 3% of their maximum value originate in an increased latency on the robot's
side.

It is possible to disable the internal trajectory planning of the Adept, which would improve
the response time to a head motion. But the only way to do this is to command a stop
(�Brake�) before each new position. This has the e�ect of clearing the internal target queue
and lets the robot move directly to the new target. The drawback is an unsteady move
pattern with many stops and accelerations. In practical tests, this was quite disturbing for
the subjects, so we have decided not to use the Brake-command in our implementation and
accept a slightly increased latency in response to a head motion.

Table 6.6 shows the compensation times of the TMS system for a displacement of the head
marker of 10 cm for di�erent robot speed and acceleration values and number of tracking
pose averages. As expected, the compensation time increases with lower robot speeds and
accelerations. The compensation rises also with higher tracking average value, but only for
low robot speed and acceleration. The reason is that the single change in position of distance
d is recognised as n small changes of d

n by the system, n being the tracking pose averaging
number. If robot speed and acceleration are high, the robot might implement the perceived
change of d

n within one tracking cycle of 1
60 s. So the robot comes to a near standstill when

the next increment of d
n is commanded and has to accelerate to maximum speed again.
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av = 1 av = 3 av = 6 av = 10 av = 30 av = 100
speed = 3 264.4 280.4 164.2 206.5 219.6 128.2
speed = 10 119.4 136.0 152.5 132.5 124.8 143.2
speed = 25 106.8 99.5 106.3 116.5 128.2 117.0
speed = 50 109.7 108.7 117.0 119.4 110.2 110.7
speed = 100 98.0 116.5 104.3 102.9 105.3 108.7

Table 6.5.: System latency in motion compensation for di�erent tracking pose averages (denoted av)
and robot speed and acceleration values (denoted speed, values in % of robot maximum speed and
acceleration). Latency was measured as time between the start of the head marker movement and
the start of the TMS coil movement. Movements were measured with a separate optical tracking
system operating at 2000Hz. All table values in milliseconds.

These additional acceleration and deceleration phases slow down the movement and lead to
increasing compensation times with rising tracking pose average numbers.

We see in Table 6.6 that this e�ect is most pronounced for high robot speed and acceleration
values. For safety reason we do not operate our system with such high speeds, see Section 3.5.
At our standard setting of speed and acceleration of 10%, we could average about 30 tracking
poses without noticeable change in compensation time. Of course, the e�ects of averaging
get stronger with smaller head marker amplitudes d′, because a smaller step of d

′

n cm can be
compensated within one tracking cycle also with lower robot speed. Nevertheless, if we use
an averaging value of 3 to 10, as suggested in Section 3.4.4.3, we achieved small latencies in
the applications from Chapter 5.

The experiment shows that with the current system set-up we are able to respond to a head
motion after about a tenth of a second. The time to restore the original position of the
coil with respect to the head depends on the amplitude of the motion and on the robot's
speed. The system with its standard settings of speed and acceleration needs about 2 s
to compensate a sudden large movement of 10 cm. As indicated in the discussion above,
the compensation time depends linearly on the amplitude d of the motion as long as the
averaging number n is not too big. Thus, for small head movements of less than a centimetre,
the original position relative to the head will be re-established within about 300ms (100ms
latency + 200ms compensation time).

6.2. System performance in real-world applications

In the previous section we have analysed the system's performance under laboratory con-
ditions and seen that its accuracy allows for precise targeting, su�cient compensation of
target motions, and high inter-session repeatability. In this section, we report on the sys-
tem's behaviour in the applications from Chapter 5. We highlight three di�erent aspects:

1. Device performance � how the main devices of the system, i.e. the robot and the
tracking system, performed,

2. Component performance � issues for the separate components of the treatment, i.e.
positioning of the coil, trajectory to a new position, and motion compensation,
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av = 1 av = 3 av = 6 av = 10 av = 30 av = 100
speed = 3 6927.6 6801.1 6657.6 6483.0 7334.2 7859.0
speed = 10 1933.7 2009.1 2000.8 2138.5 2174.9 2827.7
speed = 25 749.8 795.5 812.0 855.8 991.5 1863.6
speed = 50 425.8 384.5 399.1 486.2 669.0 1728.4
speed = 100 154.9 195.3 250.3 339.3 573.7 1701.2

Table 6.6.: Compensation times for a motion of 10 cm for di�erent tracking pose averages (denoted
av) and robot speed and acceleration values (denoted speed, values in % of robot maximum speed
and acceleration). Compensation time was measured as time between the end of the head marker
movement and the end of the TMS coil movement. Movements were measured with a separate
optical tracking system operating at 2000Hz. All table values in milliseconds.

3. System quality attributes � applicability, capability, usability, and comfort.

6.2.1. Device performance

6.2.1.1. Tracking

Although head and instrument tracking appear to be a solved problem when reviewing the
literature [38�40, 48, 50, 53, 54, 77�80, 112, 114, 115, 159, 160], we still had some issues
with it. For our application we mainly used the Polaris infrared tracking system with passive
markers. While the system is very accurate under perfect conditions (0.35mm RMS error,
[116]), which was con�rmed in our laboratory experiments, we had big problems operating
it when sunlight streamed in from the windows. In this case, markers were often not seen
by the system, even though they were clearly within the tracking range. So we had to make
sure that as little as possible stray infrared light was present during the experiments.

Furthermore, the accuracy depends crucially on good, homogeneous re�ectance of the marker
constructing spheres. If one of the spheres is partially occluded or its re�ecting cover dam-
aged, its position is incorrectly calculated. This results in errors in the calculation of the
marker position and, especially, of the marker orientation. In one of our arti�cial tests em-
ploying the plastic head instead of a real head, the coil was positioned such that it partially
occluded one marker sphere. As expected, this resulted in false readings of the head position
and a compensation by the robot using motion compensation. This in turn changed the oc-
cluding pattern, leading again to another head position reading. Thus, the head appeared
constantly moving to the system although it laid perfectly still, resulting in endless motion
of the robot.

To avoid the problems related to the Polaris system we tested the MicronTracker2 S60
and H40 video optical tracking systems (0.2mm� 0.25mm RMS, [25]), which show more
robustness towards light conditions. Another advantage lies in their special marker design.
It ensures that the marker pose can be calculated correct even if the marker is partially
occluded. Thus, it avoids changes in orientation if parts of the marker are not visible for
the camera.
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6.2. System performance in real-world applications

The big disadvantages of the MicronTracker systems compared to the Polaris are the limited
tracking range of only 1.20m and a maximum tracking speed of 30Hz (S60) / 15Hz (H40)3.
This requires the camera to be put very close to the patient and the robot, increasing the
danger that the camera is accidentally moved. This would invalidate the robot-tracking-
registration RTT and require a new calibration. Further, the reduced frame rate compared
to the Polaris system decreases the quality of motion compensation. Finally, tests with the
S60 and H40 system revealed issues with the orientation stability. The jitter in orientation
was much higher than for the Polaris system, resulting in false �compensation movements� of
the robot, see Section 3.4.4.3. Thus, we mainly used the Polaris system for our applications.

6.2.1.2. Robot

Both robots we have used so far, the Kuka KR3 and the Adept Viper s850 have the same
architecture, 6 joints serially linked, with similar link lengths. The workspace of the robots
has been large enough to stimulate a wide range of points on the head without changing the
head position. For example, we have been able to stimulate the left and right motor cortex
in one session (motor cortex mapping, Section 5.1.2 and TMS-EEG experiments, Section
5.2). Only if points at the front and the back of the head are to be be stimulated during
one session, e.g. Fpz and Oz, it would be necessary to reposition the head with respect to
the robot.

Comparing the two robots, the Adept has bigger joint limits for Joints 4 and 6, allowing for
more joint settings implementing a pose. Thus, in general, the trajectories in joint space
are shorter for the Adept. This means that the Adept reaches target poses faster and with
less arm and coil movement.

Another advantage of the Adept is the more advanced software architecture. The range of
commands, and therefore steering possibilities, is much bigger than for the Kuka. Especially
the real time capabilities distinguish the two devices. The Adept has seven threads running
parallel on its controller, allowing the user to in�uence a move command during its execution,
e.g. enabling a software-controlled stop of a move. Further, Adept uses an internal trajectory
module, considering the next three target points when calculating the trajectory. This means
that the robot operates much smoother in motion compensation, because it does not stop at
a commanded pose and starts a new move to the next target, but moves smoothly through
the �rst target pose towards the second one. Hereby, the user can de�ne the accuracy with
which the �rst target pose is met.

A disadvantage of both robots is the limited range of Joints 4 and 6. This creates situations
like the one described in Section 3.2.3 where it is sometimes necessary to move a joint
by a large angle α � 90◦ to implement a pose which could otherwise be reached with a
small change of 180◦ − α� 90◦ if there were no joint limits. This creates safety problems,
because big joint moves can cause big coil movements and bring the coil close to the head.
We take care of that with our special trajectory algorithm, see Section 3.4.3, but for the
price of prohibiting transitions with large coil movements and restricting the poses which

3The recently released H60 system has a tracking range of 2m operating at 15Hz. This system was not
available for testing for this thesis.
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A: The spherical assistant for stereotactic surgery (SASSU)
robot, a system for placing electrophysiological recording nee-
dles accurately in rodent brains. Picture by Lukas Ramrath,
with friendly permission.

B: Design for a TMS robot proposed by
Lebossé et al. . Figure from [84], with
friendly permission of the author and the
publisher.

Figure 6.1.: Possible alternative robot designs for TMS.

can directly be reached from one position. A solution might be to use robots from other
manufacturers like the Kawasaki FS03N which have an unbounded range for Joints 4 and 6.
So far we have not been able to test our ideas on it, so we can't judge if there are drawbacks,
e.g. in the control of this robot.

Finally, new robot designs like a scaled version of the spherical assistant for stereotactic
surgery (SASSU) [134], Figure 6.1.A, or the system proposed by Lebossé et al. [85], Figure
6.1.B, might extend the range of points which can be targeted during a TMS session and ease
the transition from one stimulation point to the next. We brie�y discuss how our system
could be adapted to use such robots in Section 6.4.2.

6.2.2. Component performance

6.2.2.1. Coil positioning

The positioning feature of the system showed satisfying results. In the motor cortex mapping
and pain treatment experiments, subjects reported that the coil touched the head surface
gently when the distance was set to zero. Problems occurred when the virtual head surface
was not su�ciently segmented or reconstructed because of unsuitable MRI data or insuf-
�cient sampling of outline points. In those cases the virtual head surface was too rough,
leading to false calculations of the surface normal for placing the coil tangentially. This could
be resolved partially by increased smoothing of the surface, see 3.3, but for the price of less
spacial accuracy. In one case, the experiment therefore had to be suspended to acquire a
new sequence of MRI data, featuring the tissue air boundary more clearly.
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The recently introduced online coil distance adaptation improved the positioning further.
It allowed to place the coil in a safe distance of about 1 cm from the head surface and to
reduce this distance until the subject felt the coil on the head. This way, small inaccuracies
in the registration ITH in normal direction to the head can be compensated. It also adapt
the positioning to obstacles like EEG electrodes, the headband or the subject's hair, which
were not present in the medical image data (MRI, CT).

6.2.2.2. Trajectory

The trajectory algorithm presented in Section 3.4 worked well. The coil was moved suf-
�ciently far away from the head to perform changes in orientation without touching the
head. Further, as we explained in Section 3.4.3, our trajectory algorithm tries to minimise
coil orientation change during the transition from one trajectory point to the next. If big
counter-rotations of Joints 4 and 6 are to be performed, as it is the case when reaching
joint limits of Joints 4 or 6, this is done by straighten the �fth joint (i.e. aiming for the
hand singularity θ5 = 0◦). This has the e�ect of the two rotations cancelling each other, see
Figure 6.2.

Sometimes it would have been not possible to straightening the �fth joint without touching
the patient's head. In those cases no safe trajectory could be found, so a direct move to the
target pose was prohibited. Nevertheless, the target pose could still be reached if the robot
was commanded �rst to an intermediate position not on the arc from start to target pose,
see Section 3.4.2. Alternatively, the robot was positioned manually so that the coil was close
to the target region and the trajectory to the stimulation point did not require big changes
in Joint 4 or 6.

6.2.2.3. Motion compensation

The quality of the motion compensation feature depends on the frequency of the tracking
system, the accuracy of the tracking values (especially jitter), and the robot speed settings.
We found that the 30 � 60Hz update rates for the Claron MicronTracker S60 and the NDI
Polaris tracking systems were su�cient, but that the Kuka robot had di�culties implement-
ing the changes in position with su�cient speed. This was mainly due to a problem in the
Kuka internal trajectory planning, which is not designed for real time demands and resulted
in a time lag of about 0.5 seconds in responding to motions. The Adept robot with its
real time operating system V+ performed much better in �rst laboratory experiments, see
Section 6.1.2, using up to three commanded points in advance to calculate its trajectory.
We hope that for the future Kuka will provide state-of-the-art realtime capable controlling
software, enabling fast motion compensation also with this robot.

A problem remaining in motion compensation is jitter in head position measurements. Tiny
�uctuations in calculated marker positions, caused by the �nite angular resolution of the
cameras, lead to ever changing position demands for the coil. Hence the robot is constantly
moving, even if the head is perfectly still. To reduce the problem, we averaged several
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Figure 6.2.: Straightening of Joint 5 allows counter-rotations of Joints 4 and 6. The trajectory is
a result of moving the coil from a point on the left side of the head (about electrode position T5)
to the right side of the head (about electrode position T6). The relaxation of the pitch angle of the
coil along the trajectory allows Joint 5 to straighten such that the necessary big movement of Joint
4 can be counter-balanced by an opposite move of Joint 6 nearly without moving the coil. In fact,
the change of 120◦ in Joint 4 between seconds 14 to 21 (top picture, red graph) leads only to a coil
orientation change of 15◦ to 20◦ (bottom picture). In contrast, the movement of 40◦ of Joint 4 from
the �rst to the second interpolation point led to a coil orientation change of 34◦, because Joint 5
was bent by about 80◦.

measurements of the tracking system, see Section 3.4.4.3. This does not in�uence the com-
pensation time too much as long as the averaging number is not too big, see Section 6.1.2.

Our practical experiences showed that for the Polaris 3 to 10 positions for averaging were
optimal to reduce jitter while still enabling a fast compensation of a change in head posi-
tion. For the Micron system, we had big issues with the stability of the orientation readings,
especially in the direction normal to the marker. Here, a number of about 30 tracking aver-
ages was needed to stabilise the readings. This, together with the lower tracking frequency,
reduced the quality of the motion compensation way below the Polaris' one.

In rare occurrences, motions of the subjects could not be compensated, because this would
have required a turn of Joint 4 to more than 190◦ (out of working range of the Adept) or a
turn of the joint by about 180◦ (prohibited, see Section 3.4.4.3). Such cases can be avoided
when the coil is attached to the robot with Joints 4 and 6 at about 0◦.
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6.2.3. System quality attributes

In this section we report on the system's performance using the following soft measures:

� Applicability � could the experiments be performed as planned using the system,

� Capability � how diverse is the range of applications for the system and which new
applications are possible with it,

� Usability � how di�cult and time-consuming was it to use the system,

� Comfort � how did the patients perceive the treatment by a robot.

6.2.3.1. Applicability

The robotic assistance system for TMS was successfully employed for all applications from
Chapter 5 with the exception of the TMS-EEG experiment for neuronal signal processing
research, Section 5.2.2. In all other applications the objectives of the experiment could be
fully reached using the TMS robot.

In the motor cortex mapping experiments, Section 5.1, the positioning accuracy together
with the motion compensation quality allowed the recording of very clean MEP data and
thus high quality mapping. In the non-human primate mapping experiment, Section 5.4,
we could show novel phenomena, because the system was able to move the coil accurately
in 500µm steps over the skull of the animal. In the rTMS experiments, Section 5.3, the
system kept the coil su�ciently at its place relative to the head during the 20 to 30 minutes
of treatment and we could see a relief of the symptoms of chronic pain and tinnitus for some
of the patients.

In the TMS-EEG experiment for neuronal signal processing research, the motion compen-
sation was not fast enough to compensate for the large head motions of the subjects. Their
task required to look on a computer screen and then to press some keys on the keyboard.
Several subjects moved their head with such a speed that the robot could not follow with
its restricted speed and acceleration. As Section 6.1.2 showed, large sudden movements can
only be compensated with very high robot speeds. We refrained from relaxing the speed
limits of the robot, because we did not want to jeopardise safety for performance. The
experiment required to give the stimulus at the time of the maximum head movement, so
we often ended up stimulating the wrong spot or having the coil not close enough to the
head. Therefore, we could not reproduce the results of a previous experiment with a �xed
head.

We conclude that our system is applicable in all situations apart when the stimulus appears
at times of large fast head motions. For such applications, we still need to �nd a way to
allow very high robot speeds while ensuring the patient's safety.
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6.2.3.2. Capability

Our system for robot aided TMS stimulation can be used for a wide range of applications.
The main application areas include precise coil positioning, image guided targeting, motion
compensated stimulation, and repeated TMS sessions.

In the area of precise coil positioning on the basis of 3D medical images, our system meets
the highest standards, set by the two other TMS robot systems presented in the literature
[17, 82]. For both systems, an RMS error of two millimetres in positioning the coil is
reported. We have shown in Section 6.1.1 that our system also performs with this accuracy.
We note that both systems [17, 82] require a �xed head whereas our solution allows for
frameless stimulation.

Conventional image guided TMS systems, which allow for frameless stimulation, are based
on a similar navigation [40, 50, 53, 160] and registration [115] technique as our system, but
they all require a manual coil positioning. Hence the accuracy of the stimulation depends on
the examiner's ability to maneuver the coil to the target spot using the navigational aids and
to hold it there as still as possible. Experience shows that the biggest problem in manual
coil positioning is to hold the coil in the desired orientation to the head, i.e. tangential to
the head and with a certain rotation around its normal axis. The accurate placement of the
coil's centre is less di�cult.

Our system solves the problem of operating with high orientational accuracy by using a
robot. Its high accuracy in joint adjustment, which translates to position and orientation
accuracy of the coil placement, makes the stimulation not only more precise than manual
coil placement, but also independent of the examiner. Furthermore, the �ne joint angle
resolution of the robot makes it possible to shift the coil in steps of down to 30µm for
experimental neuronal research. This is clearly impossible to do with a hand-held coil or
with conventional mechanical coil holders. Summarising, our robot system is suitable for
all applications requiring exact coil positioning on the basis of 3D medical images, e.g.
transcranial magnetic stimulation for motor cortex mapping.

The feature of motion compensation sets our system apart from all existing TMS solutions.
The robot solution presented in this thesis allows for the �rst time to avoid �xation of the
head without compromising accuracy. This enables its use in a wide range of applications.
For example, virtually all rTMS treatment protocols can easily be implemented with our
system. They all have in common that a well de�ned area of the brain should be stimulated
over a longer period of time (e.g. 30 minutes for tinnitus).

By following the movements of the patient's head we ensure that the stimulus is always
given at the right position. This could, in principle, also be achieved by �xating the head
and using conventional image guidance and a static coil holder. But the loss in comfort for
the patient is signi�cant and one should keep in mind that if TMS is used for treatment, it
is applied to ill people. For example, one would hardly force a patient su�ering from chronic
pain in a rigid frame in an uncomfortable sitting position.

Another aspect to consider is the change in physiological response to TMS depending on the
subject's current situation (lying or sitting, relaxed or tense, sleeping or alert, etc., [71]).
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So if TMS responses like motor evoked potentials (MEP) or electroencephalographic signals
(EEG) are recorded over a longer period of time, special care must be taken to ensure that
such parameters do not change. If a head rest or a thermoplastic mask are used for head
�xation for a longer period of time (e.g. an hour), it can easily lead to muscle tensions or
pressure pain. Clearly, a system featuring motion compensation avoids this and allows the
subject to stay comfortable even for long periods of time.

Finally, our system has been shown useful in applications which require repeated stimulation
at a certain spot. This does not only include intra-session repeatability like for repetitive
stimulation (rTMS), but also protocols requiring TMS treatment on consecutive days. All
stimulation targets are stored in the system and can easily be re-approached in a new session
(inter-session repeatability). If rTMS treatment of diseases like tinnitus or depression could
be established, inter-session repeatability would make the system applicable for the clinical
routine.

6.2.3.3. Usability

Our system with its many components like a robot, a tracking system, a head marker, a
pointing device, and a graphical user interface on a computer is clearly more di�cult to
operate than a TMS stimulator alone. Thus, we need to ensure that it is neither too time
consuming nor too di�cult to use the robot TMS system.

Regarding the �rst aspect, the time required to operate the system, there are three di�erent
phases to distinguish:

1. Hardware set-up � The installation time of the robot, the tracking system, the com-
puter, and the TMS device, i.e. the time to connect all cables, screw the robot on
its frame, mount the camera on its tripod, is about 30 minutes. This has to be done
only once, so this rather long time is acceptable. Afterwards, we need to calibrate the
camera to the robot, see Section 3.2.2. This has to be done every time the robot or
tracking system is moved and we recommend to do it at the start of each day if one
can't be absolutely certain that none of the devices has been moved. This procedure
takes about 5 minutes. Finally, the TMS coil needs to be attached to the robot end-
e�ector and calibrated to it. Using a quick release fastener to attach the coil, this
hardly takes more than a minute.

2. Subject set-up � If the stimulation is to be based on 3D medical image data, we
segment the cranium from the data set. This takes about 1 to 3 minutes (depending
on the resolution and quality of the images) and can be done before the subject arrives
for stimulation. Note that it needs to be done only once for each subject and data
set, so if the subject comes in for a second stimulation session, we only need to load
the surface mesh representing the cranium from �le, which takes a few seconds. After
the participant arrives, she / he is �tted with the head marker. We then record 3 to 5
landmark points and a couple of hundred head surface points with the pointing device
and register this head representation to the segmented surface from the image data.
This procedure takes about 5 to 10 minutes. If there is no 3D image data available,
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we sample more surface points and reconstruct the cranial outline from it. This can
be done in a similar time.

3. Stimulation � For stimulation we �rst de�ne a target point by either pointing on it
using the pointer device or by marking a point on the virtual head surface or 3D image
data on the computer. This takes only a few seconds. The robot then calculates a
trajectory and moves to the coil to the target point. Depending on the distance the
robot has to move, this can take between 10 seconds and one minute.

If we summarise the time for the complete procedure � from a disassembled system to the
�rst stimulation � we need 45 minutes to an hour. This is clearly much too long for a
normal use. But if we consider that many steps need to be performed only once for an
existing installation, this time reduces to about 10 minutes. Still, that is much more than
the set-up time required for simple non-navigated stimulation by hand, but the system's
main application is not for a couple of quick single pulse stimulation, but rather for lengthy
rTMS or research procedures, which usually last 30 minutes to 2 hours. So a 10 minutes
set-up time is acceptable.

A point worth mentioning is the transit time from one stimulation point to the next. Al-
though 10 seconds are not a long time, they are considerably longer than the time needed to
move the coil by hand. Many TMS research and treatment protocols require to determine
the motor threshold before the actual application. If done manually, the coil is shifted with
short pauses of about 3 seconds over the most likely area of hand representation to evaluate
the motor responses. This way, experienced experimenters can determine the motor thresh-
old with about 30 to 100 stimulations within a few minutes. If the robot system is used,
this takes about 10 to 20 minutes, because of the extended time required to move from one
stimulation point to the next. In our experiments this reduced the user acceptance of the
system considerably.

To reduce the mapping time, we plan to reduce the time to move from one stimulation
point to the next by allowing direct coil steering by a force-torque-sensor between coil and
robot, see Section 3.5.1. Further, we will incorporate our motor cortex mapping algorithm,
Chapter 4, into the motor threshold procedure, which will reduce the number of stimulation
points necessary for threshold determination. All in all we are optimistic to reduce the time
for threshold determination to 3 to 5 minutes in the future, see Section 6.4.

The second criterion in this Section, how di�cult it is to operate the system, is harder to
measure. We have tried to keep the user interface as simple as possible, using a work-�ow
scheme to inform the user what to do next (recording head outline points→ head registration
→ target de�nition and stimulation→ motor cortex mapping analysis). The users generally
agreed that the computer interface was easy to understand and to use.

The users found it harder to operate with the pointing device to sample head outline points,
because care must be taken that the pointer tip is always on the head surface while recording
outline data. This was especially tricky in subjects with long, thick hair, because the
headband we used to attach the head marker jammed the hair so that it was hard to move
the pointer over the skull. Problems appeared also in EEG experiments, because the EEG
cap and the cables running from the electrodes to the ampli�er restricted the access to the
scalp. In such cases it was best to sample more points from the facial area and to use a
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�start-stop-communication�, i.e. the �rst experimenter holds the pointer device and tells the
second experimenter when to start and to stop the recording while moving the pointer in
trajectories parallel to the hair like a comb over the head of the subject. For the future we
plan to improve the recording equipment, e.g. by having a button at the pointer device to
start and stop the recording remotely.

Another di�cult point for the user was to understand why certain targets or trajectories
where impossible for the robot. The workspace restrictions of a serial six joint robot are
not easy to visualise, especially if an additional tool like a TMS coil is considered. So if the
message �Can't reach target point� appeared on the screen, it was sometimes not clear how
to position of the subject should be changed to make the target accessible for the robot.
Similarly, it was di�cult for the users to resolve the situation when the heuristic for the
trajectory planning failed, i.e. when the target point was accessible, but our algorithm could
not �nd a safe way to steer the coil there. For such a case two workarounds were established:
The �rst was to command the robot to an intermediate target which was easily accessible
for the robot �rst and from there to the �nal target. This would split the original (often
very long) trajectory in two new trajectories and enable coil paths away from the plane
de�ned by the start point, the target point and the head centre.4 In rare cases when such
an intermediate target could not be found, the �quick 'n dirty solution� of using the hand
panel of the robot to steer the coil manually close to the target point remained. This is
clearly not a satisfactory way of operating the robot TMS system, so for the future we will
work on improved trajectory heuristics which incorporate the workspace restrictions of the
robot.

6.2.3.4. Comfort

Naturally, having a robot moving the coil instead of a human operator �rst caused some
discomfort in the patients. We found that we could improve the situation much by using a
mirror such that the patient could see the robot moving the coil. After a short while patients
trusted the system, so that they could close their eyes without discomfort, as our questioning
after the experiments revealed. This was especially important in our epilepsy EEG experi-
ment, Section 5.2.1, in which the EEG recording is very sensitive to eye movement artefacts
[88, 97].

Compared to a conventional TMS system for image guided treatment, the main advantage
for the subject was that our system did not require head �xation for longer high precision
experiments or treatments. Thus, the subjects could shift their position during the session,
which sometimes lasted more than two hours. Also, they did not need to concentrate to
hold their heads still; a fact of importance in EEG experiments, where such secondary tasks
can in�uence the outcome of the experiment [118, 181, 187].

Finally, the robot's workspace was big enough to allow stimulation in a number of di�erent
positions, e.g. sitting upright in front of a monitor (TMS-EEG experiment for neuronal
signal processing, Section 5.2.2), comfortably leaned backwards like in an easy chair (brain
mapping experiments, Section 5.1 and tinnitus treatment, Section 5.3), or lying on a bed

4The detailed description of the trajectory heuristic can be found in Sections 3.4.2 and 3.4.3.
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with the head slightly lifted by a pillow (one paralysed patient for chronic pain treatment,
Section 5.3). This way, we could ensure a convenient position for each subject in each
experiment.

6.3. Motor cortex mapping with TMS

We presented a new approach to motor cortex mapping based on a calculation of a like-
lihood map, evaluating the functional monotonic correspondence between the electric �eld
strength at points on the cortex and the motor responses. The method allows for the �rst
time mapping with non-focal TMS coils like circular coils or the H-coil. The method was
tested on one subject for two hand muscles, two coil types, and two mapping protocols and
compared to alternative mapping from fMRI. For six further subjects, the method was used
to determine the cortical representation site for up to four hand muscles in the presence of
tumors in or neighbouring the central region. For two of the subjects, a comparison with di-
rect electrical stimulation was performed. All results were compared to the centre of gravity
algorithm, which represents the state-of-the-art.

The important feature of the mapping algorithm is the combination of physical responses to
stimulation (MEP values) and the electric �eld produced by the TMS coil. This allows for
meaningful mapping resolution of the size of the E-�eld measurement resolution, see Section
4.4. So even if there are only 12 neurological MEP measurements (Experiment 2), spaced
with 1 cm distance, the motor cortex mapping resolution is within millimetre range if the
coil �eld is mapped with this accuracy.

The mapping is calculated using a statistic which calculates the likelihood for the cortical
representation of the mapped muscle for each point on the brain surface. We have shown
that there are statistics which allow a fast (20 seconds) and stable (12 samples) calculation
of the likelihood map of the full cortex.

6.3.1. Mapping statistics

We tested four di�erent statistics to evaluate the functional monotonic correspondence be-
tween the electric �eld strength at points on the cortex and the motor responses. The
data showed that Kendall's rank coe�cient τ yields the best results in the context of our
algorithm.

Kendall's rank coe�cient τ is a direct measure of monotonicity, using the number of con-
cordant and discordant pairs for its calculation. The mapping results for the τ statistic are
generally in good accordance with alternative mapping by fMRI, see the �gures in Section
4.5.3. The TMS map maxima from Experiment 1 are within 11mm, the TMS map maxima
from Experiment 2 are within 4mm of the fMRI hotspots for the representation of the ADM
muscle and the APB muscle. All τ maps of Experiments 1 and 2 and 91% of the τ maps
of Experiment 3 have their maximum close to an area which is known as the hand knob in
anatomy [194]. When comparing ADM and APB localisation we �nd that the ADM muscle
is represented slightly more medial as the APB muscle, complying with the results from
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literature [14]. Finally, the τ maps showed a unique maximum in 88% of the test cases in
Experiment 3.

The results for the Pearson's Correlation Coe�cient statistic ρ are nearly as good as the
results for the τ statistic. For mapping with the planar �gure-of-eight coil (Experiment 2),
the results for ρ are in good agreement with the results for τ . For mapping with the circular
coil (Experiment 1), the ρ statistic gave even better results than τ . The ρ maximum for the
ADM map is much closer to the fMRI maximum than the τ maximum. But in Experiment
3, only 83% of the ρ maxima were at an anatomically probable location (the hand knob), a
considerably lower portion than for the τ statistic. Nevertheless, the performance of the ρ
statistic is remarkable, because it tests only for linear correspondence between the electric
�eld strength list and the MEP list whereas physiologically, the dependence of the MEP on
the electric �eld strength is highly non-linear.

Correlation Ratio η was used as a measure of functional correspondence between the two
mapping lists. The comparison of the η maps with the τ and ρ maps revealed little di�erence
in localisation in Experiments 1 and 2. The maxima of the methods were only 4 to 6mm
apart, with the high probability areas for the representation mainly overlapping (coloured
areas in Figure 4.11). In Experiment 3, the performance was much worse, with only 63% of
the η maxima at the hand knob. Further, the η maps often su�ered from side maxima; in
Experiment 3 24% of the test cases showed such a behaviour. Finally, the maps produced
by taking Kendall's τ or Persons's ρ as a measure were a bit smoother.

The normalised mutual information Ĩ was included in the tests, because it measures corre-
spondence in the very broad sense of joint entropy. As our results show, this leads to many
points on the brain's surface falsely identi�ed as cortical representation for the mapped
muscle. A unique Ĩ maximum could only be observed in 5% of the test cases in Experiment
3. Surprisingly, the hotspot points with high τ and ρ values often had Ĩ values 15% or
more below the Ĩ maximum. So the τ and ρ hotspots were less likely representation points
according to the Ĩ statistic. We think the reason for this lies in the very general nature of
the mutual information correspondence measure that can lead to high Ĩ values also in the
absence of a monotonic or functional dependence. In many cases, values at such points can
even be bigger than values at the hotspot as Experiment 3 shows (41% of the test cases had
no Ĩ maximum values at the hand knob).

6.3.2. Mapping quality

The results in Section 4.5.3 show that the mapping is generally of good quality, but that it
is not perfect:

1. TMS mapping values of the fMRI hotspots for the circular coil experiment are not the
maximum values.

2. The region of high mapping values for the circular coil maps extend posterior into the
postcentral gyrus.
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A B

Figure 6.3.: Calculated electric �eld strength X(p) (arbitrary units) and elicited MEP responses Y
(peak to peak, in mV) at the ADM muscle for two di�erent points on the brain surface for mapping
with a circular coil. The �rst point was chosen as the mapping maximum for the τ algorithm (left).
The second point was chosen as the fMRI maximum (right). Neither graph shows a clear monotonic
relationship between X and Y , exemplifying the limits of our TMS excitation model. Note that the
Y -values are the same in both graphs, only the respective X-values di�er. Stimulation was performed
with a Medtronic MCF-75 circular coil at 34 stimulation sites with a �xed stimulator output, see
Experiment 1.

3. Separate small spots of high mapping value sometimes appear away from the correct
localisation. These side maxima were present in about 10% of the cases in Experiment
3.

The following paragraphs discuss possible explanations for the three mapping problems.

For the �rst problem, our initial assumption that the MEP amplitude Y is a monotonic
function of the electric �eld strength X at the representation point pr, is not strictly valid.
Several reports exist, that also the direction of the �eld in�uences the strength of the muscle
response [20, 68]. This limits the reliability of our biophysical model of TMS stimulation.

As an example, Figure 6.3 displays the electric �eld strength values X at two points on the
brain surface with their corresponding MEP values Y . The points were chosen as the τ
mapping maximum and the fMRI hotspot, respectively. If our excitation model was true
without restrictions, we would expect the two points to agree and the relation between X
and Y to be monotonic such as for the mapping with the �gure-of-eight coil with constant
orientation, see Figure 4.1. Figure 6.3 shows that such a monotonic relation is not given for
the mapping with the circular coil. Note that mapping with the circular coil implies that
the electric �eld vector at the representation point pr changes its orientation by 360◦ when
placing the coil along a circle around pr. Therefore, our TMS excitation model shows room
for improvement.

Fox et al. suggested a direct dependence of the MEP amplitude on the �eld strength and
the angle between the electric �eld and the brain surface normal at the representation point
[44], a �nding uncon�rmed by other researchers. But it might also be that the quality of the
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performed stimulation impaired the mapping. For the circular coil, incorporating postcentral
stimulation points should enhance the mapping, because it increases the diversity of the
(X(p), Y ) data pairs. Finally, our algorithm does not account for electric �eld distortions
produced by the head. Further research will incorporate �eld simulations to approximate
the true electric �eld distribution in the head better and allow comparison of the original
mapping algorithm presented here and a distortion-corrected one. As explained in Section
4.2, we do not expect big di�erences, but we are not yet able to quantify this.

Regarding problem two, the extension of the maps to the postcentral gyrus in the case
of mapping with the circular coil, we believe that this is mainly due to the restriction to
precentral stimulation regions. We hope that after changing the laboratory setup to map
patients in a comfortably sitting position we will be able to stimulate points all around the
head and thus produce more focal mappings. But it is also possible that the we need to
incorporate some E-�eld directional dependence in our formula, as discussed above.

We remark that the distance between the precentral and the postcentral gyrus is only about
5mm� 10mm, as the patient's MRI revealed. Hence our TMS maps seem accurate to about
this degree. This performance is especially remarkable given that the stimulation data was
not optimal, because the circular coil experiments lacked postcentral stimulation points.
Furthermore, we boldly approximated the electric �eld in the brain by the electric �eld
in air, as explained in Section 4.2. The fact that we got correct mapping results, despite
the approximations and the sub-optimal data, demonstrates the robustness of the mapping
method.

Problem three seems to be related to the broadness of dependence the statistic measures. For
example, monotonicity (τ) or linear dependence (ρ) are relatively narrow types of dependence
compared to functional dependence (η) or mutual information (Ĩ). Therefore, it is not
surprising that the problem of side maxima was less pronounced for τ or ρ maps.

In general, there might be points p on the brain surface exhibiting by chance the kind
of dependence between electric �eld strength X(p) and MEP values Y measured by our
statistics. Our experience, however, is that the number and the value of these �false positive�
spots decreases with more measurements. This is the reason we included the 15 and 12
arti�cial measurements, in Experiment 1 and 2, respectively, into the data pairs.

As a test of this �more measurements decrease the number of `false positives� ' � hypothesis,
we mapped the APB of a subject, using 46 stimulations with the bend Medtronic �gure-of-
eight coil according to Protocol 3 (see Section 4.5.1.3). The resulting Rank coe�cient τ and
Correlation Ratio η values are displayed in Figure 6.4. We see that there is now only one
maximum area, namely at the outer side of the hand knob.

6.3.3. Comparison with the state-of-the-art

The state-of-the-art in motor cortex mapping is the calculation of the centre of gravity
(CoG) of the stimulation points. The MEPs are hereby taken as the weights for the gravity
map. As explained in Section 4.3.5, the CoG is usually not a point on the brain surface, but
needs to be projected onto it. As discussed in [119], there are several possible methods for
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Figure 6.4.: Mapping of the left APB muscle with the �gure-of-eight coil. Left: Correlation Ratio
η values, right: Kendall's rank coe�cient τ values. The spheres indicate the stimulation positions.
The colour of the spheres encodes the obtained MEP signal. The colour of a brain region depicts
the mapping value and hence likelihood that the mapped muscle is represented there. Colours range
from grey and blue (unlikely) to red (very likely).

the projection, leading to ambiguity in the method. Furthermore, the CoG calculation and
the projection have no direct physiological meaning associated with them.

Our statistical approach of comparing the electric �eld values at a point with the muscle
responses is more adapted to the problem. Starting from a biophysical model, we associate
a direct physiological meaning with our algorithm. Further, as we calculate the mapping
values directly for points on the brain surface, we avoid the need to project the result
and the ambiguity associated with it. Finally, our algorithm acknowledges the individual
electric �eld shape of every coil design by incorporating the coil-speci�c electric �eld into
the calculation. Thus, from a theoretical point of view, our algorithm has some advantages
compared to the CoG algorithm.

But more importantly, our algorithm has been shown to be more robust than the CoG
algorithm. The CoG only works for focal coils like the �gure-of-eight coils. For non-focal
coils like the circular coil from Experiment 1, the results of the CoG are meaningless. For
focal coils, the CoG algorithm requires coil poses to be distributed evenly around the hotspot
to give meaningful results. This is immediately clear from the de�nition, Equation (4.15),
because the centre of gravity formula always yields an interpolation point and never an
extrapolation. So if data is only sampled on one side from the hotspot, the CoG will also be
on this side. In contrast, our algorithm works also in such a case as shown in Experiment 1.

The sensitivity of the CoG method to the choice of stimulation positions is also mirrored
in the mapping results from Experiment 3. Only 78% of the CoG maps were centred on
the hand knob, compared to 91% for the τ algorithm. In 11% of the test cases in this
experiment, the projection of the CoG did not result in a unique point on the brain surface.
In those cases, the CoG was calculated to be between two gyri such that the surfaces of
them were of similar distance to the CoG. If the stimulation points were chosen carefully
around the hotspot, the CoG mapping for �gure-of-eight coils generally agreed with the τ
maps of our algorithm, see for example Figure 4.11.
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6.4. Future work

We conclude the discussion with an outline of improvements to the system we would like to
implement in the future.

6.4.1. Trajectory heuristic

The heuristic we use for determining a safe trajectory from the actual position of the coil to
the target position has been shown to be valid, but not complete. That means that if the
algorithm from Section 3.4.3 �nds a trajectory, the coil will not collide with the head during
the transition. But sometimes the algorithm fails to �nd a solution. In the following, we
discuss two possible research directions to improve here.

6.4.1.1. Coil-centred approach

The main problem is the restriction of the coil's path to an arc from the start point to the
target point around the head's centre. This restriction enables us to compute and solve
the shortest graph problem associated with our heuristic in an acceptable time (1 second
per calculation, 20 seconds per trajectory). If we relax the coil's path, the computational
load rises and thus the time required to calculate the trajectory. We have pointed out in
Section 6.2.3.3 that the long transition time for the coil from one stimulation point to the
next was subject to criticism by the users, so a further delay would reduce the acceptance
of the system.

Thus, an improvement to the trajectory heuristic would rather not require to evaluate more
poses of the robot and the coil, but choose the path for the coil centre in a better way. The
problem hereby is the unknown orientation of the coil along the path and thus the required
pose of the robot end-e�ector. If we restrict the coil orientation to certain discrete values
we can use the algorithm presented in Section 3.4.3 to �nd a valid trajectory, but for the
price of severely reducing the solution space.

6.4.1.2. Robot-centred approach

The coil-centred approach above creates potential trajectory interpolation points which may
be outside the workspace of the robot. Therefore, it may fail to �nd a solution. But if we
compare the workspace of the robot with the size of the obstacle (the head of the subject),
we �nd that the obstacle �lls only a small part of the workspace. Thus, it might be a
good alternative to base the heuristic on the workspace of the robot. The start point of the
trajectory is given by the actual position of the robot. The end point is not uniquely given,
but must be chosen from one of the eight joint settings corresponding to one of the eight
con�guration modes of the robot for implementing the target pose. But this is not the main
di�culty. The hard problem is to decide the feasibility of a given point in the workspace,
i.e. to determine if the robot or the coil intersects the obstacle for a given joint setting.
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Again, there are two approaches to the problem. One is to calculate if the outlines (sur-
faces) of the virtual representations of coil and head or robot and head intersect for each
joint setting along the path in workspace. This can be done with software packages like
I-COLLIDE [28] or V-COLLIDE [60].5 The other one is to transform the obstacle into the
workspace of the robot and to check if the path in workspace intersects this obstacle. In
principle, this would require to calculate the Minkowski sum for all possible coil orientations
and to calculate the inverse kinematic for each point of the result. The problem with both
approaches is the complexity of the required computations. Clearly, one would need to sim-
plify the problem by discretising it. Hereby, one needs to ensure that the obstacle is always
enlarged, i.e. that the simpli�cation does not result in an infeasible pose marked feasible.
So any simpli�cation will again result in a reduction of the solution space.

The second problem to be tackled is the question of how to evaluate the quality of a trajec-
tory. Such an objective function will be necessary to avoid large movements of the robot,
possibly hitting remote objects not represented in the virtual scene, or time-consuming zig-
zag-movements of the coil. Here, functions like the path length of the coil's centre point or
the accumulated change in orientation of the coil might be a good start point.

6.4.2. Hardware

6.4.2.1. Force sensor

At the moment, we use the newly introduced force sensor (Section 3.5.1) only for safety
purposes. Namely, it stops the robot if a contact with the head is detected. But the device
can also be used for some other applications:

Firstly, we can improve accuracy by allowing a gradual lowering of the robot until the coil
touches the head lightly. In the following motion compensation module we try to keep the
force between coil and head constant, i.e. we move the coil away from the head if the pressure
becomes too strong and move it towards the head if the pressure becomes weaker. This way
we will eliminate any registration and tracking error in direction normal to the head.

Secondly, the force sensor might allow a new, fast way of positioning the coil. The operator
can directly grab the coil and position it using the sensor-robot-loop like a servo steering.
The force the user applies to the handle is hereby translated into a direction in which the
coil should move. It is possible to constrain the motion to certain surfaces or areas, e.g. only
tangential to the head or only within 5 cm distance from the motor cortex. As soon as the
coil is released, motion compensation sets in and keeps the coil at its exact position relative
to the head. We expect the servo-feature to be especially useful for fast mapping procedures
as they are common to �nd motor threshold, see the discussion in Section 6.2.3.3.

5There exist, of course, many more and maybe even better algorithms for collision detection than included
in these packages. The ones from the I-Collide and V-Collide collection have been used for testing
trajectories of a robotised C-arm device [15, 99] for collision with the patient and the OR table [87].
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6.4.2.2. Robot design

The Adept and Kuka robots we use for positioning the coil are multi-purpose-robots, i.e. they
are designed to be employed in many di�erent environments for wide range of tasks. The
advantage of such robots is the relatively low price and the well-tested device software, as
they are manufactured and employed in large quantities. The drawback in our application is
that their arm-design with only rotational joints results in a workspace which is only partly
suitable for robotic TMS.

On the one hand, the workspace does not include all possible stimulation targets for TMS for
a static position of the head. For example, it is impossible to stimulate the central prefrontal
cortex, the left and right motor area, and the occipital cortex in one session without moving
the patient. This has not been a problem so far, because the head tracking feature allows
to reposition the patient during a session. Furthermore, there are few applications and
protocols which require the stimulation over a widely distributed area of the head, but with
the increasing utilisation of TMS in neuronal research, diagnostics, and therapy this is likely
to change.

On the other hand, the workspace of the Adept and Kuka robots is too big for our purposes,
as it includes points far away from the patient and points which lie inside the patient's body.
This is an inherent safety problem, because we need to take extra care that the robot does
not move to such poses and collide with the patient or the lab equipment.

A robot type that is more suited for TMS would have a workspace without these two
limitations. Further, it would be adjustable for di�erent positions of the patient, e.g. sitting
or lying. Good designs for the problem of workspace seem to be the arc solutions suggested
by Ramrath et al. [134] and Lebossé et al. [85], see Figure 6.1.

To date, both systems are not yet ready for the use with TMS. The system of Ramrath must
be scaled to be applicable to human heads instead of rodents. This is indeed planned, but
for a neurosurgical environment. It is unclear if the enlarged system will be able to meet the
speed and acceleration requirements of motion compensated TMS and if it would be able to
handle heavy TMS coils for rTMS. The system of Lebossé is to our best knowledge still in
the planning stage and has not been shown to meet the accuracy and dynamic requirements
of robot TMS. Furthermore, this system seems to be a bit bulky, so that it is not portable
and not suited to stimulate subjects in a lying or heavily reclined position.

The limited resources did not allow to design and build a TMS robot ourselves. The Adept
and Kuka robots have been the best solution to the static and dynamic requirements of our
application so far. For the future, we strive to collaborate closely with the group of Ramrath
to make a scaled version of their SASSU robot available for TMS.

6.4.2.3. Tracking

Some new developments in the area of medical tracking devices might help to further improve
our TMS robot system. We describe brie�y two new systems and their advantages for our
application.
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High speed tracking The Atracsys company is developing a number of tracking systems
with high tracking speed (up to 4000Hz for the accuTrack systems and 300Hz for the easy-
Track systems). Higher tracking speed could reduce the latency of our system, see Section
6.1.2 and make the motion compensation feature perform better this way. Furthermore, the
high tracking frequency allows to check the robot's motions, adding another safety layer to
the system. If an abnormal robot speed or trajectory is detected, an emergency stop could
be initiated. This only works if the tracking speed is high enough so that critical situations
can be detected before a collision. For theoretical calculations about the necessary tracking
speed and accuracy see Section 3.5.2.

The disadvantage of all high speed tracking systems so far is the marker design. It seems that
such high frequencies are only possible with LED markers. This can be problematic for the
TMS application, because the strong magnetic pulse might interfere with the electronics in
the marker. It could destroy it or block the transmission, so that tracking is hindered during
the stimulation. In EEG applications, electronic devices near the head create artefacts in the
recordings, so even if tracking is possible, the experiment might be impaired. Furthermore,
most markers require a cable connection to the tracking device, even though some wireless
markers with infrared triggering have been introduced recently.

Markerless tracking Claron technologies o�ers the MicronTracker 2 systems, an alternative
technology which is completely passive. Their design with two or three video cameras and
checkerboard markers is robust against TMS pulses and changes in light conditions (there
must be enough light left to see the markers, but it operates in conditions from dimmed
electric bulb light to strong sun light). Furthermore, the markers are very easy to design and
to manufacture: They can be printed on a sheet of paper and cut to custom size. Because
they can be made of paper, they are of minimal weight and can be glued directly to the
skin. So we could use one-time markers for the stimulation, ensuring optimal marker quality
and hygienic application in each session. Further, we would need no head band any more to
attach the marker to the head. This would be especially useful in EEG applications, where
it is always problematic to have anything touching the electrode cap and interfering with
the cables. The drawback to time is the relatively low tracking frequency of 30Hz.

Video tracking devices might also enable completely markerless tracking. Each of the cam-
eras delivers a 2D image of the scene, so in principle the registration of virtual head model
and real head can be computed from a pair of stereo images. This way we would avoid the
need for an auxiliary marker coordinate system at the head and could omit the registration
step, Section 3.3.3.

Pose estimation from stereo images is in itself a large area of research with rapid development,
[89, 190�193]. The di�culty lies in the accuracy, robustness, and computation time of the
algorithms. To our knowledge, no algorithm has been shown to be able to deliver a tracking
accuracy (or rather a registration accuracy) of 1mm or better with a frequency of 20Hz or
more. So pure markerless tracking is not an option for our system at the moment.

A hybrid approach might improve matters in the future. We could use the marker informa-
tion of the MicronTracker to initialise the pose for a markerless algorithm. This way a fast
and correct convergence of such an algorithm could be ensured; much in the same way as
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we use landmark registration to initialise the ICP algorithm for our registration, see Section
3.3.3. Another application would be to use markerless tracking as a way of controlling the
marker based tracking. If the poses determined by the two algorithm disagree by more than
e.g. twice the accuracy of markerless tracking, a warning could be issued and the robot
stopped.

Tracking of the robot With the new tracking systems it is possible to track a large number
of markers with an acceptable tracking speed (≥ 30Hz). This will allow to track the robot
at several links. Tracking the robot base would make the registration between robot and
tracking system, Section 3.2.2.1, obsolete, but su�ers from the line of sight problem. That
means the robot base is often not visible for the tracking system, because the patient or the
robot arm is in the way. Therefore, we require at the moment that the positions of robot
and tracking system do not change.

If we have (calibrated) markers at links visible to the camera, we can calculate the transform
between robot and tracking system, RTT, from the marker poses, the direct kinematics of
the robot, and the calibration information of the marker (i.e. where the marker is on the
link). This would in theory avoid the need for static robot and camera positions and the
initial calibration routine from Section 3.2.2.1. The critical part lies in the movement of
the robot and thus the markers. If the robot's joint settings and the marker's tracking data
are not recorded at the same time, we introduce an error in the calculation. In the motion
compensation application, this would introduce a dangerous closed loop and might lead to
uncontrolled movements of the robot.

Therefore, we cannot dispense with the requirement for static robot and camera position.
But we can compare the calculated transform from the marker at the link with the initial
transform. If they disagree, we must assume a change in the transform and will thus stop
the robot. This application is safe, because the errors from one calculation of the transform
do not in�uence the robot's movements and the next calculation of the transform.

We remark that using markers at articulated links for the calculation of the transform
between robot and tracking system is only problematic when the robot moves. When the
robot is still, we do not have the problem of asynchronous recordings from the robot and the
tracking system. So if we have a well calibrated marker at a link, we can use it to determine
the transform RTT without the initial calibration procedure. To calibrate the marker at the
robot, the procedure from Section 3.2.2.1 can be used. The only adaptation necessary is to
shorten the kinematic chain of the robot to the link the marker is attached to and so to
calibrate the marker to the coordinate system of its link.

6.4.3. Motor cortex mapping

Even though our motor cortex mapping algorithm showed good results, there are still im-
provements and further tests on our list for the future. The following sections discuss our
plans to test and extend the mapping model further and to speed up the mapping process.
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6.4.3.1. Stimulation model

The excitation model for TMS, i.e. how a TMS pulse activates the brain, from Section 4.2
simpli�es the real conditions in the cortex drastically. Firstly, we ignore any distorting
in�uence of the conducting material in the head on the electric �eld. Secondly, we assume
the motor response to a simulation to be expressible as a function of the absolute electric
�eld strength at a single point in the brain. Although both assumptions approximate the
reality only coarsely, our mapping algorithm yields good results. Nevertheless, more detailed
models might improve the results further.

Electric �eld distribution in the brain Firstly, we plan to compute the electric �eld distri-
bution in the head more accurately. Therefore, we need two ingredients: exact knowledge
of the coil's electromagnetic properties and good knowledge of the head's electromagnetic
properties. The coil's characteristic is easier to obtain, although every single coil is hand-
made and thus unique. So for an accurate model we need to determine the geometry of the
wiring in the coil. We could either accomplish this by recording a CT data set of the coil and
segmenting the wires from it. Or we parameterise the wire geometry (e.g. an Archimedean
spiral) and determine the parameters by measuring the electric �eld of the coil with the
method described in Section 4.4.1.

It is probably more di�cult to obtain a suitable electromagnetic representation of the head.
First of all, we need to distinguish the di�erent tissues like skin, bone, cerebrospinal �uid, and
grey and white matter. For this task a number of good algorithms exist; we suggest using the
ones implemented in the MATLAB SPM library [6]. Further, we need the electromagnetic
properties of these tissues. It has been shown that these possess great inter-individual
variability [47], but we know of no way to determine the parameters for an individual
quickly and non-invasively. So we will have to assume a constant value for each tissue type.

Another question is if we should model directional variances in the conductivity of the
tissues. For example, the conductivity of the skull in tangential direction has been shown to
be about 10 times higher as in the radial direction and the conductivity along white matter
tract �bres is up to 9 times stronger than across the �bres.6 In principle, the �bre directions
in the white matter can be determined using di�usion tensor imaging (DTI), paving the way
for a patient-adapted model of anisotropic conductivity.

Finally, we need algorithms to compute the electric �eld distribution in the brain accurately
using the coil's position and characteristic and the head's electromagnetic properties. Nu-
merical computation of electromagnetic propagation is a big �eld on its own and has been
applied to simulate TMS several times already [27, 29, 51, 109, 145, 147, 148, 166, 175, 176].
But to our knowledge, no computation which takes the subject's individual shape of the
tissues and the anisotropies into account has been conducted for TMS, although recent pub-
lications do use realistic 3D geometric representations of the main tissues of the head and
con�rm a distortion of the electric �eld [178, 179]. It will be interesting to quantify the
di�erences in electric �eld distributions for the di�erent head models (air, sphere models,

6See [188] for an overview of tissue anisotropy and it's e�ect of modelling electromagnetic �elds in the head.
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isotropic 3D, anisotropic 3D). Only this can tell whether the approach to ignore the head
tissue in our algorithm from Section 4.2 is really justi�ed.

Novel excitation models The knowledge about the true electric �eld distribution in the
brain will help us to tackle the next big question: How can we model the e�ects of TMS
more precisely to include the reported directional dependency [20, 106] of the response or
the spacial extent of the representation [135]. Such models could distinguish the electric
�eld on the grey matter surface in tangential direction (as suggested by [150]) or in radial
direction (as suggested by [44]). Furthermore, the models might extend the well understood
excitation of peripheral nerves [93, 158] to the brain, where the complicated entanglement
of nerves have hindered a computation of the TMS e�ects on the scale of single neurons so
far.

To test the models we will make extensive use of the motor cortex mapping procedure from
Chapter 4. We hope to build a database of stimulation responses for di�erent coils and coil
types, including all necessary data like MRI of the patient, fMRI of the patient, stimulation
poses, stimulator output, muscle responses, and coil properties. We have already started
to compare our mapping results with direct electrical stimulation during navigated neuro-
surgery, as Krings et al. suggested [77]. Comparison of predicted muscle representation for
di�erent TMS excitation models with the results from fMRI and direct electrical stimulation
will allow an evaluation of the correctness of the models.

6.4.3.2. Fast mapping

In the discussion of the usability of the robotic TMS system we have pointed to the problem
of motor threshold determination at the beginning of many TMS sessions. The procedure
takes much longer with the robot system than for manual operation. A solution would
be to reduce the number of necessary stimulations by introducing an �intelligent� probing
procedure. Instead of a trail and error procedure, in which the coil is shifted rather randomly
across the scalp to �nd the coil position that produces the strongest motor response, we can
calculate the most likely hotspot using the algorithm from Chapter 4.

In contrast to Chapter 4, where the algorithm is applied retrospectively to the data of
the stimulation, this would require a planning step in which the next stimulation point is
suggested. This point should be chosen in such a way that it resolves ambiguity in the
calculation of the muscle representation best. We have seen that such ambiguity stems
from too little di�erentiated electric �eld data available for the brain points. The algorithm
should detect such points and suggest a stimulation site with which a higher discrimination
is achieved after the next stimulation.

The results from the mapping experiments with the �gure-of-eight coil, Section 4.5.3.2,
suggest that 12 stimulation points are su�cient for a stable mapping. If the points are
chosen not on a grid, but in a more intelligent and adaptive way, we hope that as little as
four to six points yield the hotspot. In Figure 6.5 we present an example how the current
τ algorithm performs for six stimulation sites. We see that the TMS maximum in the
horizontal slice through the motor cortex agrees with the fMRI maximum. But we also see
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6. Discussion

A B C

Figure 6.5.: Fast mapping result using six stimulation points. A: TMS mapping maximum in a hori-
zontal slice featuring the motor cortex. B: fMRI maximum in the same slice. C: Distribution of the
stimulation points (coloured spheres) and the TMS mapping maxima (yellow stripe). The mapping
has a sharp resolution in directions parallel to the stimulation plane and virtually no resolution in
direction normal to the stimulation plane. Stimulation was performed with the Medtronic MCF-B65
�gure-of-eight coil. MEPs were recorded from the right ADM muscle. fMRI images were acquired
for a �nger tapping task as described in Section 4.5.2.3. TMS mapping was calculated with the τ
statistic, see Section 4.5.2.1.

that the TMS maximum has a poor resolution in direction normal to the stimulation sites,
Figure 6.5.C. This is where we plan to improve in the future.

Alternatively, it might be feasible to superimpose fMRI images with TMS fast mapping
results to localise the cortical representation of a muscle at the common maxima of fMRI
and TMS. This might eliminate the uncertainty associated with both techniques: poor
normal resolution in fast mapping TMS and accumulation of the BOLD response in veins
draining the active cortical area.
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A. Discrete CR Versions

The di�culty arising in the application of Correlation Ration for motor cortex mapping is
the small number of samples for evaluating η and their continuous range. Normally, in TMS
only 20 to 40 samples can be acquired because of time constrains. Furthermore, the sample
data is distributed continuously. This requires a new approach to evaluate Correlation Ratio.
To our best knowledge, we present in the following the �rst formula which can reliably cope
with a very low number of samples of continuous range. The main idea is to use a non-
parametric regression scheme to estimate the conditional expectation E(Y |X). It will be
shown that the choice of the Nadaraya-Watson kernel estimator [108, 186] results in a simple
algebraic formula for the estimation of η, which can be evaluated in O(N2), N being the
number of samples.

We begin by presenting two common ways from literature. Both methods have their disad-
vantages. This leads to a new formula combining the strengthes of them and avoiding the
weaknesses.

A.1. Binning

If the range of X and Y is �nite and discrete, as it is e.g. for digital images, a binning
approach to calculate the Correlation Ration value can be used. We de�ne the probability
that a random variable X has a certain value r by counting the number of samples with
xi = r and dividing by the total number of samples, N :

P (X = r) =
#{k|xk = r}

N
. (A.1)

This leads to the well known sampling formulae for expectation, variance and conditional
expectation. For example, the nominator of (4.11) is given by

E(V ar[Y |X]) =
1
N

N∑
i=1

M∑
j=1

(rj − E(Y |X = xi))2 #{k|xk = xi, yk = rj}
#{k|xk = xi}

(A.2)

with

E(Y |X = xi) =
M∑
j=1

rj
#{k|xk = xi, yk = rj}

#{k|xk = xi}
(A.3)
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A. Discrete CR Versions

Here, N denotes the number of samples and {r1, . . . , rM} is the set of values of Y . To
evaluate (A.2) we need to count the entities #{k|xk = xi, yk = rj} and #{k|xk = xi}. That
is what we call binning.

The formulae in the last paragraph can be used without problems for discrete random
variables X, Y and large sample size N . But if there are only few samples compared to the
number of bins, nearly all bins are �lled with no or only one element and #{k|xk = xi, yk =
rj} is either zero or one. In the extreme case this leads to V ar[Y |X = xi] ≡ 0 and hence to
η = 1 independent of the measurements (xk, yk).

It should be noted that if X has ordinal values, one can do a little better by choosing
an unbiased evaluation of the variance as Kelley showed in 1935 [69]. Nevertheless, the
fundamental problem of having too few values in the bins remains.

If X and Y have continuous values, we need to de�ne arti�cial bins to use Kelley's formula or
the formula presented above. This leads to the problem of how many bins should be de�ned
and how large the single bins should be. Certainly, an equal spacing for the bins seems
natural, but also log-size bins could be imagined. Hence, the Correlation Ratio formula
does not only depend on the samples, but on the bin number and bin size. Furthermore,
binning makes Correlation Ratio discontinuous with respect to the sample values: Small
changes in xi or yi might put them into a di�erent bin and hence change η. This is especially
problematic if the results of the CR evaluation are just the �rst step in an algorithm, as it is
in our case, see Section 4.5.2, or in image registration. Also, the presence of discontinuities
makes the use of local optimisers like Powell [130] di�cult.

A.2. Parzen windowing

This approach uses the integral formulae (4.12) and (4.13) for the conditional expectation
and variance. The idea is to approximate the density p of a random variableX from a sample
{x1, . . . , xN}. Therefore, so called �windowing functions� gi, which are density functions
themselves, are centred at each sample point xi. The density of X is approximated by
summing up all windowing functions:

p(x) ≈ 1
N

N∑
i=1

gi(x). (A.4)

The same idea can be applied to approximate a joint density. Obviously, the approximation
depends on the windowing functions used. There is no general way to set them �right� - a
popular choice are Gaussian density functions.

Windowing of the samples de�nes two new continuous random variables X̃ and Ỹ . We
de�ne the Correlation Ratio of the samples as the Correlation Ratio of these new random
variables:

η(x1, . . . , xN |y1, . . . , yN ) := η(Ỹ |X̃). (A.5)
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A.3. Hybrid method

When calculating η numerically, we are left with several integrals which cannot be solved
analytically. So we need to approximate the integral values either numerically [130] or by
sampling using the law of large numbers [120].

Integrating the densities numerically is a di�cult task, especially if the supports of gi1 are
unbounded. Nevertheless, stable results can be obtained for suitable windowing functions
and error bounds can be given. Still, error and speed of the calculation depend heavily on
the choice of the windowing function. Hence, windowing is not only performed such that it
matches the �true� distribution best, but such that the integrals can be calculated fast and
reliable.

If many sample values (xi, yi) are present, an approximation of the density using a subsample
(xid , yid) and an evaluation of the integrals using a di�erent subsample (xis , yis) is a common
technique, see [183]. The advantage is a fast evaluation of the Correlation Ratio. The
drawback is the dependency on the choice of the subsamples. Furthermore, this method
cannot be used if only few samples are available.

A.3. Hybrid method

A solution to the problems associated with A.1 and A.2 is to combine the Parzen windowing
method from A.2 with the discrete approach from A.1.

We start the derivation with Equation (4.11). As in Section A.1, we evaluate the denomi-
nator using the discrete formula for the variance of Y . For the nominator, we use the well
known formulae V ar[Y ] = E(Y )2 − E(Y 2) and E(E(Y |X)) = E(Y ) to obtain from the
total variance theorem (4.10):

E(V ar[Y |X]) = E(Y 2)− E(E(Y |X)2). (A.6)

The �rst summand can be calculated using the discrete formula. For the second summand
we mix the discrete version for the outer expectation with a windowing approach for the
inner conditional expectation E(Y |X). That is were our approach becomes hybrid. We get

E(E(Y |X)2) =
1
N

N∑
i=1

E(Y |X = xi)2

=
1
N

N∑
i=1

(∫
R

ypXY (xi, y)
pX(xi)

dy

)2

. (A.7)

We approximate the densities pX and pXY as in A.2:

pXY (x, y) :=
1
N

N∑
i=1

gi(x)hi(y), (A.8)

1The support is the closure of the set of points x where gi(x) is not zero
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A. Discrete CR Versions

where gi and hi are arbitrary density functions centred at xi and yi, i.e.
∫
xgi(x)dx = xi,∫

yhi(y)dy = yi. Integrating pXY over all y ∈ R gives pX :

pX(x) =
∫

R
pXY (x, y)dy =

1
N

N∑
i=1

gi(x)
∫

R
hi(y)dy =

1
N

N∑
i=1

gi(x), (A.9)

which is independent of the choice of density functions hi. Furthermore,∫
R
ypXY (xi, y)dy =

1
N

N∑
j=1

gj(xi)
∫

R
yhj(y)dy =

1
N

N∑
j=1

gj(xi)yj . (A.10)

The important observation is that also here the result does not depend on the hj 's. Inserting
(A.9), (A.10) into (A.7) yields

E(E(Y |X)2) =
1
N

N∑
i=1

(∑N
j=1 yjgj(xi)∑N
j=1 gj(xi)

)2

. (A.11)

Note that our approach led naturally to a generalisation of the Nadaraya-Watson kernel
estimation for E(Y |X), see [108, 186].

Expression (A.11) can be evaluated without di�culties by a computer as soon as windowing
functions gj are de�ned. In our implementations, we took them to be Gaussian density
functions with mean xj and standard deviation σ. We set σ to ten times the average distance
of anX-sample to its next neighbour, see Section 4.5.3. Note that other windowing functions
are also perfectly valid, but the setting presented here was found to perform well for our
application.

Formula (A.11) has several advantages compared to the versions found in A.1 and A.2:
Firstly, it has no �bins�, i.e. it can be used for discrete as well as for continuous sample values.
Secondly, the result depends smoothly on the sample values xi, yi, if a smooth windowing
function is chosen. Thirdly, it can be evaluated fast and stable with any windowing function
without further numeric theory. Fourthly, it gives stable results, even if the number of
samples is low, see Section 4.5.

We should remark that by following the idea of (A.11) being the mean of the square of
the regression function E(Y |X), one could implement a number of di�erent formulae for
η by choosing a di�erent regression. For example, Mammen et al. suggest using a com-
bined Nadaraya-Watson and local linear smoother [95]. Their formula has the advantage of
preserving linearity in the data, a property not possessed by the Nadaraya-Watson kernel
alone. The disadvantage of Mammen's approach is the relatively costly calculation of the
regression, disqualifying it for our application, see Section 4.5.
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